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Abstract—In the vehicular networks (VN) assisted by the inte-
gration of sensing and communication (ISAC), rapid processing
of data from sensors is a necessary condition to ensure safe
driving and enhance user experience. Utilizing the computational
resources of the roadside unit (RSU) can effectively reduce the
task processing delay. However, in some areas of the road, uneven
distribution of task-vehicles can lead to severe load imbalance in
neighbouring RSUs, and these tasks often have different delay
requirements. The tasks in the high-load area can be offloaded
to the low-load area to balance the load. We use the idle-vehicles
in the low-load RSU area that are close to the task-vehicles as
relays to hop and offload the tasks to the low-load RSUs. On
the other hand, in order to satisfy the delay requirements of the
heterogeneous tasks, this paper proposes the priority ordering of
the heterogeneous tasks, the more delay-sensitive tasks require
more resources to meet their delay requirements, i.e., the higher
the priority. In order to both satisfy the delay requirements
of heterogeneous tasks and maintain a small average system
delay, we establish the optimization problem of minimizing
the weighted average system delay and solve it by using the
Relay Hopping and Differentiated Task Prioritization (RHATP)
algorithm. Simulation results show that under the condition of
guaranteeing the delay requirement of high-priority tasks, the
strategy can achieve lower system delay and effectively reduce
the processing delay in high-load areas. And it still maintains
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stable performance in different scenarios.
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I. Introduction

IN the future sixth-generation (6G) network, the integration
of sensing and communication (ISAC) is considered as

one of the key technologies to support various new wireless
services [1]. To improve the performance of ISAC systems,
techniques such as reconfigurable intelligent surfaces (RIS)
have been proposed [2], [3]. In vehicular networks, vehicles
are usually equipped with typical sensors such as cameras,
radar, lidar, and differential acoustic wave sensors [4]. The
average number of sensors on a vehicle today is around 200
[5]. In order to more accurately recognize the information
around the vehicle, the information collected by different
sensors needs to be fused and processed [6], [14]. However,
due to societal demands for the safe driving and the quality
of service (QoS), vehicles need to compute this information
faster, especially in certain unexpected situations. This is
challenging for devices due to the limited local computing
resources of vehicles. To solve this problem, mobile edge
computing (MEC) technology is introduced. MEC pushes
computing resources and services to the edge of the network,
brings them closer to the user than the cloud [7], [8]. This
reduces transmission delay and provides computing services
to users, relieving pressure on local computing resources.
By combining ISAC with MEC, vehicles can compute and
respond to various environmental changes faster, improving
safety and ensuring QoS [9–11].

There are many RSUs on the road, and the vehicles in their
service area may generate many indivisible and heterogeneous
tasks at the same time. The uneven distribution of task
vehicles can lead to different loads for neighbouring RSUs.
The computing and communicating resources of the high-load
RSU will be tight, while the low-load RSU has a large amount
of resources that are not fully utilized.

In order to reduce the load of high-load RSUs, we can make
use of the computing resources of neighbouring RSUs and
idle-vehicles. Since the computing power of RSUs is much
stronger than that of vehicles, offloading these indivisible tasks
to neighbouring RSUs is a better option than offloading them
to idle-vehicles. Moreover, a large number of tasks uploaded at
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the same time tightens the communication resources of high-
load RSUs. For task-vehicles at the edge of the communication
range of high-load RSUs, long transmission distances result
in degraded channel quality and reduced transmission rates.
Offloading such tasks to neighbouring RSUs by hopping
through relays (idle-vehicles close to the task-vehicles in the
low-load RSUs) has a smaller transmission delay compared
to transmitting over a link between RSUs, which is due to
the small transmission delay caused by a large number of idle
resources in the low-load RSUs.

In order to satisfy the different requirements of vehicle
heterogeneous tasks on delay, and meanwhile to ensure the
overall QoS of the system, assigning different priorities to
heterogeneous tasks and appropriately tilting resources to
high-priority tasks is a solution.

To address the aforementioned challenges, this paper fo-
cuses on the following aspects:
• In this paper, under the conditions of different task

delay sensitivities and tight communication resources
in the task-intensive area, we construct a multi-node
cooperative model of task-vehicles, relay-vehicles and
RSUs to jointly compute the offloading and resource
allocation, and in this way, we construct a weighted
average delay minimization problem.

• The proposed problem is a high-dimensional nonlinear
problem and is mutually coupled and nonconvex. We de-
couple the problem into two subproblems: the unloading
strategy problem and the resource allocation problem.
Then we design a Relay Hopping and differentiated
Task Prioritisation (RHATP) algorithm that combines
one-to-one bilateral matching with convex optimization
containing mixed integer constraints.

• In this paper, we adopt the marriage matching model
in game theory to select out the task-vehicles and idle-
vehicles that can form matching pairs. And after making
the offloading decision, the problem will be transformed
into a Mixed Integer Disciplined Convex Programming
(MIDCP) problem with integer constraints, which can be
utilized in convex optimization to perform the allocation
of communication and computational resources, and to
find an optimal solution to the problem.

The rest of this paper is organized as follows. The related
works are reviewed in Section II. Section III describes the
system model and expatiates on the research problems. In
Section IV, we introduce the optimization approach in detail.
Finally, performance evaluation and discussion are given in
Section V. This work is concluded in Section VI.

II. RelatedWork

In order to reduce the delay of task processing, a large
number of scholars have made many efforts.

Y. Liu et al. [13] addressed the cost trade-off between
sensing and communication performance in ISAC systems,
and proposed a generalized ds point-to-point ISAC model to
account for scenarios in which the sensing state is different but
correlated with the channel state, which supports the efficient
application of ISAC in in-vehicle networks. However, the

improvement not approach for scenarios with large differences
in communication loads of neighboring RSUs. Y. Liu et al.
[14] has designed a joint computation and resource allocation
scheme for multi-RSU scenarios, taking into account the long-
term system performance. This improves the energy efficiency
of the fusion computing tasks generated at the vehicle side
while guaranteeing the performance of the task-vehicle delays.
However, the scheme does not consider the multi-RSU load
imbalance and does not consider the priority of the tasks.

X. Li et al. [15] focus on the resource allocation problem
of hybrid centralized/distributed V2X communication systems
under different network load conditions. Vacanon resource
blocks and power allocation algorithms are proposed for
low-load networks, while for high-load networks, occupied
resource blocks and power allocation algorithms are proposed
with the main objective of maximizing the overall information
value of V2X communication without exceeding the maximum
user transmit power. X. He et al. [16] present a spectrum shar-
ing problem in a scenario where vehicles move at high speeds
and are uniformly distributed. They proposed a fingerprint-
based deep Q-network suitable for distributed implementation
by utilizing the fact that the V2V link will reuse the spectrum
of the V2I link and that the V2V link acts as a proxy. The
total capacity of V2I links and the payload delivery rate of
V2V links are successfully improved. F. Li et al. [17] on the
other hand proposed a V2X collaborative caching and resource
allocation framework in a multi-RSU scenario. The frame-
work enhances the edge caching capability through RSUs
with surrounding idle-vehicle resources to avoid duplicate
transmissions and reduce content access delay. Vehicles will
cache requests to the MEC as well as nearby vehicles, and
the article improves channel utilization through channel V2V
multiplexing V2I.

Zubair Sharif et al. [18] mainly focus on the different delay
requirements of heterogeneous tasks in edge computing (EC),
set different tolerance delays for different types of tasks, and
allocate the resources of edge nodes (ENs) according to the
tolerance delay setting priority, so that tasks with different
priorities can finally satisfy their tolerance delays. H. Zhao
et al. [9] equip multiple MEC servers under a single RSU,
and each MEC server is responsible for different types of
tasks. Tasks uploaded to the RSU are set to different priorities
based on the cutoff delay, and then dispatched by the RSU
to different MEC servers for processing. The paper proposes
a content-aware classification offloading algorithm for the
balance relationship between delay and energy loss, which
improves the message processing delay and energy loss while
considering the task priority. Ruyuan Wang et al. [19] propose
the average delay minimization and maximum individual delay
minimization problems in a single base station (BS) scenario
to address the differences in delay sensitivity of different tasks
and use reinforcement learning to solve the problems and
reduce the V2V link delay under the premise of ensuring
the V2I link delay requirements, i.e., to improve the global
network performance and ensure the fairness of a single user.

A long-term problem is considered in a multi-RSU load
balancing scenario by Junhui Zhao et al. [20]. That is, utilizing
vehicle local and RSU resources to achieve near-optimal delay
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Fig. 1: ISAC-Assisted vehicular edge computing network considering prioritization

performance while satisfying time-averaged cost by integrating
service caching, offloading strategies, resource allocation, and
economic issues arising from energy consumption over time
to satisfy time-averaged cost budget constraint performance.
While Liu Lei et al. [21] then achieve computational load
balancing in multi-RSU scenarios by transmitting tasks from
computationally overloaded RSUs to nearby RSUs by links
between RSUs.

In summary, existing work has explored RSUs under differ-
ent communication loads, and optimization of neighbouring
RSUs with different computational loads, but lacks research
in the case where the communication loads of neighbouring
RSUs also differ significantly. Moreover, only some of the
above research papers explore the delay requirements of
heterogeneous tasks in their own scenarios. In this paper, to
address this situation, we use relay-vehicles to offload tasks
to neighboring RSUs under the condition of guaranteeing the
delay requirements of tasks with different priorities, in order to
improve the spectrum utilization and reduce the system delay.

III. SystemModel

In this paper, we consider straight traveling roads. Since the
vehicles traveling in the reverse direction have a large reverse
relative speed for the task-vehicle, resulting in a shorter time
to stay within the communication range of the task-vehicle.
Therefore we simplify the scenario to a unidirectional straight
road.

A. Task Model

In practical applications, the ISAC-assisted vehicle network-
ing system realizes real-time information exchange of the
whole vehicle network through advanced control methods and
V2X links, and the RSU is the control center of the system.
As shown in Fig. 1, we consider an wireless vehicular net-
works based on ISAC. Assuming that N RSUs are uniformly
distributed on one side of the roadway, these RSUs form
the set S = {s1, s2, ..., sn, ..., sN}, n ∈ [1,N]. Each RSU is
equipped with a server with computational resources FRSU
and communication resources BRSU. I vehicles moving freely

on the road form the set V = {v1, v2, ..., vi, ..., vI}, i ∈ [1, I].
The data generated by the sensors forms a pending task on
the vehicle. Denote the priority of a task by q, q ∈ [1,Q],
where the smaller q is the higher the priority. Thus, wi,q,
wi,q ∈ {0, 1} is used to define whether or not vi generates a
task, where 0 means that vi does not generate a task with
priority q, 1 means that vi generates a task with priority q,
and

∑
q∈[1,Q]

wi,q ∈ {0, 1}, i ∈ [1, I]. All wi,q make up the set

W = {wi,q}I×Q,∀i ∈ [1, I], ∀q ∈ [1,Q]. A task can be modeled
by a set of parameters (ei, fi), where ei denotes the size of
communication resources required by the task generated by vi

and fi denotes the size of computational resources required by
the task generated by vi. The task takes a binary offload.

B. Communication Model

Since the scheme proposed in this paper is more effective
when the load difference between two RSUs is large, a group
of RSUs will be used as an example in the following for ease
of description. Two RSUs with neighbouring service ranges
along the direction of vehicle travel are selected, and these
two RSUs need to satisfy:
• The two RSUs have different loads.
• The low-load RSU needs to be the next RSU in the

direction of vehicle travel.
All vehicles within the service area of these two RSUs

form the set V′,V′ = {v1, v2, ..., v j, ..., vJ},V
′ ⊂ V. In

order to better distinguish between task-vehicles and idle-
vehicles within these two RSU service areas, this paper uses
v jtask ,∀v jtask ∈ V

′ for task-vehicles and v jidle ,∀v jidle ∈ V
′−{v jtask }

for idle-vehicles. We select a task-vehicle in the high-load
RSU to illustrate the task processing delay. The high-load
RSU is the current RSU of the task-vehicle, defined as sm,
and the low-load RSU is the neighboring RSU, defined as
sm′ , ∀sm ∈ S,∀sm′ ∈ S − {sm}.

The driving trajectory prediction model is constructed by
predicting the position information at the moment t+∆t based
on the position information at the moment t [22]. In this paper,
all vehicles on the road are traveling in one direction, and the
two-dimensional coordinates are established according to the
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parallel road in the direction of vehicle travel, and the two-
dimensional coordinates of v j,∀ j ∈ [1, J] at the t+∆t moment
are:  xt+∆t

j = xt
j + ut

j∆t + 1
2

dut
j

dt (∆t)2

yt+∆t
j = yt

j ± rand{0, 1}W
, j ∈ [1, J], (1)

where
dut

j

dt denotes the acceleration of the v j at the moment t;
rand{0, 1} function is used to generate random 0 or 1, i.e., at
most one lane change is allowed in the ∆t time; W denotes the
lane width. Then the euclidean distance between task-vehicle
v jtask and the idle-vehicle v jidle at the moment t + ∆t can be
obtained as:

dt+∆t
jtask , jidle

=

√
(xt+∆t

jtask
− xt+∆t

jidle
)2
+ (yt+∆t

jtask
− yt+∆t

jidle
)2
,

∀v jtask ∈ V
′,∀v jidle ∈ V

′ − {v jtask }.
(2)

Similarly, the euclidean distance between v j and the current
RSU sm at the moment t + ∆t is:

dt+∆t
j,m =

√
(xt+∆t

j − xt+∆t
m )2

+ (yt+∆t
j − yt+∆t

m )2
,∀v j ∈ V

′,∀sm ∈ S.

(3)

In this paper, orthogonal frequency division multiplexing
(OFDM) is used for orthogonal subchannel assignment to
reduce channel interference [21], [23]. And there is no chan-
nel multiplexing between V2V link and V2I link. Therefore
channel interference can be ignored in channel modelling. The
transmission rate between v j and sm is [24]:

r j,m = b j,m
BRSU

X
log2(1 +

p jd
−γ
j,mh2

N0
),∀v j ∈ V

′,∀sm ∈ S, (4)

where X denotes that the communication resources of the
RSU are divided into X parts and X is a positive integer
[25], [26]; b j,m denotes the number of channel allocated to
vehicle j, which is a positive integer, and

∑
j∈[1,J]

b j,m = X,

all b j,m form the set b; p j denotes the transmit power of v j;
h2 is channel gain, and γ path loss index. Since V2V uses
still the communication resources of the current RSU if the
task is offloaded to the neighboring RSU by the relay-vehicle.
Therefore, the communication resources shared by v jtask and
v jidle are still denoted by b jtask ,m. The transmission rate between
v jtask and v jidle is [21]:

r jtask, jidle
= b jtask ,m

BRSU

X
log2(1 +

p jtask d−γjtask , jidle
h2

N0
). (5)

C. Computational Model

In this paper, the return delay is ignored because the vehicle
return from the RSU is a small processed data [22]. By
comparing the delay between a task-vehicle offloading a task
to the current RSU and using a relay-vehicle to offload the task
to the next RSU (neighboring), the task-vehicle has the option
of offloading the task to the current RSU or to a neighboring
RSU. α jtask ,m denotes that the task is offloaded from v jtask to the
current RSU sm. α jtask ,m = 0 or 1, 0 is for no offloading to sm,
and 1 is for offloading to sm, 0 ≤

∑
m∈[1,N]

α jtask ,m ≤ 1. Similarly,

α jtask ,m′ denotes that the task is offloaded from v jtask to sm′ , all
α jtask form the set α. Use R jtask , Rm, and Rm′ to denote the

service ranges of v jtask , sm, sm′ , respectively. When the vehicle
trajectory satisfies the conditions described by Eq. (6), The
transmission delay can be expressed as Eq. (7).
|dt+∆t

jtask , jidle
| ≤ R jtask , |d

t+∆t
jtask ,m
| ≤ Rm, |dt+∆t

jidle,m′
| ≤ Rm′ ,

∀v jtask ∈ V ′,∀v jidle ∈ V ′ −
{
v jtask

}
,∀sm ∈ S ,∀sm′ ∈ S − {sm},

∀∆t ∈ [0,max(Dlocal
jtask
,Dcom

jtask
+ Doff

jtask
)].

(6)

Dcom
jtask
= α jtask ,mDcurrent

jtask
+ α jtask,m′D

neighbor
jtask

= w jtask ,q

[
α jtask ,m

e jtask
r jtask ,m

+ α jtask ,m′

(
e jtask

r jtask , jidle
+

e jtask
r jidle ,m

′

)]
,

(7)

where
e jtask

r jtask ,m
denotes the transmission delay while the task

is offloaded onto the current RSU sm and
e jtask

r jtask , jidle
+

e jtask
r jidle ,m

′

denotes the transmission delay while it is offloaded onto the
neighbouring RSU s′m.

Depending on whether the task is unloaded or not, the
computational delay of the task-vehicle can be divided into
2 types:

1) Tasks are directly processed locally in the vehicle
without offloading. The local computational delay can be
denoted as:

Dlocal
jtask
= w jtask ,q

f jtask

F jtask

, jtask ∈ [1, J],m ∈ [1,N], (8)

where f jtask
denotes the number of CUP cycles required for

the task of task-vehicle v jtask , and F jtask denotes the size of the
computational resource of v jtask .

2) The task is offloaded to the current RSU or neigh-
bouring RSUs. i.e. The computational delay can be expressed
as:

Dexe
jtask
= w jtask ,q

f jtask∑
m∈[1,N]

c jtask ,mα jtask ,mFRSU
, (9)

where c jtask denotes the ratio factor of computing resources
allocated by the RSU for the tasks of v jtask , and all c jtask form
the set c. Total delay of v jtask is:

D jtask
= (1 −

∑
m∈[1,N]

α jtask ,m)Dlocal
jtask
+
∑

m∈[1,N]
α jtask ,mDoff

jtask

= (1 −
∑

m∈[1,N]
α jtask ,m)Dlocal

jtask
+
∑

m∈[1,N]
α jtask ,m(Dcom

jtask
+ Dexe

jtask
).

(10)

For RSUs on the road that do not meet the screening criteria,
the vehicles in their service range will process the tasks locally
or offload them to the current RSUs, and Eq. (9) also calculates
the task processing delay, so Eq. (9) can be extended to the
whole road. Meanwhile, considering the priority of different
tasks and the goal of minimizing the average system delay, this
paper weights the delay of different priority tasks. In summary,
the problem of this paper can be expressed as
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P1 : min
b,α,c

D = min
b,α,c

1
V t

∑
i∈[1,I]

∑
q∈[1,Q]

ηqwi,qDi

s.t. C1 :
∑

q∈[1,Q]
ηq = 1, 1 > η1 > η2 > ... > ηq > ... > ηQ > 0,

C2 :
∑

q∈[1,Q]
wi,q ∈ {0, 1},wi,q ∈ {0, 1},∀i ∈ [1, I],

C3 : |dt+∆t
i,n | ≤ Rn, |dt+∆t

irelay,n′
| ≤ Rn′ , |dt+∆t

i,irelay
| ≤ Ri,∀vi, virelay ∈ V,

∀sn, sn′ ∈ S,∀∆t ∈ [0,max(Dlocal
i ,Dcom

i + Doff
i )],

C4 : 0 ≤ bi,n ≤ X,
∑

vi∈V

bi,n = X,

C5 : 0 ≤ ci,n ≤ 1,
∑

vi∈V

αi,nci,n = 1,∀vi ∈ V,

C6 : 0 ≤
∑

sn∈S

αi,n ≤ 1, αi,n ∈ {0, 1},

(11)

where C1 guarantees that the higher the priority the higher
the weight, where ηq defines the weight with priority q. C2
guarantees that a vehicle generates at most one task at a time
and that this task can only be of one priority. C3 guarantees
that during the time that a task is being processed, the task-
vehicle is within the communication range of the current
RSU, the relay-vehicle is within the communication range
of the neighbouring RSU, and the relay-vehicle is within the
communication range of the task-vehicle. C4 guarantees that
the sum of the bandwidth shares that each task-vehicle is
allocated is equal to the bandwidth shares owned by the RSU.
C5 ensures that the ratio factor of computational resources
allocated to each task-vehicle lies in the range of 0 to 1, and
the sum of the ratios within the communication range of one
RSU is equal to 1. C6 ensures that the tasks are processed
locally or at the current RSU or at the neighbouring RSUs.
V t denotes the total number of vehicles generating the tasks
at the moment t.

IV. Algorithm Design

Since the problem contains integer variables b and α, P1 is
a mixed integer nonconvex optimization problem, which is an
NP-hard problem. In order to solve P1, this paper proposes a
RHATP algorithm, in which a game-theory based offloading
strategy and a convex optimisation based resource allocation
method are proposed respectively, where the former deter-
mines the set of offloading strategies α for the computational
tasks and the latter determines the set of resource allocations
b, c for the RSUs.

A. Unloading Mechanism Based on Game Theory

This section determines the offloading strategy of the task-
vehicles, all of which do variable speed linear motion. In
this paper, the game-theoretic repetitive culling strictly inferior
strategy is used to obtain the set of vehicles Vidle, Vidle ⊂ V

that can be used as relay nodes according to the constraints
C3. The task is selected to be offloaded only when the task
offloading delay is less than the local computation delay, so
∆t will be valued as:

∆t =
fi
Fi
. (12)

Vehicles acting as relay nodes need to fulfill the requirement
of being within the service range of the task-vehicle during the
∆t time.

Setting initial values for sets b and c that satisfy constraints
C4, C5, then P1 is transformed into

P2 : min
α

D = min
α

1
V t

∑
i∈[1,I]

∑
q∈[1,Q]

ηqwi,qDi

s.t. C1,C2,C3,C6.
(13)

We denote the task-vehicles by vitask and compose the set
Vtask,Vtask ⊂ V. In the situation that the vehicles satisfy
constraint C3, the optional idle-vehicles viidle of all task-
vehicles together form the set Vidle,Vidle ⊂ V. The set of
task-vehicles Vtask and the set of optional idle-vehicles Vidle

can be viewed as two sets of disjointed selfish and rational
participants, and P2 can be viewed as a one-to-one bilateral
matching between Vtask and Vidle. Therefore, the bilateral
matching marriage model in game theory can be used to
formulate the matching strategy. Here (itask, iidle),∀itask, iidle ∈

[1, I] is used to denote the matching pair, and the one-to-
one matching of the network is defined as Υ, which satisfies
the following conditions: 1) Υ(iidle) ∈ Vtask,∀iidle ∈ V

idle; 2)
Υ(iidle) = itask ⇔ Υ(itask) = iidle. With the matching Υ, it can
be derived as:

αitask ,n′ =

{
1, if Υ(itask) = iidle,
0, else. (14)

In order to describe the performance of each participant in
the matching, we set a preference for both parties. For each
vehicle, a preference can be set only if the other vehicle is
within one’s communication range and belongs to the setVidle,
otherwise the other vehicle is regarded as unselectable. For the
task-vehicle, its preference for the idle-vehicle can be denoted
as:

Uitask (iidle) =
eitask

ritask ,iidle

+
eitask

riidle,n′
+

fitask

citask ,n′FRSU
. (15)

Similarly, for the optional idle-vehicle viidle , it has a preference
Uiidle (itask) = Uitask (iidle) for the task-vehicle vitask .

To describe each participant’s preference for both parties, a
matching preference relation (≻itask ,≻iidle ) is introduced here. If
task-vehicle prefers iidle to i′idle, there is:

iidle≻itask i′idle ⇔ Uitask (iidle) < Uitask (i′idle),
∀itask, iidle, i′idle ∈ [1, I], itask , iidle , i′idle.

(16)

If optional idle-vehicle viidle prefers itask to i′task, there is:

itask≻iidle i
′
task ⇔

{
q < q′

q = q′, and Uiidle (itask) < Uiidle (i
′
task),

∀itask, i′task, iidle ∈ [1, I],∀q, q′ ∈ [1,Q], itask , i′task.
(17)

where q and q′ denote the task priority of itask and i′task,
respectively.

Based on the matching preferences, the preference lists
of the two participants are created and the two parties are
matched based on the preference lists. Step 1: All task-vehicles
send requests to their most preferred idle-vehicles. The idle-
vehicle that receives the request will keep the request from the
most preferred task-vehicle and rejects the requests from the
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other vehicles, and the vehicles that are matched successfully
will change to the matched status. Step 2: All rejected task-
vehicles will send requests to the most preferred of the idle-
vehicles that have not yet rejected them (if all optional idles
have already rejected the task-vehicle, it will not send another
request). The above steps are repeated until all optional idle-
vehicles have been matched or no task-vehicle sends a request,
at which point the algorithm will reach a steady state. The
following is the proof of the stability of the Algorithm 1.

Proo f : Assume that the bilateral matching marriage model
algorithmic matching does not include pairwise (itask, iidle).
Then two situations will exist:
• Task itask never initiates application to iidle. Since itask

initiates the application in descending order, itask prefers
the match obtained by Algorithm 1 to iidle. So (itask, iidle)
is not unstable.

• itask applies to iidle. So iidle rejects itask, iidle prefers the
match the algorithm gets (itask, iidle) is not a destabilising
factor.

Therefore, the Algorithm 1 is not unstable, it is stable
and can reach the Nash equilibrium. The proof is complete.
According to the above analysis, the complexity of Algorithm
1 is mainly determined by the number of vehicles of both
parties involved in matching, so the complexity of Algorithm
1 is O(I2).

After getting the Vtask
cp , if Vtask

cp [itask] , 0, then α[itask, n′] =
1, where n′ is the seral number of neighbour RSU. For all
unmatched task-vehicles, α[itask, n′] = 0, and to idle-vehicles,
α[iidle, n′] are uniformly set to 0.

B. Resource Allocation Algorithm Based on Convex Optimiza-
tion

Based on the α obtained from Algorithm 1, P2 is trans-
formed into

P3 : min
b,c

D = min
b,c

1
V t

∑
i∈[1,I]

∑
q∈[1,Q]

ηqwi,qDi

s.t. C1,C2,C3,C4,C5.
(18)

The objective function is a convex problem [20] and its proof
follows.

Proo f : Let
S Nitask ,n =

BRSU
X log2(1 +

pitask d−γitask ,n
h2

N0
),

S Nitask ,iidle =
BRSU

X log2(1 +
pitask d−γitask ,iidle

h2

N0
),

S Niidle,n′ =
BRSU

X log2(1 +
pitask d−γiidle ,n

′h2

N0
),

(19)

then the transmission delay of the task can be expressed as:

Γ(b) =
∑

itask∈[1,I]

∑
q∈[1,Q]

ηqwitask ,q[
αitask ,n

eitask
bitask ,nS Nitask ,n

+ αitask ,n′

(
eitask

bitask ,nS Nitask ,n
+

eitask
biidle ,n

′S Niidle ,n
′

)]
.

(20)

And the computational delay is expressed as:

Φ(c) =
∑

itask∈[1,I]

∑
q∈[1,Q]

ηqwitask ,q[
(1 −

∑
n∈[1,N]

αitask ,n)
fitask
Fitask
+
∑

n∈[1,N]
αitask ,n

fitask∑
n∈[1,N]

citask ,nαitask ,nFRSU

]
,

(21)

Algorithm 1 Bilateral Matching Marriage Model

Input:
V,Uitask ,Uiidle .

Output:
Vtask

cp .
1: Initialization: The set of unmatched task-vehicles Vtask,

the set of unmatched relay-vehicles Vidle, and the set of
task-vehicle matching pairs Vtask

cp = 0.
2: The matching preferences of the task-vehicle and the

relay-vehicle are sorted according to Uitask (iidle), Uiidle (itask)
and task priority respectively to obtain the matching
preference sequences ≻itask and ≻iidle ;

3: while Vtask , ∅ and Vidle , ∅ do
4: count=0;
5: for each itask in [1, I] do
6: if Vtask

cp [itask] = 0 and ≻itask exists acceptable relay-
vehicles then

7: Send a request to the first vehicle iidle of
≻itask ,count=1;

8: end if
9: end for

10: if count==0 then
11: No task-vehicle has sent a request, break;
12: end if
13: for each iidle in [1, I] do
14: if iidle receives a request (with or without a match)

then
15: for each itask in [1, I] do
16: if itask is iidle’s preferred task-vehicle then
17: Vtask

cp [itask] = iidle;
18: Vtask[itask] = 0;
19: Vidle[iidle] = 0;
20: end if
21: end for
22: if iidle < I − 1 then
23: Discard requests for unmatched vehicles, the

task-vehicle for which the request is discarded:
Vtask[n] = 1;

24: end if
25: end if
26: end for
27: end while
28: return Vtask

cp

then P3 is transformed into

P4 : min
b,c

D = min
b,c

1
V t (Φ(c) + Γ(b))

s.t. C1,C2,C3,C4,C5.
(22)

When both Φ(c) and Γ(b) are convex, the objective function
is convex. For each pair of (ci, ci′ ),∀i, i′ ∈ [1, I], the Hessian
matrix of Φ(c) can be found as:

∂2Φ

∂ci∂ci′
=


∑

i∈[1,I]

∑
q∈[1,Q]

∑
n∈[1,N]

αi,nηqwi,q
2 fi∑

n∈N
c3

i,nαi,nFRSU
, if i = i′

0, else.
(23)

This article has been accepted for publication in IEEE Internet of Things Journal. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2024.3360962

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University of Reading. Downloaded on February 22,2024 at 12:54:45 UTC from IEEE Xplore.  Restrictions apply. 



IEEE INTERNET OF THINGS JOURNAL 7

Algorithm 2 Convex Optimisation

Input:
α.

Output:
b, c.

1: Initialization:Setting the set of continuous variables c and
the set of integer variables b;

2: Write the corresponding optimisation objective and con-
straints according to P4;

3: Calling CLPEX package with CVXPY and solving it
4: return b, c

It can be seen that the matrix is a real symmetric matrix.
Here this Hessian matrix is represented by the matrix H. Then
setting a nonzero vector A ∈ RI , it is easy to see that AT HA ≥ 0
holds permanently, so the matrix H is a semipositive definite
matrix. Therefore, Φ(c) is a convex function, and similarly,
Γ(b) is also a convex function. In summary, the objective
function is a convex function, and the proof is complete.

The problem can be solved using the CVXPY package.
Due to the presence of integer constraints C4 and non-integer
constraints C5 , P4 is a MIDCP problem [27], which can be
solved optimally using CLPEX academic edition [28]. See
Algorithm 2 for details. The complexity of CLPEX depends
on the number of variables in the input, so the complexity of
Algorithm 2 is O((2 · I · N)2).

Based on the b and c solved by Algorithm 2 , compare the
offloading delay and the local computation delay, if the local
delay of vi is the smallest, then update α[i, :] = 0. Repeatedly
call Algorithm 1, Algorithm 2 until the average system delay
change reaches the threshold ζ. See Algorithm 3 for details.

V. Simulation results and Performance analysis

In this section, we evaluate the performance of the proposed
RHATP through simulations.

A. Simulation Setting

In this paper, a 2.5km long, 4-lane scenario is simulated. 4
RSUs are uniformly distributed on one side of the road, and
the vehicles on the road obey the Poisson distribution. Tasks
are divided into 2 priorities. The main parameter settings are
shown in Table 1, some of these reference [18] and [20], with
minor adjustments based on our scenario.

To illustrate the performance of the RHATP proposed in
this paper, it will be compared with the following 2 strategies:

1) No Relay Hopping (NRH): No Relay Hopping (NRH):
The task is divided into two priority levels. Tasks can only
be computed locally in the vehicle or offloaded to the current
RSU.

2) No Differentiation of Task Priorities (NTP): Tasks do
not differentiate between priorities. Tasks can choose to be
computed locally, offloaded to the current RSU for computa-
tion, or offloaded to a neighbouring RSU by hopping through
an idle-avehicle.

Algorithm 3 RHATP

Input:
V,S.

Output:
α, b, c.

1: Initialization: G is infinite, threshold value ζ;
2: Setting initial values for sets b and c that satisfy con-

straints C4, C5;
3: Uitask and Uiidle are calculated according to Eq. (15);
4: Calling Algorithm 1 yields Vtask

cp ;
5: Calling Algorithm 2 yields b, c;
6: Calculating the average system delay D1, set D2 = 0;
7: while G > ζ do
8: for each i in [1, I] do
9: if Dlocal

i ≤ Doff
i then

10: α[i, :] = 0;
11: end if
12: end for
13: Calling Algorithm 2 yields b, c;
14: Calling Algorithm 1 yields Vtask

cp ;
15: for each i in [1, I] do
16: Find the RSU where i is located n;
17: if Vtask

cp [i] , 0 then
18: α[i, :] = 0;
19: α[i, n′] = 1;
20: end if
21: end for
22: Calculating the average system delay D2;
23: G = D2 − D1;
24: end while
25: return α, b, c

B. Performance Evaluation
The sum utility is defined as

∑
i∈[1,I]

∑
q∈[1,Q]

Diηqwi,q, which is

the weighted total system delay. The probability of occurrence

TABLE I: Key Symbols Throughout Simulation

Symbol Definition Value

pi Vehicle transmitting power 27 dBm

FRSU Computing resources available to RSUs 7000 MHz

BRSU Communication resources available to RSUs 110 Mb

Fi Vehicle i computing resources 91 MHz

N0 Noise power -114 dBm

γ Path loss exponent 2.3

X Number of split channels 500

h Channel gains 2 × 10−3

fi Needed computation amount of i [109,140] MHz

ei Workload size of i [7,9] Mb

ut
i Velocity of i at time t [15,30] m/s

dut
i

dt Acceleration of i at time t [-1,1] m/s2

W Single lane width 5 m

η1 Weighting of high-priority tasks 0.7

ζ Threshold 0.01
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Fig. 2: The effect of the number of vehicles I

of high-priority tasks is defined as PH , and the ratio of the
number of tasks in high-density and low density zones is
defined as RAT .

1) The effect of the number of vehicles I: PH and RAT are
set to 0.3 and 4, respectively. Fig. 2 (a) shows how the sum
utilities of RHATP, NRH and NTP varies with the number of
vehicles I. The sum utilities of all three strategies increase
with I, with RHATP, the scheme proposed in this paper,
has the smallest utility. Since NTP does not distinguish the
priority of tasks, the task average delay of its high-priority
tasks RHATP_H is significantly lower than the task average
delay of low-priority tasks RHATP_L , while the task average
delays of the two priorities of NTP are basically the same, as
shown in Fig. 2 (b). Whereas the higher priority task delay is
weighted more heavily, this leads to a larger sum utility for
NTP. For NRH, it does not offload the tasks by hopping, so
the average delay of the tasks in the high-load RSU region
will be large, while the average delay of tasks in the low-
load RSUs will be relatively small, but since the number of
tasks in the high-load RSUs is much larger than that in the
low-load RSUs, the total utility will still be relatively large,
as shown in Fig. 2 (c). Since the number of pairable task-
vehicles and idle-vehicles saturates at a certain level of I, the
difference in sum utility between RHATP and NRH increases
as I increases until saturation is reached and the difference no
longer increases. In summary, Fig. 2 (a) and Fig. 2 (b) show
that RHATP ensures and utility minimization while effectively
reducing the processing delay of high-priority tasks. While
Fig. 2 (a) and Fig. 2 (c) show that this paper effectively reduces
the average delay of tasks in the high-load RSU service area
through the hopping operation and in this way achieves the
reduction of the sum utility.

2) The effect of the probability of occurrence of high-
priority tasks: The number of vehicles I is fixed to 150,
PH and RAT take the same value as above. In Fig. 3 (a),
RHATP sum utility is the smallest, with the increase of PH ,
the difference between RHATP and NTP gradually increases.
The main reason is the increase of the number of high-priority
tasks, NTP compared to RHATP high-priority task delay will
be larger, weighted calculation of the sum utility gap will be
larger. At the same time this will gradually reduce the gap
between NRH and NTP. Whereas Fig. 3 (b) shows that RHATP

can control the high-priority task delay within a small range.
High-priority tasks of NTP have high delay because it does
not differentiate between task priorities.

3) Relationship between sum utility and RAT : By setting
PH to 0.3 and I to 150, RAT is changed by varying the
number of task-vehicles in each region without changing the
total number of vehicles in each region and the total number
of task-vehicles on the roads. Since the total number of task-
vehicles remains constant, the number of task-vehicles in each
RSU region is nearly the same in the later stage as the
RAT increases. The number of vehicles that can be matched
successfully gradually reaches saturation, which leads to the
system’s offloading decision and resource allocation strategy
not changing much either. Therefore, from Fig. 4, it can be
seen that the sum utility of the three scenarios increases with
the increase of RAT and gradually tends to be stable. In the
early stage, the increase of RAT leads to the increase of the
number of vehicles that can be matched, and the idle resources
that can be called by the low-load RSU also increases. And
the gain in transmission delay and computation delay brought
by hopping offloading will increase, so the difference between
RHATP and the other two strategies in the early stage will
increase.

VI. Conclusion

This paper incorporates MEC techniques to achieve the
goal that the computational resources of the RSU can be
utilized to assist the vehicle in processing data from various
sensors. In response to the communication congestion caused
by the uneven distribution of task-vehicles on the road, this
paper utilizes the marriage matching model in game theory to
establish V2V matching pairs, which call the computational
and communication resources of RSUs in the low-load region
of the task with the help of relay-vehicles. At the same time,
the priority of the tasks is considered and more resources are
tilted to the high-priority tasks as a way to ensure the low delay
of the high-priority. Convex optimisation is used to allocate
resources to find the optimal solution of the optimisation
problem. Due to the discrete nature of the channel and the
large number of variables, this paper uses CVXPY to invoke
the academic version of CPLEX to solve the problem. The
experimental results show that the algorithm proposed in this
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paper can reduce the system delay and ensure the sum utility
under the condition of guaranteeing the delay of tasks with
high-priority.

In the future, we can design the vehicle’s motion scene more
complex, such as intersections, curves, etc., to improve the
adaptability of the model, and we can also partially offload
the tasks to further improve the resource utilization.
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