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Ultra Wideband Based Real-time Positioning with
Cascaded Wireless Clock Synchronization Method
Fengyun Zhang, Member, IEEE, Shengguang Hong, Yulong Ding, Shuang-Hua Yang★, Senior Member, IEEE

Abstract—Positioning services are often required in industrial
and public applications. The requirements for positioning sys-
tems include sufficient positioning accuracy, appropriate anchor
deployment in complex scenarios, stability, and precise clock
synchronization between anchors. Therefore, algorithms designed
for single-room and simple laboratory scenarios are not suitable.
To address these challenges, this paper proposes a comprehensive
solution that combines ultra-wideband (UWB) technology, time
difference of arrival (TDoA)-based positioning, and a cascaded
wireless clock synchronization algorithm. First, we introduce the
cascaded wireless clock synchronization algorithm. Second, we
discuss the control algorithm for transmitting clock calibration
packets (CCP) through wireless broadcast. Finally, we define the
time of arrival selection strategy for time difference of arrival
calculation. For multi-room scenarios, we present a positioning
boundary optimization method based on received signal strength
power and the first path power. This method performs well in
real-world experiments.

Index Terms—Ultra wideband (UWB), time difference of
arrival (TDoA), cascaded wireless clock synchronization (CWCS),
time-base selection strategy

I. INTRODUCTION

IN recent years, location-based services have become highly
attractive due to the rapid development of wireless com-

munication technology and the Internet of Things [1], [2]. In
these scenarios, accurately and swiftly obtaining the location
information of mobile terminals is a crucial problem that
researchers are focusing on [3]. When it comes to indoor
positioning, ultra-wideband technology offers significant ad-
vantages in terms of positioning accuracy, system capacity, and
power consumption control compared to other technologies
such as BLE, ZigBee, and Wi-Fi [4].

UWB is a radio technology that uses pulses instead of
carriers to transmit data, ensuring low power consumption. The
Federal Communications Commission (FCC) has specified
that UWB pulses should occupy a wide frequency band-
width (>500 MHz) or a relative bandwidth (>20%) within
the restricted frequency band of 3.1 to 10.6 GHz, with a
power density of −41.3 dBm/MHz [5]. According to the data
provided in the manufacturer’s technical documentation, the
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ranging accuracy based on UWB technology can reach up
to 10 cm, and the frequency band of UWB allows for data
transmission rates of up to 500 Mbit/s [6].

UWB-based indoor positioning schemes include Time of
Flight (ToF) [7], Two-Way Ranging (TWR) [8], Time of
Arrival (ToA) [9], Time Difference of Arrival (TDoA) [10],
Angle of Arrival (AoA) [11], and Phase Difference of Arrival
(PDoA) [12]. Among these schemes, positioning methods
based on TWR or ToF are constrained by the bidirectional
communication mechanism between anchors and tags, requir-
ing more communication resources to achieve centimeter-
level positioning accuracy. AoA and PDoA positioning modes
are limited by UWB antenna technical specifications, which
impose higher requirements for line-of-sight transmission.
Therefore, TDoA-based positioning, supporting higher tag
densities and suitable for cascaded anchor deployment, has
garnered more attention from researchers. High-precision real-
time indoor positioning based on UWB demonstrates a strong
correlation with mobile computing. UWB technology pro-
vides accurate location data, facilitating mobile computing
applications, including indoor navigation, location awareness,
and augmented reality. This symbiotic relationship strengthens
both indoor positioning and mobile computing, advancing
them through seamless data interaction and real-time capa-
bilities.

To satisfy the deployment requirements of a real-time po-
sitioning system, UWB-based TDoA positioning and wireless
clock synchronization must fulfill three core requirements:
1) Support cascaded anchor deployment: UWB and TDoA-

based positioning methods should support the deployment
of anchors in complex scenarios. Since all anchors require
tight wireless clock synchronization, effective schemes to
develop a wireless clock synchronization algorithm that
supports a theoretically abundant number of anchors are
necessary.

2) Enable higher tag densities: UWB-based positioning
systems should accommodate higher tag densities in real-
world industrial and public spaces. To ensure the success
rate of wireless signal reception and transmission under
limited channel capacity, a control algorithm for clock
calibration packets (CCP) transmission through wireless
broadcast is required.

3) Maintain positioning accuracy: UWB-based TDoA posi-
tioning should ensure accurate tracking in complex envi-
ronments. To reduce positioning errors in such scenarios,
a time-base selection algorithm is needed to find a valid
clock synchronization link for TDoA calculations. How-
ever, the presence of ambiguous positioning boundaries in
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transition regions between rooms introduces non-negligible
positioning errors.

To address these challenges, this paper presents a solu-
tion that combines UWB-based TDoA positioning with the
cascaded wireless clock synchronization algorithm. The main
contributions of this paper can be summarized as follows:
• We design a cascaded wireless clock synchronization

(CWCS) algorithm with improved performance to support
multiple master anchors.

• We propose a control algorithm for transmitting clock
calibration packets through wireless broadcast to avoid
signal collisions.

• We define a time-based ToA selection strategy for TDoA
calculations to ensure accurate tag tracking.

• We propose a positioning boundary optimization method
based on received signal strength and first path power for
multiple space scenarios.

The remainder of the paper is organized as follows: Sec-
tion II provides a literature review on TDoA positioning
and wireless clock synchronization. Section III presents a
comprehensive solution combining the cascaded wireless clock
synchronization algorithm with the control algorithm for trans-
mitting clock calibration packets. Section IV proposes the
time-based ToA selection strategy for TDoA calculation and
the positioning boundary optimization method. Section V
discusses the evaluation and experiments. Finally, Section VI
concludes and discusses the findings.

II. RELATED WORK

For indoor positioning using UWB-based TDoA position-
ing, precise clock synchronization between anchors is essen-
tial. It is necessary to synchronize all the anchors to ensure
a uniform reference time. Previous studies have summarized
the latest clock synchronization methods for WSNs [13].
These studies have discussed the primary clock model and
various clock synchronization protocols. They have also pre-
sented and compared different wireless clock synchronization
algorithms, including linear interpolation (LI), proportional-
integral (PI) control, proportional-integral differential (PID)
control, proportional-integral integral (PII) control, and a
Kalman filter (KF) [14]. Another study has designed and
implemented a wireless synchronization method with clock
drift compensation, suitable for time division multiple access
(TDMA) scenarios [15]. In the context of TDoA positioning,
a novel wireless clock synchronization algorithm similar to
linear interpolation has been proposed and validated for multi-
user scenarios [16]. Additionally, an efficient clock synchro-
nization algorithm based on a two-state Kalman filter has been
proposed and performed well in indoor positioning scenarios
[17]. Moreover, a Kalman filter-based protocol for wireless
clock synchronization of multiple UWB anchors, aiming to
achieve accurate positioning for a mobile robot, has been
presented [18]. Another study has proposed a new wireless
synchronization method that corrects the TDoA by using a
pair of packets and a known recorded timestamp [19].

However, most of the wireless clock synchronization algo-
rithms mentioned above focus on small-scale deployments in

a single positioning area or simple laboratory scenarios. In the
case of UWB-based TDoA positioning in actual deployments,
support for multiple anchors is required, necessitating precise
synchronization of the clocks of all the anchors. To address
this, a novel wireless clock synchronization scheme called
TALLA has been proposed for TDoA positioning, covering a
larger area while ensuring positioning accuracy [20]. Based on
the TDMA scheduling mode, this method supports continuous
multi-hop operations between anchors. A novel approach to
UWB positioning is introduced by [21], wherein the time
difference of arrival (TDOA) of signals sent by known anchor
points is calculated by target devices, enabling support for
multiple targets. Sub-meter positioning accuracy is achieved in
real-world experiments. Another study has presented a wire-
less broadcast relative positioning and clock synchronization
system called BLAS, addressing the challenges in multi-agent
systems (MAS) [22]. Experimental and simulation results have
demonstrated that the BLAS system performs well in MAS
scenarios with a large number of agents. Moreover, novel
methods for precise multi-hop wireless clock synchronization
and a positioning zone selection scheme have been proposed,
achieving significantly higher positioning accuracy in complex
scenarios with multiple separated spaces compared to existing
approaches [23].

A novel passive ranging scheme is introduced by [24] to ad-
dress the challenges of indoor localization. By leveraging wire-
less communication between infrastructure nodes, clients can
determine their relative location without the need to transmit
signals. A UWB-based indoor localization system (Snaploc)
is proposed by [25], which allows an unlimited number of
tags to self-localize at a theoretical upper bound of 2.3 kHz.
This is achieved by allowing tags to passively receive signals
from multiple anchors and estimate their position based on
the time difference of arrival. Similarly, a novel virtual Two-
Way Ranging method for passive reception-based localization
without time synchronization (VULoc) is introduced by [26].
Redundant ranging packets are utilized for auto-calibration,
and an adaptive anchor scheduling algorithm is employed
to mitigate NLOS effects. A wireless high-accuracy clock
synchronization solution for multi-node distributed cooperative
systems (Wicsync) is proposed by [27]. It is implemented
using an optimized wireless two-way clock synchronization
and mutual calibration protocol, along with a UWB synchro-
nization hardware architecture, to achieve non-GNSS-aided,
high-accuracy, multi-node, low-cost wireless clock synchro-
nization. Time synchronization in WSN using low-cost UWB
transceivers is explored by [28]. Precise synchronization of
0.14 ns between nodes is achieved in the research using
commercial UWB hardware, enabling support for applications
with stringent synchronization requirements. The introduction
of a novel Gradient Clock Synchronization (GCS) algorithm
for UWB ranging networks, addressing the issue of chaotic
global clock rate, is made by [29]. The algorithm guarantees
the convergence of the global clock rate to the average of
individual clock rates, and asymptotic stability in clock rate
errors is achieved. The use of UWB technology for indoor
real-time location systems (I-RTLS) in IoT applications is
discussed by [30], with various methods for device localization



IEEE INTERNET OF THINGS JOURNAL, VOL. XX, NO. X, DEC 2023 3

being explored, emphasizing time synchronization for anchors.
A high-precision wireless clock synchronization method using
UWB technology is introduced by [31], [32]. Sub-nanosecond
accuracy is achieved through distance measurements and
multi-agent consistency theory, as validated in hardware-in-
the-loop experiments. Novel message-based TDOA equations
for hyperbolic localization that eliminate the need for clock
synchronization are introduced by [33], and these equations
outperform existing methods. The proposed approach utilizes
anchor nodes and innovative TDOA equation reformulations
to minimize clock drift errors, validated through experiments
with eight anchor nodes and one localizing node in a 128 𝑚3

volume.
While the research results mentioned above demonstrate im-

pressive clock synchronization and positioning accuracy, it is
important to note that these clock synchronization algorithms
are primarily tailored for ranging mode or involve the inte-
gration of ranging information into TDoA positioning mode.
Consequently, they may not be well-suited for purely TDoA-
based positioning systems. In real-world industrial deploy-
ments, anchors are typically stationary and can be powered
through wired connections or equipped with higher-capacity
batteries. In contrast, tags are commonly implemented as
bracelets or work cards. Minimizing communication frequency
is crucial to optimize tag battery life. Our approach adheres to
this principle, enabling tags to operate with maximum energy
efficiency. Compared to alternative approaches, our scheme ex-
cels in scalability, positioning accuracy, deployment simplicity,
and reduction of power consumption for tags. Remarkably, our
solution also extends to the downlink TDoA scheme, offering
enhanced versatility. Consequently, this paper intentionally
avoids distinguishing between uplink and downlink TDoA,
aligning with the broader scope of our research.

III. SOLUTION DESIGN

A. Cascaded Wireless Clock Synchronization

1) Clock Modeling: The clock function of an anchor is
described as Equation (1), [34] and [35]:

𝑡𝑖 = 𝜃𝑘 + 𝛿𝑘 𝑡 +
1
2
𝜙𝑘 𝑡

2 + 𝜔𝑘 (𝑡) (1)

where 𝑡𝑖 denotes the local time of anchor 𝑖, and 𝑘 indicates
the moment when the anchor receives the synchronization
message. 𝜃𝑘 is the clock offset, 𝛿𝑘 denotes the clock drift,
𝑡 is the reference time, 𝜔𝑘 (𝑡) is the random frequency noise,
and 𝜙𝑘 denotes the frequency drift.

The clock model is described in Figure 1. The slope of the
ideal reference clock is 1, and the clock offset is 0. In a real
clock system, the slope of the clock drift is greater than 0 and
fluctuates around 1.

Without considering the influence of frequency drift and
noise, we could obtain a simplified linear version of the clock
model as Equation (2):

𝑡𝑖 = 𝜃𝑘 + 𝛿𝑘 𝑡 (2)

Figure 2 illustrates a typical and minimum UWB-based
positioning network (UPN) comprising four anchors, one tag,
one switch, one DHCP server, and a central localization engine

Fig. 1: Clock model.

(CLE). The communication between the anchors and the CLE
is facilitated using the TCP/IP protocol. The master anchor
(MA) communicates with the slave anchors (SA2, SA3, and
SA4), while the tag (T1) communicates with all the anchors.
The CLE operates on an upper computer, which serves as the
central processing unit for the positioning network. The MA
transmits a synchronized frame (Sync message) periodically,
which is received and timestamped at the slave anchors. The
tag (T1) transmits a blink frame (Blink message) periodically,
which is received and timestamped at all the anchors, and
the timestamps represent the raw time of arrivals (ToAs).
Subsequently, each anchor sends the ToA reports to the CLE
via a wired or wireless network. The CLE then utilizes the
ToAs to estimate the tag’s location. During the real-time
positioning system operation, the master anchors and tags
broadcast UWB packets periodically.

Fig. 2: UWB-based Wireless Positioning Network.

The communication within the wireless clock synchroniza-
tion (WCS) algorithm is also illustrated in Figure 2, depicting
the reception and transmission of positioning and synchro-
nization messages over time. The master anchor is denoted as
MA, and the slave anchors as SA2-SA4. The slave anchors
(SAs) are deployed exclusively for positioning and do not
participate in time synchronization. The figure represents five
timelines, with the top one depicting the tag and the bottom
four corresponding to individual anchors. The dark dashed
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lines represent positioning packets (blinks) transmitted by the
tag at a frequency of one second, while the light dashed lines
represent the synchronous packet (CCP) sent by the master
anchor at a 150 ms interval. 𝑅𝑥1 and 𝑅𝑥0 symbolize the
timestamps recorded by SA and MA when they receive a
blink, respectively, and can be considered as the raw Time of
Arrivals (ToAs). 𝑆𝑁 denotes the sequence number. The one-
way synchronization messages determine the clock drift and
clock offset. The parameters are calculated as follows:

𝛿𝑘 =
𝑇𝑘 − 𝑇𝑘−1
𝑅𝑘 − 𝑅𝑘−1

, 𝜃𝑘 = 𝑇𝑘 − 𝑅𝑘

where 𝑅𝑘 and 𝑅𝑘−1 are the timestamps recorded by SA when it
receives the CCP, and 𝑇𝑘 and 𝑇𝑘−1 are the timestamps recorded
by MA when it sends the CCP.

2) Wireless Clock Synchronization Algorithm: Each UWB
device, including the anchor, is equipped with an independent
high-resolution timer. Over time, the oscillation frequency of
the timer will drift, and this drift must be corrected through
clock calibration. Synchronization is crucial for all anchors,
as precise timestamping is essential for accurate location esti-
mation. There are three main issues that need to be addressed
in synchronization:
• Clock Offset Synchronization - Ensure that recorded

timestamps are synchronized between anchors using the
same reference time.

• Clock Drift Calibration - Calibrate the clock drift that
arises due to the circuit board and RF components.

• Frequency Drift Elimination - Eliminate the deviation
in oscillation frequency caused by factors such as tem-
perature and other environmental conditions.

The linear interpolation (LI) algorithm, which utilizes a
150 ms synchronization interval, has been shown to achieve
decimeter-level synchronization accuracy [15]. However, a
drawback of this algorithm is that the latency in retrieving
the corrected time of arrival (ToA) is at least as long as
the synchronization period, making it unsuitable for real-time
positioning systems. On the other hand, the algorithm based
on a two-state Kalman filter can eliminate clock drift within
the synchronization period and ensure the continuity of clock
synchronization [17], but it is unable to handle frequency
drift. To address synchronization errors caused by linear clock
offset, nonlinear clock drift, and frequency drift during the
synchronization period, we propose a clock synchronization
algorithm that combines linear interpolation with a three-state
Kalman filter (LI-KF). The LI-KF algorithm consists of three
main steps:
• Step 1: Linear interpolation process.
• Step 2: Raw ToA correction process.
• Step 3: Kalman filtering process.

Linear interpolation process: The clock model for the linear
interpolation algorithm is described by Equation (2). When
the master anchor transmits the synchronization message, the
timestamp 𝑇𝑘 is recorded. Similarly, when the slave anchor
receives the synchronization message from the master base
station, the receiving timestamp 𝑅𝑘 is recorded. Once the
Central Localization Engine (CLE) receives the timestamps

of the master anchor and slave anchor at time instants 𝑘 and
𝑘 − 1, the linear interpolation process can be initiated.
Raw ToA correction process: By using 𝑇𝑘−1 = 𝑇𝑘 and
𝑅𝑘−1 = 𝑅𝑘 , the sent and received timestamps can be updated.
Assuming that the raw 𝑇𝑜𝐴 is greater than 𝑅𝑘 for all received
timestamps, the synchronized timestamps (𝑇𝑜𝐴𝑘) of anchor 𝑖
can be calculated using the following equation:{

Δ = 𝑇𝑜𝐴 − 𝑅𝑘

𝑇𝑜𝐴𝑘 = 𝑇𝑘 + Δ/𝛿𝑘
Kalman filtering process: As the time interval error is not
linear, a three-state Kalman filter is implemented to eliminate
the nonlinear clock drift and frequency drift during the syn-
chronization period [36]. The state vector 𝑋𝑘 is expressed as
𝑋𝑘 = [𝑇𝑜𝐴𝑘 , 𝛿𝑘 , 𝜙𝑘]𝑇 , where 𝛿𝑘 =

𝑇𝑘−𝑇𝑘−1
𝑅𝑘−𝑅𝑘−1

and 𝜙𝑘 represents
the minimum resolution of the crystal oscillator, such as
0.1 ppm. The 3 × 3 state transition matrix 𝐹, and the time
difference of 𝑇𝑐𝑐𝑝 , which denotes the time elapsed between
the previous estimation time 𝑇𝑘−1 and the current time 𝑇𝑘 , are
used in the following equation:

𝑇𝑜𝐴𝑘+1
𝛿𝑘+1
𝜙𝑘+1

 =

1 𝑇𝑐𝑐𝑝

𝑇2
𝑐𝑐𝑝

2
0 1 𝑇𝑐𝑐𝑝
0 0 1



𝑇𝑜𝐴𝑘

𝛿𝑘
𝜙𝑘


Based on the three-state Kalman filter model, the estimating

process of clock synchronization can be expressed as:

�̂� ˘
𝑘+1 = 𝐹�̂�𝑘 + 𝑤𝑘 (3)

𝑍𝑘+1 = 𝐻�̂� ˘
𝑘+1 + 𝑣𝑘 (4)

where �̂� ˘
𝑘+1 is a prior estimated state vector, and �̂�𝑘 expresses

a posteriori estimate. The observation vector 𝑍𝑘+1 is the
combination of the prior estimate �̂� ˘

𝑘+1 and 𝐻�̂� ˘
𝑘
, and the

coefficient matrix can be expressed as 𝐻 = [1 0 0]. 𝑤𝑘

follows Gaussian distribution: 𝑤𝑘 ∽ N(0, 𝑄). The noise
vector obeys the zero mean Gaussian distribution, which can
be expressed as a 3 × 3 constant matrix 𝑄. 𝑣𝑘 is the the
observation noise, and 𝑣𝑘 follows 𝑣𝑘 ∽ N(0, 𝑅). According
to the variance of the measurements taken by the UWB
manufacturer, 𝑅 = 𝜎2 = 1.5 · 10−20𝑠2.

The necessary steps of correction and prediction of Kalman
filter can be estimated as the following formulas.

𝑃˘
𝑘+1 = 𝐹𝑃𝑘𝐹

𝑇 +𝑄 (5)

𝐾𝑘 = 𝑃˘
𝑘+1𝐻

𝑇
(
𝐻𝑃˘

𝑘+1𝐻
𝑇 + 𝑅

)−1
(6)

�̂�𝑘+1 = �̂� ˘
𝑘+1 + 𝐾𝑘

(
𝑍𝑘+1 − 𝐻�̂� ˘

𝑘+1

)
(7)

𝑃𝑘+1 = (𝐼 − 𝐾𝑘𝐻) 𝑃˘
𝑘+1 (8)

where 𝑃𝑘+1 is the estimated covariance matrix, which can be
recursively derived from the initial matrix 𝑃0. The covariance
matrix 𝑃0 is related to the initial state vector. 𝑃˘

𝑘+1 is a prior
estimate 𝑃𝑘+1, and 𝐾𝑘 is the Kalman gain.

𝑃0 =


𝜎2
𝑇𝑜𝐴

0 0
0 𝜎2

𝛿
0

0 0 𝜎2
𝜙
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where 𝜎2
𝑇𝑜𝐴

, 𝜎2
𝛿
, and 𝜎2

𝜙
represent the initial variances of the

state vector components. We could summarize the proposed
LI-KF algorithm in Algorithm 1.

Algorithm 1 LI-KF algorithm

Input:
𝑇𝑘 , 𝑅𝑘 ; 𝑇𝑐𝑐𝑝 , 𝑋0, 𝑄, 𝑅, 𝑃0

Output:
The corrected array of 𝑇𝑜𝐴, 𝑇𝑜𝐴[]

1: Calculate the clock drift 𝛿𝑘 and clock offset 𝜃𝑘
2: for the 𝑖𝑡ℎ 𝑇𝑜𝐴𝑘 in 𝑇𝑜𝐴[] do
3: Δ = 𝑇𝑜𝐴 − 𝑅𝑘

4: 𝑇𝑜𝐴𝑘 = 𝑇𝑘 + Δ/𝛿𝑘
5: end for
6: 𝑇𝑘−1 = 𝑇𝑘
7: 𝑅𝑘−1 = 𝑅𝑘

8: Initialize 𝑋𝑘 and 𝑍𝑘
9: Calculate the transmission matrices 𝐹 and 𝐻

10: Perform the predict process:
11: �̂� ˘

𝑘+1 ← 𝐹�̂�𝑘 +𝑊𝑘

12: 𝑃˘
𝑘+1 ← 𝐹𝑃𝑘𝐹

𝑇 +𝑄
13: Perform the correct process:
14: 𝐾𝑘 ← 𝑃˘

𝑘+1𝐻
𝑇
(
𝐻𝑃˘

𝑘+1𝐻
𝑇 + 𝑅

)−1

15: �̂�𝑘+1 ← �̂� ˘
𝑘+1 + 𝐾𝑘

(
𝑍𝑘+1 − 𝐻�̂� ˘

𝑘+1
)

16: 𝑃𝑘+1 ← (𝐼 − 𝐾𝑘𝐻) 𝑃˘
𝑘+1

17: Return 𝑇𝑜𝐴[]

3) Complexity Analysis of WCS: The proposed wireless
clock synchronization algorithm, based on the three-state
Kalman filter (LI-KF), is a linear and theoretically optimal
unbiased filter with a complexity of 𝑂 (𝑚2.376 + 𝑛2), where 𝑚
is the observation dimension and 𝑛 is the number of states.
In the Kalman filter-based wireless clock synchronization
algorithm, the meticulous adjustment of parameters 𝑅 and 𝑄
holds paramount significance. The value of 𝑅 is determined
based on the amplitude of process noise, and 𝑄 is assigned
relative to 𝑅. Choosing a smaller 𝑄 indicates higher confidence
in the observation, while a larger 𝑄 is selected when the
observation is less reliable. A larger 𝑄 facilitates quicker
convergence but results in a slower response to observation
changes. Conversely, a smaller 𝑄 boosts confidence, enabling
a faster response but potentially compromising system state
convergence.

4) Cascaded Wireless Clock Synchronization: To meet the
requirements of actual deployments, it is necessary to employ
more than one master anchor (MA) and many slave anchors
(SA). One of the master anchors is designated as the primary
master anchor, while the others are secondary master anchors.
The secondary master anchors follow the primary master
anchor and transmit its clock calibration packet (CCP) at a
specified lag time after receiving the CCP from the primary
master anchor. If there are multiple secondary master anchors,
their CCP transmit times should be staggered to avoid colli-
sion. We establish a multi-level cascaded topological structure
of the master anchors to coordinate the order of sending
CCPs between the primary master anchors and the secondary

master anchors for complete clock synchronization. Figure 3
illustrates this cascaded structure, where MA1 is the primary
master anchor. Any MA receiving the CCPs sent by MA1 is a
secondary master anchor. Additionally, the MA receiving the
CCPs from the secondary master anchor is a level-3 master
anchor (a tertiary master anchor). Therefore, MA2, MA3, and
MA4 are secondary master anchors, while MA5 and MA6 are
tertiary master anchors, as shown in Figure 4. This cascading
model of master anchors follows the order: primary master
anchor − > secondary master anchor − > tertiary master
anchor − > level-4 master anchor − > ...− > level-N master
anchor. When a lower-level master anchor receives the CCP
from its upper-level master anchor, it starts to send the CCP
after a specified interval (Lag).

Fig. 3: Diagram of WCS with multiple master anchors.

B. Clock Calibration Packets Transmission Control

UWB-based TDoA positioning requires cascaded wireless
clock synchronization to synchronize the timestamps of the
anchors. We have designed the Clock Calibration Packet
(CCP) transmission control algorithm to track the clock offset
and clock drift between the master anchors and slave an-
chors. Ensuring that all slave anchors are within the coverage
range of the master anchor is challenging due to the limited
transmission distance of wireless signals in actual deployment
scenarios. Therefore, multiple cascaded master anchors need
to be arranged. To prevent CCPs sent by the primary master
anchor from overlapping during transmission, we propose the
use of the CCP transmission control algorithm. This algorithm
ensures that wireless clock-synchronized packets do not over-
lap in the cascaded system of multiple masters, thus avoiding
CCP collisions. The primary master anchor sends CCPs at
regular intervals, and the CCP transmissions of all other master
anchors are scheduled based on the initial master’s CCP or the
CCP transmissions of other secondary master anchors.

Figure 4 illustrates the concept of the transmission control
algorithm of CCP. Each horizontal line represents the CCP
transmission activity of a master anchor. The curved arrows
indicate three CCP transmissions from the master anchor MA1
to three secondary master anchors (MA2, MA3, and MA4),
and two CCP transmissions from MA3 to MA5 and MA6.
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Fig. 4: Staggered CCP control transmission for 6 master
anchors.

The directions of the CCP transmissions between the master
anchors and the CCP sending intervals (lag time) can be
defined through the CLE’s configuration file. Each master
anchor utilizes its local clock as the sending timestamp. The
time lags are also measured using the local anchor’s clock.
The CCPs sent through the anchors are arranged by the CCP
transmission control algorithm, which ensures that no two
CCP transmissions will occur simultaneously from the anchors
within the receiving range. This prevents collisions among
CCPs sent by the anchors. For a secondary master, the anchor
sends a time-lagged CCP: the received CCP is time-stamped,
and the time-lag delay is added to determine the transmission
time of the CCP. All CCPs are sent at a precisely defined CCP
repetition rate. The scheme is configured with a redundancy
mechanism, so if a secondary master anchor encounters a
signal reception error, the next CCP will still be sent at the
same interval as the last transmission to ensure the normal
operation of the system.

The details of the CCP transmission control algorithm are
presented in Algorithm 2. The algorithm consists of four
main parameters: a nominal period (𝑁𝑃), master ID to follow
(𝑀𝑎𝑠𝑡𝑒𝑟𝑡𝑜 𝑓 𝑜𝑙𝑙𝑜𝑤), configured lag time (𝐿𝑎𝑔), adjusted time
period (𝑇𝑃), and the latency from the timer interrupt to
restarting the timer with a new timestamp (𝑇1). In the UWB-
based embedded system, Timer_IRQ represents the system
clock interrupt, and DW_IRQ represents the RF clock interrupt
of UWB. As shown in Figure 4, the number of 𝐿𝑎𝑔𝑠 can vary
based on the number and sequence of the current cascaded
anchors. For example, there can be one, two, or three lags
when there are three secondary master anchors following the
primary master anchor. The protocol scheme described below
adjusts the timing of the CCP transmission to lag the reception
time of a CCP frame from another master. This allows the
follow-on Master to send its CCP at a later, non-conflicting
time.

IV. TDOA-BASED REAL-TIME POSITIONING

A. Time-base ToA Selection Algorithm

The CLE requires four or more times of arrival (ToAs) to
estimate the locations of tags, also known as targeted objects or
tags. In a real-time positioning system, more than four anchors
can capture the blink of a tag. Hence, the CLE collects all
the ToAs from the slave anchors and invokes the positioning

Algorithm 2 CCP transmission control algorithm

Input:
𝐿𝑎𝑔, 𝑁𝑃

Output:
Adjusted 𝑇𝑃

1: Initialize Timer_IRQ and DW_IRQ
2: Set the level of the master anchors
3: Select the primary master anchor
4: Determine the cascaded relationship between anchors,

obtain the 𝑀𝑎𝑠𝑡𝑒𝑟_𝑡𝑜_ 𝑓 𝑜𝑙𝑙𝑜𝑤
5: Calculate the number of 𝐿𝑎𝑔𝑠 based on the
𝑀𝑎𝑠𝑡𝑒𝑟_𝑡𝑜_ 𝑓 𝑜𝑙𝑙𝑜𝑤

6: Start RTLS
7: Record the CCP sending time of primary master anchor,
𝐶𝐶𝑃_𝑇𝑋

8: Start Timer_IRQ, record the timestamp, 𝑇1
9: Record the CCP receiving time of the secondary master

anchor, 𝐶𝐶𝑃_𝑅𝑋
10: Start DW_IRQ, record current time period, 𝑇𝑃
11: Calculate adjusted 𝑇𝑃

if CCP is received in last awaiting period then
𝑙𝑎𝑔_𝑒𝑟𝑟𝑜𝑟 = 𝐶𝑃𝑃_𝑇𝑋 − 𝐶𝑃𝑃_𝑅𝑋 − 𝐿𝑎𝑔𝑠
𝑇𝑃 = 𝑁𝑃 − 𝐿𝑎𝑔_𝑒𝑟𝑟𝑜𝑟

else if CCP is not received in last awaiting period then
𝑇𝑃 = 𝑁𝑃 𝑜𝑟 (𝑙𝑎𝑠𝑡 𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑇𝑃)

else
𝑇𝑃 = 𝑇𝑃 − 𝑇1

end
12: Return Adjusted 𝑇𝑃

algorithm at a specified interval. In a multi-master system,
the received ToA of any anchor must be synchronized with
the time-base of one of the designated master anchors. Before
calling the positioning algorithm, the CLE needs to select all
or some of the ToAs and corrected ToAs for TDoA calculation.
We define the corresponding rule and choose the anchor with
the maximum number of masters as the time-base anchor
(TBA). Based on the time-base ToA selection algorithm, the
actual calculation of TDoA can be summarized in four cases.
1) If the time-base anchor is a master anchor and the current

anchor is the slave of the TBA, TDoA data can be calcu-
lated by subtracting the ToA of the TBA from the syncToA
of the current anchor.

2) If the TBA is not a master anchor and the current anchor
is the master anchor, TDoA data can be calculated by
subtracting the syncToA of the current anchor from the
ToA of the TBA.

3) If neither the TBA nor the current anchor is a master, but
they can be synchronized with a common master anchor,
TDoA data can be calculated by subtracting the syncToA
of the TBA from the syncToA of the current anchor.

4) If the current anchor or TBA have a common synchronized
link, TDoA data can be calculated by subtracting the ToA
of the TBA from the syncToA of the current anchor’s
master anchor.

The details of the time-based ToA selection algorithm are
demonstrated in Algorithm 3. We will use a typical case to
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illustrate how our proposed approach calculates TDoA based
on collected clock-synchronized ToAs in the cascaded anchor
coverage area (Figure 5). When the tag is in the area marked
by the red dotted line (a) or the green dotted line (b), the first
case of Algorithm 3 is satisfied. Hence, we can calculate the
corresponding TDoA according to the predefined rules. If the
tag moves to the area marked by the blue dotted line (c), we
could use the second or third cases of Algorithm 3 to calculate
the TDoA. In cases where the tag is within the blue dotted
line area, but direct TDoA calculation is not possible (d), we
can compute the TDoA using the cascaded synchronous link,
the fourth case of Algorithm 3.

Algorithm 3 Time-base ToA selection algorithm

Input:
𝐵𝑙𝑖𝑛𝑘𝑠(𝑏𝑙), 𝑇𝑜𝐴𝑠

Output:
Calculated 𝑇𝐷𝑜𝐴∗ []

1: Calculate the number of masters for each anchor
2: Choose the anchor with maximum masters as time-base

anchor (TBA)
3: Set TBA with 𝑇𝐷𝑜𝐴[𝑎] = 0.0 and 𝑎 = 0
4: Find and calculate 𝑇𝐷𝑜𝐴 for all anchors w.r.t the TBA
5: Deal with the typical cases of each anchor w.r.t the TBA:

if TBA is a master anchor and current anchor is the slave
of TBA then
𝑇𝐷𝑜𝐴 = 𝑏𝑙.𝐴𝑛𝑐ℎ𝑜𝑟.𝑠𝑦𝑛𝑐𝑇𝑜𝐴 − 𝑏𝑙.𝑇𝐵𝐴.𝑇𝑜𝐴

else if TBA is not a master and current anchor is the
master anchor then
𝑇𝐷𝑜𝐴 = 𝑏𝑙.𝑇𝐵𝐴.𝑇𝑜𝐴 − 𝑏𝑙.𝐴𝑛𝑐ℎ𝑜𝑟.𝑠𝑦𝑛𝑐𝑇𝑜𝐴

else if Neither the TBA or current anchor are masters,
sync to a common master then
𝑇𝐷𝑜𝐴 = 𝑏𝑙.𝐴𝑛𝑐ℎ𝑜𝑟.𝑠𝑦𝑛𝑐𝑇𝑜𝐴 − 𝑏𝑙.𝑇𝐵𝐴.𝑠𝑦𝑛𝑐𝑇𝑜𝐴

else if Current anchor or TBA have a common synchro-
nized link then
𝑇𝐷𝑜𝐴 = 𝑏𝑙.𝐴𝑛𝑐ℎ𝑜𝑟.𝑠𝑦𝑛𝑐𝑀𝑎𝑠𝑡𝑒𝑟𝑇𝑜𝐴 − 𝑏𝑙.𝑇𝐵𝐴.𝑇𝑜𝐴

else
Could not calculate 𝑇𝐷𝑜𝐴

end
6: for 𝑇𝐷𝑜𝐴 in 𝑇𝐷𝑜𝐴[] do
7: 𝑇𝐷𝑜𝐴[𝑎] = 𝑇𝐷𝑜𝐴
8: 𝑎 + +
9: end for

10: Return 𝑇𝐷𝑜𝐴∗

B. Positioning Boundary Optimization Method

In real-world positioning scenarios, multiple independent
positioning areas are separated by walls that can be penetrated
by UWB signals, such as gypsum board. Two main situations
need to be addressed in positioning. First, when the tag
moves from one area to another, the positioning packets sent
by the tag will be captured by the anchors that belong to
both positioning areas. If the positioning packets received
by the anchors in both regions meet the position resolution
requirements, the anchors from both regions will be used to
calculate the tag’s position. However, this can cause incon-
sistent positioning in the transition region of the positioning

Fig. 5: Time-base selection algorithm for TDoA calculation.

boundary. Secondly, even within the same positioning region,
the tag’s positioning packet may be received by multiple
anchors simultaneously. However, not all cases where more
anchors are involved in the solution are better. When the
number of anchors in the TDoA solution is greater than four,
which is the minimum number of anchors required by TDoA,
we select the four anchors that meet the solution requirements
and have the smallest syncToA to solve the position. The goal
of this section is to select four anchors that can optimize the
positioning solution.

In a UWB-based positioning system, the transmitted signals
between the transmitter and the receiver can be categorized
into direct path signals in line-of-sight (LoS) situations and
indirect path signals in non-line-of-sight (NLoS) and multipath
(MP) situations, influenced by the ground and obstacles. This
is illustrated in Figure 6.

Fig. 6: Direct and indirect path signals in UWB.

We define the power received by the receiver from the
transmitter as the ’received signal strength power’ (𝑃𝑅𝑆𝑆) and
the power received by the receiver from the transmitter for
the first path signal as the ’first path power’ (𝑃𝐹𝑃). The 𝑃𝐹𝑃

and 𝑃𝑅𝑆𝑆 values provided in the data manual are utilized to
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TABLE I: Parameters’ definitions of received UWB signals.

Parameter Parameters’s definitions in the register

𝐹1 First path amplitude (Point 1) magnitude value

𝐹2 First path amplitude (Point 2) magnitude value

𝐹3 First path amplitude (Point 3) magnitude value

𝑁
Number of preamble symbols accumulated,
or accumulated STS length

𝐶 Channel Impulse Response Power value

𝐷
DGC_DECISION,
treated as an unsigned integer in range 0 to 7

𝐴 Constant:

• 113.8 for a PRF of 16 MHz

• 121.7 for a PRF of 64 MHz Ipatov preamble

• 120.7 for a PRF of 64 MHz STS

determine whether the received signal meets the requirements
for position calculation, based on the characteristics of the
UWB RF chip. The definitions of 𝑃𝐹𝑃 and 𝑃𝑅𝑆𝑆 are expressed
as follows (in 𝑑𝐵𝑚) [6]:

𝑃𝐹𝑃 = 10 × 𝑙𝑜𝑔10 (
𝐹2

1 + 𝐹
2
2 + 𝐹

2
3

𝑁2 ) + (6 × 𝐷) − 𝐴 𝑑𝐵𝑚

𝑃𝑅𝑆𝑆 = 10 × 𝑙𝑜𝑔10 (
𝐶 × 221

𝑁2 ) + (6 × 𝐷) − 𝐴 𝑑𝐵𝑚

where the meanings of the parameters are given in Table I.
We clarify the receiving signal into LoS, NLoS, and the

power attenuation according to the difference 𝜙𝐹𝑅 between
the 𝑃𝐹𝑃 and 𝑃𝑅𝑆𝑆 [37].

𝜙𝐹𝑅 = 𝑃𝐹𝑃 − 𝑃𝑅𝑆𝑆

𝑇𝑦𝑝𝑒 =


𝐿𝑜𝑆, for 𝜙𝐹𝑅 > −6𝑑𝐵
𝐴𝑡𝑡𝑒𝑛𝑢𝑎𝑡𝑖𝑜𝑛, for − 6𝑑𝐵 > 𝜙𝐹𝑅 > −10𝑑𝐵
𝑁𝐿𝑜𝑆, for − 10𝑑𝐵 > 𝜙𝐹𝑅

In this work, we propose a positioning boundary optimiza-
tion algorithm, detailed in Algorithm 4. This algorithm serves
as the foundation for assessing whether the received signal
is suitable for position calculation. It tallies the number of
positioning packets when the tag is positioned at the border
of two designated areas. The algorithm assesses the tag’s
location based on the value of 𝜙𝐹𝑅, subsequently determining
the accurate location information of the tag.

To demonstrate the capability of our approach in calculating
the correct location of the tag, we consider a use case scenario
as shown in Figure 7. In this scenario, the tag is located at
position T1. The tag sends blinks that can be received by
all anchors in Cell-1 and Cell-2. However, a thin wall made
of gypsum board exists between Cell-1 and Cell-2, causing
signal attenuation when the tag’s signal passes through the
wall. As a result, the anchor in Cell-2 receives a weaker signal
compared to the anchor in Cell-1. Consequently, the position
of T2 calculated in Cell-2 will be discarded. After wireless
clock synchronization, six anchors in Cell-1 receive the blinks
and obtain six ToAs. Among these ToAs, the ToAs of anchors

Algorithm 4 Positioning boundary optimization algorithm

Input:
𝑃𝐹𝑃 , 𝑃𝑅𝑆𝑆 , synchronized 𝑇𝑜𝐴𝑠

Output:
Locations of the tag, 𝐶𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠(𝑥, 𝑦)

1: Collect the received 𝑇𝑜𝐴𝑠
2: Calculate the 𝑃𝐹𝑃 of each 𝑇𝑜𝐴:

if the value of 𝑃𝐹𝑃 satisfy FP rejection then
Deal with the received 𝑇𝑜𝐴𝑠

if 𝑇𝑜𝐴𝑠 belong to the same positioning cell then
Count the number of 𝑇𝑜𝐴𝑠

else if the number of 𝑇𝑜𝐴𝑠 >= 4 then
Select 4 smallest synchronized 𝑇𝑜𝐴𝑠
Calculate the 𝑇𝐷𝑜𝐴𝑠 and estimate the locations

if 𝑇𝑜𝐴𝑠 belong to the different positioning cells then
Analyze the 𝑃𝐹𝑃 and 𝑃𝑅𝑆𝑆

Divide 𝑇𝑜𝐴𝑠 into different positioning cells
Calculate each cell’s maximal 𝑃𝑅𝑆𝑆

Compare each cell’s maximal 𝑃𝑅𝑆𝑆

Choose the cell with maximal 𝑃𝑅𝑆𝑆

Count the number of 𝑇𝑜𝐴𝑠
else if the number of 𝑇𝑜𝐴𝑠 >= 4 then

Select 4 smallest synchronized 𝑇𝑜𝐴𝑠
Calculate the 𝑇𝐷𝑜𝐴𝑠 and estimate the locations

else
Continue and output the locations using

𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒(𝑥, 𝑦)
end

3: 𝑖 = 0
4: for 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒(𝑥, 𝑦) in 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠(𝑥, 𝑦) [] do
5: 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠(𝑥, 𝑦) [𝑖] = 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒(𝑥, 𝑦)
6: 𝑖 + +

if 𝑖 == 10 then
Using smoothing algorithms
𝑖 = 0

7: end for
8: Return the 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠(𝑥, 𝑦)∗ after smoothing

A2, A3, A4, and A5 are used to calculate the position of the
tag. As expected, the final output result is the position of T1.

Fig. 7: Positioning boundary optimization method.
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C. Complexity Analysis of TDoA-based Positioning

The mathematical model of TDoA is illustrated in Figure 8.
We could get the timestamp 𝜏𝑖 when the anchor receives the
signal, we could further assume that the measurement of 𝜏𝑖
satisfies 𝜏𝑖 ∼ 𝑁 (𝜏𝑖 , 𝛿2

𝑖
). We set 𝑑𝑖 = ∥𝑝 − 𝑝𝑖 ∥ are the distances

of anchors from the target. The core formula of TDoA is

𝑑𝑖 𝑗
Δ
= 𝑑𝑖 − 𝑑 𝑗 = 𝑐(𝜏𝑖 − 𝜏𝑗 ) := 𝑐𝜏𝑖 𝑗 , ∀𝑖, 𝑗 = 1, 2, . . . , 𝑛, (9)

where 𝑐 is the velocity of the electromagnetic wave. In
this way, we represent range differences (RD) by the TDoA
measurements, the distance 𝑑𝑖 𝑗 of here satisfy

∑
𝑖, 𝑗 𝑑𝑖 𝑗 ≡ 0.

Fig. 8: The mathematical model of TDoA.

TDoA algorithms aim to find 𝑝, such that

𝑑𝑖 𝑗 (𝑝) = 𝑑𝑖 𝑗 , ∀ 𝑖, 𝑗 = 1, 2, . . . , 𝑛, (10)

where 𝑑𝑖 𝑗 (𝑝) = 𝑑𝑖 (𝑝) − 𝑑 𝑗 (𝑝) = ∥𝑝 − 𝑝𝑖 ∥ −
𝑝 − 𝑝 𝑗

.
All above, the inputs of TDoA positioning algorithms are

the anchors’ coordinates 𝑝𝑖 and the measured TDoA 𝜏𝑖 𝑗 , and
the output 𝑝 is the tag’s coordinates. In practice, due to the
measurement error, the equal sign is usually not satisfied in
the previous formula. So the mathematical model for solving
the non-linear estimator is as follows,

𝑎𝑟𝑔𝑚𝑖𝑛
𝑝

1
2
∥𝑟 ∥2, 𝑟 = [𝑑𝑖 𝑗 − 𝑑𝑖 𝑗 ]𝑖 𝑗

When the iterative algorithm is adopted, the Jacobi matrix J
of the residual term 𝑟 has an important effect on the error and
stability of the algorithm, namely

Error of 𝑝 = 𝜎−1 (J) · Error of 𝑓 .

In general, we want the minimum eigenvalue of J to have a
lower bound, so ensuring it’s not rank deficient. Notice the
form J(𝑝),

J(𝑝) =
[
𝑥 − 𝑥𝑖
𝑑𝑖
−
𝑥 − 𝑥 𝑗
𝑑 𝑗

𝑦 − 𝑦𝑖
𝑑𝑖
−
𝑦 − 𝑦 𝑗
𝑑 𝑗

]
1≤𝑖< 𝑗≤𝑛

So we could get that,

𝜎min (J(𝑝)) = 𝑘 (𝑃(𝑝))

Where, 𝑃(𝑝) =
[
𝑝 − 𝑝1, 𝑝 − 𝑝2, . . . , 𝑝 − 𝑝𝑛

]𝑇 . Note that,
𝜅(𝑃(𝑝)) is the degree of dispersion with the center 𝑝 and
the coordinates 𝑝1, 𝑝2, . . . , 𝑝𝑛. In this paper, we employ the
extended Kalman filter (EKF) algorithm to determine the final
position. The complexity analysis of the Kalman filter has been
elucidated in Section III-A3; hence, it will not be reiterated
here.

V. EVALUATION AND EXPERIMENTS

A. Experimental Setup

1) UWB Platform: We have developed a UWB platform
for a real-time positioning system using the DW1000 RF
chip from DecaWave (now Qorvo) and an MCU from ST
Microelectronics. This platform includes embedded hardware,
embedded software, a central localization engine, and ap-
plication software. The embedded hardware, comprising an-
chors and tags, was independently designed and prototyped,
surpassing existing solutions in terms of signal transmission
power and receiving sensitivity. It is important to note that
we independently designed and developed all the necessary
hardware, software, platforms, and algorithms for creating
the real-time positioning system. Throughout the development
process, from the initial prototype demonstration to the final
product, we underwent several iterations to refine the system.

Each UWB anchor can be configured as a primary master
anchor, a secondary master anchor, or a slave anchor based
on the deployment situation. The embedded software follows
the IEEE 802.15.4-2011 protocol standard for UWB signal
transmission, and the software architecture, developed based
on FreeRTOS, makes it easier to dispatch tasks. Additionally,
the CCP sending control algorithm is integrated into the
embedded software. The CLE integrates a database, algorithm
processing unit, radio frequency (RF) parameter configuration
unit, and log management unit. The algorithm unit imple-
ments the wireless clock synchronization algorithm and real-
time position estimation algorithm. The application software
allows for the configuration of the anchors’ RF parameters
and displays the tag’s location and running track in real-
time. To facilitate debugging, an efficient log system with
different levels was designed, providing rich log information
for developers or users according to their needs.

2) Experimental Devices: For testing in real-world sce-
narios, we have prepared a Wi-Fi router, a laptop running
Windows 11, sixteen tripods, sixteen UWB anchors, several
power banks, and multiple UWB tags. The anchors can
transmit messages using a wired Ethernet or Wi-Fi infras-
tructure, simplifying the deployment process by minimizing
the requirements for internet connectivity and power supply
considerations.

3) Ground Truth: We have equipped a laser rangefinder
and two tape measures: one with an effective length of 50
m and the other with a length of 10 m. After conducting
initial measurements and calibration, we position anchors at
specified locations. Simultaneously, we use the rangefinder
to calibrate multiple reference positions within the coverage
area of the real-time positioning system, establishing them
as ground truth. Additionally, the intelligent vehicle used in
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our experiment, equipped with the Robot Operating System
(ROS) and LiDAR, possesses centimeter-level positioning and
mapping capabilities. This enables us to obtain real-time
location information from the intelligent vehicle, serving as
ground truth for tag tracking.

B. Evaluation of Cascaded Wireless Clock Synchronization

To validate the performance of cascaded wireless clock syn-
chronization and real-time positioning, we devised an exper-
imental setup within an underground parking slot (Figure 9).
In the case of multi-master cascading, it is crucial to ensure
seamless communication between the cascaded master anchors
and the slave anchors encompassed by them. Additionally,
anchors are strategically deployed based on the dilution of
precision (DOP) [38] along both axes. The parking slot ex-
emplifies typical scenarios for indoor positioning, rendering it
suitable for the assessment of our system and algorithms.

Fig. 9: Anchor deployment in the parking slot.

TDoA positioning is sensitive to clock drift, and the rates
of clock synchronization and positioning updates significantly
impact the system’s performance. We conducted experiments
in an area with dimensions of 10× 20 𝑚2 using an intelligent
vehicle based on the ROS platform. The vehicle was equipped
with a UWB tag on top, transmitting UWB signals to the
anchors strategically placed around the deployment area.

It is imperative to elucidate the mechanism through which
the UWB anchor attains sub-nanosecond accuracy. In the wire-
less clock synchronization algorithm delineated in this paper,
a master anchor and several slave anchors play pivotal roles.
The primary objective of clock synchronization is to align
the local clock of each slave anchor with that of the master
anchor. We conduct statistical analyses based on timestamps
documented in the log file, with the outcomes presented in
Table II. The timestamps recorded by the master anchor serve
as the reference value; the accuracy of clock synchronization
can be assessed by calculating the difference between the
measured TDoAs recorded by the master and slave anchors
and the corresponding true acquired TDoAs through distance

difference extrapolation. This comparison enables an evalu-
ation of the precision of clock synchronization. In conclu-
sion, the proposed wireless clock synchronization algorithm
demonstrates the capability to achieve clock synchronization
accuracy at the sub-nanosecond level.

The results of the CWCS scheme with multiple master
anchors are depicted in Figure 10. The Time of Arrival
(ToA) recorded by each anchor was synchronized using the
CWCS algorithm, and the difference between the synchronized
ToAs was computed to derive the Time Difference of Arrival
(TDoA) through the time-base selection algorithm. Figures 10
(a), (b), (c), and (d) illustrate the clock synchronization results
obtained by the PID algorithm, LI algorithm, KF algorithm,
and LI-KF algorithm, respectively. In comparison to the other
three algorithms, the LI-KF algorithm more effectively com-
pensates for synchronization errors during the synchronization
period and eliminates the influence of outliers. This ensures a
more accurate estimation of the tag positions.

Fig. 10: Performance of CWCS: (a) PID-algorithm, (b) LI-
algorithm, (c) KF-algorithm, (d) LI-KF algorithm.

To offer a more comprehensive comparison of the perfor-
mance across different synchronization intervals and wireless
clock synchronization algorithms, we conducted additional
analyses. Upon reviewing the data presented in Table V, it
becomes apparent that an increase in the clock synchronization
rate corresponds to a decrease in synchronization error. This
trend holds true for various clock synchronization algorithms.
The underlying reason is that, as the clock synchronization
intervals become shorter, the offset and drift of the local clock
decrease, leading to higher precision in clock synchronization.
It is worth noting that a higher synchronization rate implies
an increased communication frequency between anchors. In
our proposed TDOA-based positioning system, each anchor
must simultaneously receive and process signals from both the
tag and the main anchor. Handling a greater number of clock
synchronization signals within a given time slot inevitably
reduces the capacity to process positioning signals. To strike
a balance between tag capacity and clock synchronization
accuracy, we have chosen 150 ms as the interval of clock
synchronization.
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TABLE II: Sub-nanosecond accuracy of synchronized UWB Anchors

Anchor Raw-timestamp (s) Sync-timestamp (s) Measured TDoA with MA1 Real TDoA with MA1 Accuracy

MA1 1.698929664123535e+01 1.6989296641235352325e+01 0 ns 0 ns 0 ns
SA2 1.709112450334598e+01 1.6989296651647475044e+01 10.41212 ns 10.57234 ns 0.16022 ns
SA3 1.718919632014348e+01 1.6989296654589647772e+01 13.35429 ns 13.18324 ns 0.17105 ns
SA4 1.697634507344564e+01 1.6989296647589974043e+01 6.35462 ns 6.53217 ns 0.17755 ns
SA5 1.688929664123535e+01 1.6989296657678647632e+01 16.44329 ns 16.26317 ns 0.18012 ns
SA6 1.709275641462315e+01 1.6989296649599873042e+01 8.36451 ns 8.20135 ns 0.16315 ns

TABLE III: RMSE of different synchronization algorithms at
different synchronization intervals

Sync interval LI PID KF LI-KF

50 ms 0.22 ns 0.25 ns 0.19 ns 0.15 ns
150 ms 0.25 ns 0.30 ns 0.21 ns 0.17 ns
200 ms 0.31 ns 0.38 ns 0.26 ns 0.21 ns
300 ms 0.39 ns 0.48 ns 0.33 ns 0.27 ns
500 ms 0.50 ns 0.61 ns 0.42 ns 0.36 ns

C. Evaluation of tag densities

The solution presented in this paper is applicable to scenar-
ios involving multiple tags. We will assess the tag densities
of the real-time positioning system in terms of positioning
success rate and positioning frequency. We positioned eight
tags within the laboratory, as illustrated in Figure 11. The
real-time positioning results for the eight tags in the deployed
scenario are displayed in Figure 12. We conducted five sets of
positioning experiments on these tags, configuring the local-
ization frequency for each group of experiments to be 5 Hz,
10 Hz, 20 Hz, 50 Hz, and 100 Hz, respectively. We observed
and recorded the success rates of tag positioning in each
experimental group within one hour, and the corresponding
statistical data are presented in Table IV. The data in the
table clearly illustrate that the real-time positioning system,
built upon the proposed solution, consistently attains a nearly
perfect positioning success rate of almost 100% when the tag
positioning frequency is set to 5 Hz. Even at a higher position-
ing frequency of 20 Hz, the system maintains a comprehensive
positioning success rate of over 95%. Remarkably, even with
a positioning frequency as high as 100 Hz, the system still
achieves a comprehensive positioning success rate exceeding
80%.

Fig. 11: Tags in the laboratory.

Fig. 12: Real-time positioning of tags.

TABLE IV: Success rates of tag positioning at different
localization frequencies

Label 5 Hz 10 Hz 20 Hz 50 Hz 100 Hz

Tag-1 100% 97.6% 94.7% 90.5% 81.2%
Tag-2 99.7% 98.5% 95.1% 91.1% 79.8%
Tag-3 100% 96.4% 95.7% 89.8% 79.9%
Tag-4 99.8% 95.8% 95.3% 91.3% 81.0%
Tag-5 100% 96.7% 94.5% 90.6% 82.1%
Tag-6 100% 97.2% 94.9% 89.7% 80.5%
Tag-7 99.9% 98.3% 95.8% 91.8% 81.3%
Tag-8 100% 98.1% 96.1% 92.2% 82.2%

D. Evaluation of Positioning Boundary Optimization Algo-
rithm and Real-time Positioning

We use typical examples to verify the performance of the
cascaded wireless clock synchronization method, positioning
boundary optimization algorithm, and real-time positioning
accuracy. The ROS platform used in these experiments consists
of two four-wheel intelligent vehicles. A remote controller
is used to control the vehicles via Bluetooth communication.
The extended Kalman filter (EKF) algorithm is employed to
achieve car tracking and static tag positioning. The detailed
implementation process of the algorithm is described in the
author’s previous work [39]. In the experiments, the orig-
inal Time of Arrivals (ToAs) are recorded by all anchors.
Firstly, we use the wireless clock synchronization algorithm
to calibrate the original ToAs. Secondly, we calculate the
corresponding Time Differences of Arrival (TDoAs) according
to the time-base selection strategy. Thirdly, we enhance the
positioning system by incorporating the cascaded wireless
clock synchronization method and the localization boundary
optimization algorithm. Finally, we evaluate the accuracy of
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the real-time positioning system using the extended Kalman
filter.

We have conducted validations in three distinct test sce-
narios. The first scenario involves a stringent Line of Sight
(LoS) case between anchors. In the second scenario, anchors
in different areas operate within a complete Non-Line of Sight
(NLoS) situation. The third scenario entails a mixed case
where the anchors experience a combination of LoS and NLoS
conditions. In the experiments presented in this paper, the
influence of tag movement speed on positioning accuracy will
be discussed in Section V-D1, and therefore, this aspect will
not be revisited in other experiments.

1) LoS case: We first consider the stringent Line-of-
Sight (LoS) case, the experimental scenario shown in Fig-
ure 9 (which has already been mentioned when verifying
the cascaded wireless clock synchronization algorithm in
Section V-B). We remotely control the intelligent vehicle
to move along a preset route within the positioning area,
acquiring real-time location information of the tag in the
process. Additionally, this intelligent vehicle can adjust its
driving speed, allowing us to assess the impact of the tag’s
movement speed on positioning accuracy. To conduct this
verification, we programmed the intelligent vehicle to travel at
speeds of 1m/s, 1.5m/s, 2m/s, and 2.5m/s. We then recorded
the real-time positions of the tag as obtained by the vehicle at
each of these varying speeds. The resulting trajectory of the
vehicle, depicted in Figure 13, illustrates the path taken based
on the tag’s position data.

Fig. 13: Actual positioning result.

In this experiment, the cumulative distribution function
(CDF) of the positioning error at different movement speeds
is calculated and illustrated in Figure 14. During this test, the
intelligent vehicle runs at a speed of 1 m/s, with 90% of the
observed data errors being less than 6 cm. At a speed of 1.5
m/s, this value increases to 8 cm, at 2 m/s, it extends to 10
cm, and at 2.5 m/s, it reaches 12 cm. The maximum recorded
observation error is 20 cm.

Fig. 14: CDF of positioning error.

2) NLoS case: In NLoS scenarios within an office space,
we strategically deploy a total of 15 anchors. This anchor
deployment effectively covers three distinct areas, including
independent rooms and connecting corridors. Specifically, each
room accommodates four anchors, while three anchors are
strategically positioned within the corridors. It is noteworthy
that these regions are deliberately chosen to be non-line-of-
sight from each other, as illustrated in Figure 15. Simultane-
ously, we position three tags within the corridors, distributing
the remaining tags across the designated rooms. Notably,
within one of the rooms, the tags are affixed to an intelligent
vehicle. Following the execution of the positioning system, it
captures and records the real-time locations of the tags, as
exemplified in Figure 16.

Fig. 15: Anchor deployment in the office space.
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Fig. 16: Results of real-time positioning in NLoS case.

3) The mixed case of LoS and NLoS: We conducted exper-
iments in a real-world location scenario depicted in Figure 17,
which involved a mixed case of Line of Sight (LoS) and
Non-Line of Sight (NLoS). We positioned two anchors in the
corridor just outside the laboratory and placed an additional six
anchors within the experimental area. The intelligent vehicle
completed four circuits around the table within the laboratory
and then traveled a distance within the corridor at a speed
of 1.5 m/s. The outcomes of the experiments are presented
in Figure 18. These experimental results clearly demonstrate
the capability of our algorithm to effectively manage location
boundaries.

Fig. 17: Anchor deployment in the laboratory.

Fig. 18: Results of real-time positioning in mixed case of LoS
and NLoS.

4) Comparison of positioning accuracy in different sce-
narios.: We assessed tag positioning accuracy under static
conditions and tag tracking across three experimental scenar-
ios, with the statistical results presented in Table V. In static
conditions, the tag’s positioning accuracy ranged from 5 to 10
cm, while for tag tracking, it varied between 10-20 cm, 12-20
cm, and 10-18 cm across different scenarios. It is crucial to
emphasize that when implementing the real-time positioning
system based on the algorithm proposed in this paper, ensuring
an adequate number of anchors in each independent area
that meets the minimum position calculation requirements is
imperative. Consequently, anchors within each independent
room are maintained under Line of Sight (LoS) conditions.
Notably, three states exist: LoS, Non-Line of Sight (NLoS),
and a mixed state of LoS and NLoS between different rooms,
explaining the reasons for consistent positioning accuracy
across diverse scenes. Our work addresses fundamental issues
related to clock synchronization among anchors in distinct
rooms and the optimization of localization boundaries between
these rooms.

TABLE V: Comparison of positioning accuracy in different
scenarios.

Status LoS NLoS Los and NLoS

Static 5 − 10 𝑐𝑚 5 − 10 𝑐𝑚 5 − 10 𝑐𝑚

Tracking 10 − 20 𝑐𝑚 12 − 20 𝑐𝑚 10 − 18 𝑐𝑚

E. Comparison Between Different Positioning Systems

When compared with other state-of-the-art wireless TDoA
systems, our overall results are put into perspective by Ta-
ble VI. The TDoA positioning system proposed in PnPLoc
and TALLA boasts the broadest coverage, spanning approx-
imately 2000 𝑚2. In contrast, the positioning systems de-
lineated in CHORUS and SnapLoc are confined to areas of
less than 100 𝑚2 and fail to achieve superior positioning
accuracy in scenarios involving LoS transmission. PnPLoc
excels in achieving high accuracy when anchors transmit
signals through NLOS conditions, with scalability to enhance
accuracy by incorporating additional anchors. Meanwhile,
TALLA attains an impressive accuracy range of 69cm-89cm
within the anchor deployment area, specifically in corridors.



IEEE INTERNET OF THINGS JOURNAL, VOL. XX, NO. X, DEC 2023 14

In comparison to the aforementioned positioning systems,
the TDoA system implemented in this study ensures that
each room is equipped with a sufficient number of anchors
(meeting the condition of LoS between anchors) according
to the characteristics of the positioning scenario. Addressing
both LoS and NLoS conditions between different rooms, the
proposed algorithm and optimized anchor deployment scheme
synergistically contribute to guarantee positioning accuracy.

TABLE VI: Comparison of positioning error between our
system and other state-of-art solutions.

Solution 75% 90% Test area

Our system 5 − 10 𝑐𝑚 12 − 20 𝑐𝑚 90 − 336 𝑚2

PnPLoc [24] 28.9 − 110 𝑐𝑚 40 − 251 𝑐𝑚 695 − 2241 𝑚2

SnapLoc [25] 55.7 − 74 𝑐𝑚 NA 30.36 − 60.5 𝑚2

CHORUS [21] ≈ 80𝑐𝑚 ≈ 100𝑐𝑚 42.0 − 83.2 𝑚2

TALLA [20] 69 𝑐𝑚 89 𝑐𝑚 1875 𝑚2

VI. CONCLUSION AND DISCUSSION

We presented a comprehensive solution that combines UWB
and TDoA-based positioning with the Cascaded Wireless
Clock Synchronization (CWCS) algorithm to address the
challenges of actual deployment. Our contributions include
designing an improved CWCS algorithm to support multiple
master anchors in cascaded anchor deployment scenarios. We
proposed a control algorithm for transmitting clock calibration
packets through wireless broadcast to avoid signal collisions.
Additionally, we defined a time-based ToA selection strategy
for TDoA calculation to ensure the accuracy of tag track-
ing. We also introduced a positioning boundary optimization
method based on received signal strength power and first
path power in the selection of tags involved in positioning
in multi-room scenarios. The effectiveness of these findings
was demonstrated through simulations and real experiments.

While the real-time positioning system presented in this
paper demonstrates exceptional positioning performance in
tested scenarios, certain limitations persist. Primarily, UWB
signal transmission experiences attenuation in absolute NLoS
environments, significantly impacting positioning accuracy.
Relying solely on UWB technology proves insufficient for
effective positioning, necessitating the integration of com-
plementary technologies to enhance positioning capabilities.
Additionally, challenges arise in large-scale deployment sce-
narios, where the installation of UWB anchors and posi-
tioning system deployment encounters obstacles. Addressing
the intricacies of cascaded clock synchronization in massive
deployment scenarios constitutes an ongoing focus of our
research efforts.

The DW1000 chip utilized in this paper adheres to the
standards of IEEE 802.15.4-2011 and IEEE 802.15.4-2015.
The recently established IEEE 802.15.4z-2020 standard intro-
duces new features built upon the original standard, offering
enhanced security, lower power consumption, and increased
transmission distance. Notably, the new standard, which incor-
porates TDoA, AoA, and PDoA positioning methods, merits
careful consideration for future research. Moreover, in our

upcoming studies, we intend to delve into the intricate rela-
tionship between the cascaded wireless clock synchronization
model and synchronization rates in large-scale deployment
scenarios.
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