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C L I M AT O L O G Y

Multistability and intermediate tipping of the Atlantic 
Ocean circulation
Johannes Lohmann1*, Henk A. Dijkstra2, Markus Jochum1, Valerio Lucarini3, Peter D. Ditlevsen1

Tipping points (TP) in climate subsystems are usually thought to occur at a well- defined, critical forcing parameter 
threshold, via destabilization of the system state by a single, dominant positive feedback. However, coupling to 
other subsystems, additional feedbacks, and spatial heterogeneity may promote further small- amplitude, abrupt 
reorganizations of geophysical flows at forcing levels lower than the critical threshold. Using a primitive- equation 
ocean model, we simulate a collapse of the Atlantic Meridional Overturning Circulation (AMOC) due to increasing 
glacial melt. Considerably before the collapse, various abrupt, qualitative changes in AMOC variability occur. 
These intermediate tipping points (ITP) are transitions between multiple stable circulation states. Using 2.75 mil-
lion years of model simulations, we uncover a very rugged stability landscape featuring parameter regions of up 
to nine coexisting stable states. The path to an AMOC collapse via a sequence of ITPs depends on the rate of 
change of the meltwater input. This challenges our ability to predict and define safe limits for TPs.

INTRODUCTION
The risk of climate tipping points (TPs) due to increasing green-
house warming has become an integral part of the scientific out-
reach about climate change to the general public. Nevertheless, they 
are usually assessed as low probability scenarios in commonly as-
sumed pathways of future climate change (1). The actual existence 
and anatomy of truly abrupt, singular TPs in real- world systems re-
mains uncertain. Most state- of- the- art Earth system models (ESMs) 
have difficulties simulating TP behavior, such as observed in the 
past climate record, perhaps due to stability biases (2, 3). Their full 
stability landscape, i.e., the collection of changing equilibrium states 
as a function of boundary conditions (determined by atmospher-
ic greenhouse gases), is computationally too expensive to assess 
at present.

Thus, TP research most often combines climate feedback assess-
ments in observations and short ESM simulations with simpler, 
conceptual mathematical models, which in turn are used to inter-
pret complex datasets. These models describe the state of a so- called 
tipping element (TE), which is a large- scale climate subsystem that 
is believed to have a TP due to a dominant positive feedback. In the 
presence of nonlinear feedbacks the conceptual models can display 
bistability, where in addition to a desired, present- day stable state 
(attractor), a second, undesired stable state exists for given bound-
ary conditions. An important milestone in the development of this 
paradigm was due to Stommel (4), who proposed bistability and the 
existence of a reversed or collapsed circulation in a conceptual mod-
el of the AMOC. Another was the discovery by Budyko (5) and Sell-
ers (6) of the existence—then confirmed by observational evidence 
(7)—of a snowball state that coexists with the warm state for given 
astronomical and astrophysical features of the Earth. Since then, 
many parts of the Earth system have been proposed to display bista-
bility between a present- day and a coexisting undesired state. This 
includes a savannah state of present- day rainforests and an ice- free 
state of the present- day ice sheets (8). For the conceptual models of 

any such TE, the present- day state changes only sightly at first as the 
boundary conditions gradually deteriorate. But eventually a TP is 
reached where the present- day state loses stability, and the system is 
forced to undergo a transition to the undesired state as the only re-
maining stable solution. Before the TP, such conceptual models pre-
dict the existence of so- called early- warning signals (EWS), which 
are changes in the fluctuations of observables describing the TE 
state (9–12).

Consistent with this conceptual paradigm, a considerable num-
ber of large- scale climate subsystems have been proposed to irre-
versibly and abruptly shift to an undesired state if the boundary 
conditions change sufficiently. At the same time, when staying be-
low the purported TP, no qualitative changes of the TE state are ex-
pected. Many TEs have already been suggested to approach a TP, 
based on the analysis of EWS in historic and modern observations 
(13–18). Conceptual models of TEs are without a doubt invaluable 
tools to understand complex real- world datasets and systems. Nev-
ertheless, because of their coarse- grained nature, it is clear that they 
cannot describe the Earth system dynamics in full detail, and thus, 
many researchers expect the dynamics and stability properties to be 
inevitably more complex. This suspected complexity is, however, 
difficult to show explicitly due to the high dimensionality and com-
putational cost of climate models. In the following, we list some 
mechanisms by which the stability landscape of a TE in the coupled 
climate system may become more complicated than typical concep-
tual models capture, and by which an eventual system collapse may 
not be a singular event that can be universally anticipated.

In reality, it may not always be warranted to model a TE in isola-
tion, as its state may be substantially influenced by the state of an-
other climate subsystem. If containing a positive feedback sensitive 
to the same control parameter, then this other system may itself be a 
TE and display multiple stable states (multistability) and the possi-
bility to tip. For instance, a bistable AMOC may interact with a bi-
stable subpolar gyre (19). When tipping in one of the systems occurs 
before the tipping of the second system, the coupling leads to a 
qualitative but potentially only subtle change in the state of the sec-
ond TE. A model of the coupled system shows multistability beyond 
the bistability of the individual TEs. Coupling of several TEs has 
been considered in conceptual models of so- called cascades of TPs 
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(20–26). However, although there are examples of spontaneous or 
forced sequential regime shifts (27–29), this phenomenon has not 
been investigated systematically in high- dimensional ESMs.

Also, in cases where a TE is not influenced substantially by other 
climate subsystems on the timescales of interest, simple bistable 
conceptual models may be insufficient to describe the dynamics. 
First, individual TEs can be subject to more than one positive feed-
back due to different physical processes that influence the stability 
of the system. For instance, the positive salt- advection feedback of 
the AMOC may be complemented by localized positive convective 
feedbacks (30). Second, even the action of only one dominant posi-
tive feedback on multiple weakly coupled domains in spatially ex-
tended, heterogeneous systems may lead to more complicated, 
spatially fragmented tipping (31–34). This aspect is not easily cap-
tured in conceptual models but has been shown in studies of large- 
scale geophysical flows, which suggest the existence of multiple 
spatial patterns of convection that lead to different stable regimes of 
the AMOC (35–41). Multistability beyond two coexisting states 
was also reported for snowball Earth transitions in intermediate- 
complexity ESMs (42, 43) and was proposed to reflect the multi-
scale nature of the underlying quasipotential of the climate (44). 
Last, already relatively simple nonlinear systems may intrinsically 
feature rich dynamics and much more pronounced multistability 
compared to the bistable dynamics of the usual TP paradigm 
(45–50).

Here, we present a detailed investigation of the anatomy of a 
prominent TP, the collapse of the AMOC due to increasing glacial 
melt. This is done by careful construction of the stability land-
scape in a global ocean model, which exhibits many of the above 
aspects, such as spatial heterogeneity, high dimensionality, as well 
as a multitude of physical processes and scales. We investigate an ocean- 
only model with constant coupling to an atmospheric climatol-
ogy. Such a choice enables us to simulate the model long enough 
to separate close- by but disconnected attractors, and it avoids the 
effectively stochastic atmosphere to mask the fine structure of the 

multistability in the ocean dynamics. In the real world, we expect 
that at some level, close- by attractors can merge by atmospheric 
noise- induced transitions in the timescales of interest. Further, 
ocean- atmosphere feedbacks could in principle enhance or dimin-
ish the multistability present in the ocean- only dynamics.

Using subtle changes in freshwater forcing, we find an abundance 
of abrupt qualitative AMOC changes that stem from a variety of mul-
tistable regimes with up to nine coexisting alternative attractors. Just 
like the TP associated with the collapse, the abrupt changes occur as 
one branch of attractors loses stability and the system undergoes a 
transition to another branch. For this phenomenon, we use the term 
intermediate tipping points (ITP), since the changes occur before the 
AMOC collapse and because the attractor branches are often con-
fined to narrow parameter ranges. Unlike a full AMOC collapse, 
ITPs comprise only small changes in mean AMOC strength, but they 
can often be associated with specific changes in the spatiotemporal 
variability of the ocean circulation. Occurring well before the even-
tual collapse, they complicate the task of predicting a collapse from 
observational time series. We furthermore highlight that the com-
plex landscape of coexisting basins of attraction permits rate- induced 
transitions, whereby the realized path to the AMOC collapse can be 
sensitive to initial conditions and the forcing variations.

RESULTS
Hysteresis and intermediate TPs
We start our analysis of the AMOC tipping by a hysteresis experi-
ment, where the North Atlantic (NA) freshwater input is increased 
quasi- adiabatically at a rate of 1.5 · 10−5 Sv/year until AMOC col-
lapse and subsequently decreased again (Materials and Methods). 
Figure 1A shows the AMOC strength as a function of simulation 
time and freshwater forcing. Here and in the remainder of the pa-
per, the AMOC strength is defined as the maximum value of the 
overturning streamfunction in the NA below 500 m depth. A rela-
tively narrow region of hysteresis is found (shaded area), where a 

C
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E

A

Fig. 1. Intermediate TPs before a freshwater- induced collapse of the overturning circulation. (A) Maximum strength of the Atlantic Meriodional Overturning circula-
tion (AMOc) as a function of the freshwater forcing during a hysteresis experiment (Materials and Methods). the black (gray) crosses are 50- year averages obtained after 
each forcing increment during the increasing (decreasing) part of the hysteresis experiment. in blue, we show the actual trajectory in 5- year averages during the increas-
ing parameter sweep. At the red crosses, we start equilibrium simulations with fixed forcing, which form the basis for the construction of the stability landscape (Materials 
and Methods). the inset is a close- up of the collapsing trajectory, which seems to consist of three steps. (B to E) close- ups of the trajectory in 1- year averages showing 
discontinuous changes in mean and variability of the AMOc strength, as a response to the gradual change in forcing.
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collapsed AMOC state seems to coexist with a weakened but still 
active circulation state with northern downwelling. The eventual 
collapse is not abrupt but comprises three steps (inset in Fig. 1A) 
where the AMOC decrease temporarily slows down.

The trajectory (blue) in Fig. 1A shows additional subtle but dis-
crete changes in the mean and variability. At moderate forcing, we 
see approximate quasi- periodic dynamics with a decadal- scale os-
cillation of close to 20 years. The spatiotemporal pattern of these 
oscillations is consistent with westward propagating Rossby waves 
in the NA (fig. S1), which were previously invoked as mechanism for 
multidecadal Atlantic variability (51–54). Mean and amplitude of 
the oscillations, as well as the relative strength of its periodic com-
ponents, change abruptly in ITPs at several parameter values [e.g., 
Fig. 1 (B and C) and see fig. S2 for a wavelet analysis]. At larger forc-
ing, almost periodic oscillations with a period of roughly 11 years 
suddenly appear (Fig. 1D), which then abruptly die off leaving es-
sentially chaotic low- amplitude variability with no dominant peri-
odicities (see Fig. 1E and spectra in fig. S3).

Stability landscape
The question arises whether the ITPs are abrupt changes in a single 
attractor of the system (so- called interior crisis of the attractor), or 
whether they reflect loss of stability of one attractor and a transitions 
to another (so- called boundary crisis of the attractor) (55). Further, 
given that the overall collapse is gradual, it is not obvious whether 
the observed hysteresis is merely a transient. By performing equilib-
rium simulations that are branched off from the hysteresis simula-
tion at various parameter values (red crosses in Fig. 1A, time series 
in fig. S4), we confirm that the hysteresis indeed reflects a coexis-
tence of a vigorous and a collapsed AMOC state. The vigorous states 
in the hysteresis loop feature an already substantially weakened 
AMOC, but the overturning cell still spans from the polar NA down 
to the Southern Ocean (Fig. 2, A and B). In addition, a partially col-
lapsed stable state with a further weakened AMOC exists, which is 
visited during the step- wise AMOC collapse of the hysteresis simu-
lations. In this regime, there is a residual AMOC transport across 
the equator, but the overturning cell does not extend to the South-
ern Ocean (Fig. 2C). The maximum overturning strength in the NA 

is less than 7 Sv. In contrast, the collapsed states feature no equato-
rial transport by the AMOC (Fig. 2D), and its maximum strength in 
the NA is less than 3 Sv.

There are indeed qualitative differences in the states obtained be-
fore and after the ITPs, as well as for the states found from the in-
creasing and decreasing parameter sweep at the same forcing values 
(fig. S4). This shows that the ITPs are not transient and that actual 
multistability exist. To reveal the extent of the multistability regimes, 
we perform a continuation along the control parameter, using very 
small increments of the freshwater forcing and subsequent equili-
bration of the model. The continuation experiments comprise 280 
simulations with an average duration of 7005 years. Additional 
branches are found by large ensembles of simulations from indepen-
dent initial conditions (Materials and Methods), yielding a total of 
2.75 million simulation years. A bifurcation diagram showing all 
determined branches of stable states is given in Fig. 3 (A and B). For 
diagrams with other observables, see fig. S5. In total, instead of just 
one pair of branches of states, corresponding to a vigorous and a 
collapsed AMOC, and two associated TPs, we identify 26 branches 
of attractors, as well as roughly 50 crises where an attractor loses 
stability. There are up to nine coexisting attractors for a fixed value 
of the freshwater forcing. Both the vigorous and collapsed regimes 
feature a number of coexisting attractors with only slightly differing 
mean AMOC strength.

Figure 3C shows an ensemble of simulations with different initial 
conditions converging to the distinct states (see fig. S6 for ensembles 
at other parameter values). Time series of coexisting states at a selec-
tion of slices across the bifurcation diagram show that there are no 
trends in the AMOC strength and that each state appears stationary 
(Fig. 3, D to G). States of similar mean AMOC strength can differ 
substantially in their temporal variability (e.g., Fig. 3D), and some 
states feature rare, temporary excursions to lower values of the 
AMOC strength with multimillennial recurrence times (e.g., red 
time series in Fig. 3E). The ITPs are caused by the loss of stability of 
one attractor and the subsequent transition to another attractor of 
different AMOC mean or variability or both. One possible excep-
tion occurs at F = 0.283 Sv, where the ITP rather seems to reflect an 
interior crisis of the attractor (fig. S7). The multistable cluster around 

C

DB

A

Fig. 2. Overturning streamfunctions of different circulation regimes. Meridional overturning streamfunctions obtained from 100- year averages of the velocity fields 
in the Atlantic for equilibrium simulations that were started from the hysteresis simulation at the points marked by roman numerals in Fig. 1A. Shown are states corre-
sponding to a vigorous overturning circulation for moderate freshwater forcing (A), the vigorous regime close to the collapse (B), a partially collapsed state (C), and a 
collapsed state (D). note the different color bar scale for panel (A).
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F = 0.30 Sv to F = 0.32 Sv, before the onset of the main hyster-
esis loop, causes the most clearly visible sequence of ITPs (Fig. 1, 
C and D).

The edges of the main hysteresis loop are lined with short inter-
vals of partially collapsed AMOC states. They coexist with the vigor-
ous or collapsed states and form smaller- scale hysteresis loops with 
notable resemblance to the main hysteresis loop (see inset of 
Fig. 3A). As in the main loop, both upper and lower regimes of the 
smaller- scale loop comprise a cluster of multiple close- by attractors, 
which differ by only 0.1 to 0.2 Sv in AMOC strength. This suggests a 
hierarchical organization of the stability landscape, where clusters of 
attractors may appear at progressively smaller scales of the observ-
able and the control parameter.

Spatiotemporal modes and heterogeneity
The AMOC strength is tightly linked to the convective activity in 
different regions of the NA ocean. Since the bathymetry and atmo-
spheric forcing are zonally asymmetric, transitions between convec-
tive and nonconvective conditions might occur independently and 
at different values of the control parameter at the distinct NA loca-
tions. As the freshwater forcing is increased, both the Labrador Sea 
and the Nordic Sea convective activity gradually weaken, as illus-
trated by the mean winter mixed layer depth (MLD) for a sequence 
of equilibrium simulations that comprise the states traversed during 

the transient AMOC collapse (Fig.  4). As the partially collapsed 
AMOC state is reached, it appears that the Labrador Sea convection 
ceases while the Nordic Sea convection is still active (Fig. 4I).

Overall, we find that some of the coexisting stable states, and 
thus some of the ITPs, can be associated with qualitative changes in 
the convective pattern, while others cannot. In the latter category 
are ITPs associated with coexisting vigorous AMOC states. Here, 
the pattern of mean winter MLD stays qualitatively the same, i.e., 
there are no larger NA regions with substantial convection in one 
state but not in the other. This is shown for the five coexisting stable 
states in Fig. 5 (A to E), where the extent of the convective activity in 
the Labrador and Nordic Seas is largely the same in all states. Never-
theless, there can be substantial quantitative differences in MLD 
patterns, which are spatially correlated and distributed over the en-
tire NA (Fig. 5, K to N). In cases of coexisting pairs of states (vigor-
ous or partially collapsed) that are very close in mean AMOC 
strength (difference of 0.1 to 0.2 Sv), we again find the same qualita-
tive convective pattern but only relatively small quantitative differ-
ences in MLD (fig.  S8). Also an entire cluster comprising both 
vigorous and partially collapsed states can show the same qualitative 
pattern in all states (fig. S9, A to F). On the other hand, there are a 
variety of coexisting states that indeed show qualitatively different 
patterns of mean MLD. Among these are the coexisting branches of 
collapsed AMOC states, which feature clearly distinct locations of 

A

B C

D

F

E

G

Fig. 3. Rich multistability of the overturning circulation obtained by a large ensemble of equilibrium simulations. (A) Bifurcation diagram of the state of the Atlan-
tic Meriodional Overturning circulation (AMOc) with the freshwater forcing as control parameter. the y axis shows the mean AMOc strength during the last 1000 years of 
each equilibrium simulation. the inset gives a detailed view of the coexisting attractors in the partially collapsed and vigorous regimes shortly before the AMOc collapse. 
(B) Schematic explainer of (A), using fabricated data. Symbols with the same color and shape correspond to the individual equilibrium simulations that represent one 
branch of stable AMOc states (thick gray lines). coexisting branches have been reached from different initial conditions (Materials and Methods). the color of the dotted 
lines and the arrows, indicate where a branch of attractors collapses to after loss of stability. hypothetical unstable states lying between attractors are shown as black 
dashed lines. (C) ensemble of N = 89 simulations (gray) with perturbed initial conditions (Materials and Methods) that converge onto the different attractors (colored time 
series). (D to G) Long time series of the equilibrium simulations for all coexisting attractors at four values of the forcing parameter. the color coding corresponds to the 
branches in (A).
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A B C D E

F G H I J

Fig. 4. Change in spatial pattern of convection during the collapse of the overturning circulation. Maps of the 100- year average winter MLd in the nA for a series of 
10 equilibrium simulations at increasingly larger freshwater forcing, given in the panel titles. MLd is defined by the depth until which the monthly average ocean tem-
perature is within 0.5 K of the sea surface temperature, indicating the degree of vertical mixing via convection. the winter MLd is obtained by averaging over the first 
4 months of the year. the color coding in the panel titles indicates the branches of attractors in Fig. 3A. (A to H) vigorous circulation states, whereas (I) is in the partially 
collapsed regime, and (J) is a collapsed overturning state.

A B C D E

F G H I J

K L M N O 

Fig. 5. Spatial pattern and variability of convection in a cluster of coexisting stable states. (A to E) Maps of the 100- year average MLd in the nA for the cluster of five 
coexisting vigorous circulation states at the same forcing value (corresponding to the states shown in Fig. 3d). (F to J) temporal Sd of the MLd in consecutive winters 
obtained from 100 years of simulation. (K to N) difference in the 100- year mean MLd with respect to the state On- 1 of panel (A). (O) Short time series segments of the 
equilibrium simulations, highlighting the differences in overturning variability. the same color code is used as in (A) to (e) and in Fig. 3.
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residual NA convection (fig. S9, G to I), and some branches of par-
tially collapsed states, which feature different patterns compared to 
coexisting, vigorous branches (fig. S10, A, B, D, and E).

The strength of vertical mixing in individual grid cells varies over 
time. The MLD shows considerable temporal variability that can be 
as large or larger than the differences in mean MLD between coex-
isting states (Fig. 5, F to J). Usually, the large- scale convective pat-
tern, i.e., the collection of grid cells that show deep mixing each 
winter, stays stationary over time. But there are states where a hand-
ful of neighboring grid cells oscillate between convective and non-
convective winter conditions. For instance, the two coexisting states 
shown in Fig. 5 (A and B) show decadal oscillations in cells south of 
Greenland and in the Nordic Seas (figs. S11 and S12). Both states 
feature the exact same collection of cells that either participate in the 
oscillation or that are permanently convecting. As a result, the two 
states differ only in the period and amplitude of this oscillation and 
in the average mixing depth of cells.

It is worth noting that the strength of NA MLD variability may 
not be directly reflected in the AMOC variability. The variability in 
MLD of states ON- 1 and ON- 2 (Fig. 5, A and B) is roughly the same, 
but state ON- 2 features a much larger AMOC variability (Fig. 5O). 
Similarly, states ON- 4 and ON- 5 feature a similar AMOC variability, 
but state ON- 5 has much lower MLD variability (Fig. 5, I and J). The 
AMOC variability in this cluster of states can also show different 
dominant frequencies (fig. S13). Coexisting states that are very close 
in mean AMOC strength (0.1 to 0.2 Sv) can differ substantially in 
their temporal AMOC variability and dominant periods (fig. S14) 
despite featuring near- identical convection patterns in the NA 
(fig. S8) and elsewhere. As a result, we cannot directly link all ITPs 
with qualitative and abrupt changes of the convective pattern. But 
from the above analysis, it is clear that due to the spatially distrib-
uted differences in MLD of the equilibrium states of different 
branches and due to the notable differences in AMOC variability 
and spectrum, at least some ITPs manifest themselves as abrupt re-
organizations in the spatiotemporal pattern.

To test whether the previous findings are robust or a spurious 
effect due to the chosen resolution, we performed simulations with 
a doubled horizontal grid resolution, which again show ITPs before 
the AMOC collapse (fig. S15). While a direct confirmation of multi-
stability similar to the lower resolution case has not been attempted 
due to high computational cost, the results suggest that, also in the 
higher- resolution model, there are coexisting states with subtly dif-
ferent AMOC strength but qualitatively different variability. Branch-
ing off multimillennial equilibrium simulations before and after 
ITPs reveals spatially distributed changes in MLD (fig.  S16) and 
shows that at least one ITP can be associated with a qualitative 
change in the convective pattern [cessation of Nordic Sea convec-
tion in fig. S16 (B and D)].

For both model resolutions, it appears that some but not all coex-
isting states are associated with different spatial convection patterns. 
We next test more explicitly whether the ITPs are due to asymmetric 
boundary conditions and bathymetry in the NA. To this end, we 
perform simulations with three alternative model configurations 
where the NA bathymetry and different boundary conditions are 
made zonally symmetric (see Materials and Methods and fig. S17). 
These all feature ITPs as in the fully heterogeneous case (fig. S18). 
The circulation and convective activity remain zonally asymmetric, 
and some ITPs (but not all) can be associated with qualitative 
changes in the convective pattern (fig.  S18), where the main 

convective region quickly expands or migrates east- /westwards. The 
presence of ITPs and the underlying multistability thus seems not a 
consequence of heterogeneity in NA bathymetry and boundary 
conditions. Using more idealized, zonally symmetric model topog-
raphy, future studies should investigate how heterogeneity outside 
of the NA, such as in the Southern Ocean, influences AMOC multi-
stability.

Transient dynamics
We now investigate in more detail how the transient dynamics dur-
ing a linear parameter shift with nonnegligible rate of change relate 
to the underlying stability landscape in the reference model setup. 
After initialization with a 10 ka equilibrium simulation at F = 
0.184 Sv, we perform an ensemble of experiments where the fresh-
water forcing is ramped linearly from F = 0.184 Sv to F = 0.407 Sv at 
different rates of change (fig. S19). Figure 6 (A to C) shows three 
trajectories at increasing ramping speeds plotted on top of the bifur-
cation diagram of Fig.  3A. We see that faster ramping leads to a 
weaker AMOC at a given parameter value. This may appear coun-
terintuitive: Since the equilibrium AMOC strength decreases with 
increasing freshwater forcing, one might expect the faster ramping 
trajectories to show a stronger instantaneous AMOC (lagging be-
hind), thus with the trajectory curve above the equilibrium curve 
and not below as observed.

There is a similar sequence of ITPs for all but the fastest param-
eter shifts, where the time- dependent driving is very strong and the 
system is furthest away from its steady state properties (fig.  S19). 
However, depending on the forcing rate, the AMOC variability after 
some ITPs is qualitatively different (Fig. 6, A to C, and fig. S20). Fur-
ther, the ITPs occur at different forcing values. This is easily seen in 
Fig. 6 (A to C), where we marked the onset of the two sharpest ITPs 
(red and blue dashed lines). The parameter values where these occur 
are shown in Fig. 6D as a function of the rate. The value increases 
monotonically with decreasing forcing rate and slowly approaches 
the approximate critical value found in the equilibrium analysis 
(shaded bands in Fig. 6D).

Such tipping before the critical value that depends on the rate of 
change of the control parameter is referred to as rate- induced tip-
ping (56). Here, a slow rate of change below a critical rate does not 
lead to a tipping before the bifurcation point. This means that the 
curves in Fig. 6D should collapse onto the shaded bands for values 
smaller than the critical rate. In our simulation, we cannot identify a 
critical rate, and it seems that the ITPs always occur before the criti-
cal value, also for very small rates of change where the correspond-
ing state at higher AMOC strength is stable, and the tipping is not a 
transient effect (fig. S21). It may be that a critical value exists at even 
smaller rates, which we cannot test due to the computational con-
straints. Alternatively, this may be rate- induced tipping without a 
critical rate, as observed in simpler models of the AMOC (26, 57). In 
(26), this was due to a nonsmooth fold, whereby the basin boundary 
quickly comes very close to the moving attractor as the bifurcation 
is approached. This makes it impossible for the system to track the 
moving attractor, even for very small rates of change. In our multi-
stable ocean model, a similar situation may arise when multiple ba-
sins of attraction are tightly folded.

An additional transient effect is apparent from our simulations. 
For all but the slowest ramping speeds, the tipping to a state with 
stronger AMOC actually appears at a parameter value lower than 
the value where the corresponding branch of stable states begins to 
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exist. For the branch associated with the first ITP, this value is shown 
by the green line in Fig. 6 (A and D). Either an additional coexisting 
attractor at higher AMOC strength has been missed, or the tipping 
is only transient. To investigate this, we start equilibrium simula-
tions from the transient runs at a fixed forcing value, at which the 
simulations with fast ramping have already displayed an abrupt 
AMOC strengthening, but the slower ones have not (dotted line in 
Fig. 6D). At first, the faster simulations seem to converge to a stron-
ger AMOC state (Fig. 7A and fig. S22). But eventually there is an 
abrupt transition back to a weaker AMOC state, which is identical 
to the one observed after slower ramping (Fig. 7B) and in the equi-
librium analysis (gray trajectory). The trajectory with the fastest 
ramping shows an additional transient regime (Fig. 7C). This tran-
sient tipping could be understood as rate- induced tipping in an ex-
citable system (58). Since in our case there is also an underlying 
multistability, we speculate that it could also be related to the attrac-
tion by the stable manifold of a saddle or to a ghost of the nearby 
branch of attractors (59). This remains difficult to test in a model of 
this complexity. Similar attractions to saddles are known in rate- 
induced tipping as maximum canard trajectories (60), but these are 
normally only expected for a narrow range of rates of change close 
to the critical rate.

When instead starting constant- forcing simulations at a larger 
parameter value in the multistable regime, where some ensemble 
members have exhibited the second ITP discussed in Fig. 6, we find 
convergence to different attractors (Fig.  7D and fig.  S23). Thus, 

different regions in phase space corresponding to different basins of 
attraction are visited, depending on the rate of parameter change 
during the traverse of the multistable regime. This leads to the rate- 
dependent differences in variability before the AMOC collapse dis-
cussed above.

Early- warning signals
One avenue for predicting an AMOC collapse is to use simulations 
with an ESM of high complexity to directly estimate the levels of 
freshwater forcing, global warming, or greenhouse gas concentra-
tions at which a collapse occurs. Because of lack of processes and 
scales, the model used in our study is arguably not detailed enough 
for this task. The freshwater forcing at which the AMOC collapse 
occurs, as well as the number of ITPs observed before the collapse, 
depend sensitively on the model details. In a slightly changed model 
setup, where the relaxation time of the surface salinity to the forcing 
climatology is 5 instead of 2 years, we again see sharp ITPs but in 
a sequence that is qualitatively different to what is obtained with 
2-year relaxation timescale (fig. S24).

Another avenue for TP prediction is to observe generic EWS 
from time series as an indication that a TP is near. Our model is suit-
able for testing the applicability of such EWS for an AMOC collapse 
in a high- dimensional model system and in the presence of ITPs. 
EWS might be observable before each ITP, since each corresponds 
to a loss of stability of an attractor. But because of the a priori un-
known number of ITPs before the AMOC collapse, it may not be 

A

B

C

D

Fig. 6. Rate- dependence of intermediate tipping events. (A to C) transient simulations (black trajectories) with a linear forcing increase at different rates (A) 0.007 Sv/
ka, (B) 0.037 ka, and (c) 0.074 Sv/ka, superimposed on the upper portion of the bifurcation diagram of Fig. 3. the colored symbols are the branches of attractors that are 
visited by all transient trajectories, as has been determined by stopping the parameter shifts at several values. Other branches of attractors are given in gray or omitted. 
note, however, that for F > 0.3 Sv, the basins of attractions of additional branches may be visited temporarily, depending on the rate (fig. S20). dashed vertical lines indi-
cate the forcing values at which the two most prominent intermediate itP occur. the thick red (blue) vertical line indicates the forcing value where the red (light green) 
branch loses stability. the green vertical line indicates the lowest forcing value where the light green branch exists. (D) Forcing values where the two prominent itPs 
[marked in (A) to (c)] occur, as a function of the forcing rate of change during the linear parameter shift.
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possible to distinguish EWS before an arbitrary ITP from EWS be-
fore the AMOC collapse. EWS only measures changes in the local 
properties of the underlying dynamical system and thus cannot tell 
whether the impending qualitative shift is a complete collapse or 
just a minor reorganization of the spatiotemporal climate pattern.

A difficulty of actually observing EWS before any ITP is evident 
from the simulations with transient freshwater increase presented in 
the previous section. Because of rate- induced tipping, the ITPs do 
not necessarily occur at the parameter values where the correspond-
ing attractors lose stability. In this case, prediction via critical slow-
ing down is not possible in general (26). As an additional limitation 
to predictability, the critical rate beyond which a rate- induced tip-
ping occurs can be fuzzy in chaotic systems (61, 62). It is unknown 
how prevalent rate- dependent tipping is in multistable systems. But 
it seems plausible that the larger the number of coexisting and po-
tentially folded basins of attraction, the harder it may be for a trajec-
tory to stay exclusively in its current basin under a parameter shift, 
which is a condition for the nonexistence of rate- induced tipping.

Assuming EWS are consistently observed before ITPs, a continu-
ous monitoring of the system during increasing freshwater forcing 
would lead to a jumpy behavior of EWS indicators, which repeat-
edly increase toward an ITP but then settle to a lower level as a dif-
ferent branch of attractors is reached. In addition, there may be 
nonmonotonic EWS trends between ITPs. Each branch of attractors 
loses stability in two ITPs, one for decreasing and one for increasing 
freshwater forcing. Thus, any universal EWS should increase toward 
either end of the branch while being minimal at some mid- branch 
point. For each entire branch, the EWS should then be a u- shaped 
function of the control parameter (Fig.  8, A and B). During a 

monotonic parameter shift, the system can enter a given branch at a 
forcing value before or after the EWS minimum. In the former case, 
there is an initial decrease of EWS before the increase associated 
with the next ITP (red trajectories).

We next analyze the temporal variability of observables in our 
simulations of the equilibrium states along the control parameter, to 
investigate how an ideal EWS indicator may behave in the quasi- 
stationary limit of a slow, monotonic forcing increase. We consider 
the sequence of attractor branches that would most likely be tra-
versed during such a freshwater increase. The variance of the AMOC 
strength is chosen as EWS, since increased variance is a common 
EWS that may also be useful in some cases with oscillatory dynam-
ics, such as Hopf bifurcations (63) and bifurcations of periodically 
driven systems (64). Figure 8 (C and D) shows jumps in variance at 
ITPs, and in some cases, nonmonotonic trends between ITPs. But 
u- shaped curves concerning the entire branches are not found. Most 
branches see decreasing variance, but this is not a robust feature 
since the direction of trends depend strongly on the observable used 
(compare Fig. 8, C and D, and fig. S25). The applicability of critical 
slowing down indicators (such as variance) in our model is thus not 
clear. The spectral changes of the AMOC strength leading up to the 
collapse do not indicate critical slowing down (fig. S3). Since usual 
EWS are not well suited for complex models featuring deterministic 
chaotic, as well as quasi- periodic dynamics, future studies should 
evaluate other statistics more suited for more complex, chaotic dy-
namics (65, 66).

DISCUSSION
Our results show that in a global ocean model, an eventual collapse 
of the AMOC due to increased meltwater discharge is preceded by 
ITPs. These events are abrupt changes in the mean state and vari-
ability of the AMOC in response to slow and gradual meltwater in-
crease. Occurring already far from the full AMOC collapse, they 
could be relevant in the context of global warming by impacting 
regional climates and other modes of climate variability. From a dy-
namical systems perspective, ITPs are identical to what is common-
ly understood as a TP, i.e., the loss of stability of a branch of attractors 
and the subsequent transition to another coexisting attractor. By 
performing extensive equilibrium simulations, we showed that there 
is a large number of such attractors branches, i.e., a multitude of 
vigorous, collapsed and partially collapsed stable states of the circu-
lation that coexist for a given strength of freshwater forcing. The 
resulting rugged stability landscape features up to nine coexisting 
stable states and appears to be organized hierarchically since the at-
tractors seem to come in clusters at different scales. As a result, there 
may even be many more coexisting states on smaller scales of the 
observables and control parameter.

Our findings are consistent with previous studies that identified 
two to three coexisting vigorous AMOC states in ocean models and 
associated these with distinct spatial patterns of NA convection (35–
39, 41). We find coexisting states that have clearly different convec-
tive pattern. This may be understood as a spatially fragmented 
tipping of individual convection regions resulting from an underly-
ing spatial heterogeneity, as has been proposed recently (34). On the 
other hand, we uncover a large number of additional coexisting at-
tractors that feature slightly different mean AMOC strength but 
near- identical NA convection patterns. Such states can also differ 
substantially in their temporal variability. By making the NA 

A B

C D

Fig. 7. Transient tipping for moderately fast changes in freshwater forcing. 
(A to C) time series of simulations branched off at constant forcing value F = 0.296 Sv 
(dashed line in Fig. 6d) from the ensemble of linear ramping experiments (see the 
main text). the simulations are branched off from ensemble members with ramp-
ing rates from (A) 0.037 to 0.111 Sv/ka, (B) 0.022 to 0.032 Sv/ka, and (c) 0.223 Sv/ka. 
the gray trajectory is the equilibrium simulation at the corresponding forcing val-
ue (red branch in Fig.  3). (D) two constant- forcing simulations at F = 0.307  Sv 
branched off from the linear ramping experiments, where this forcing value was 
reached with the different forcing rates of 0.055 Sv/ka (black) and 0.037 Sv/ka (red).
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bathymetry and surface forcings zonally symmetric, we showed that 
gradually increasing freshwater forcing still induces not only abrupt 
transitions to different spatiotemporal patterns but also abrupt, sub-
tle changes in AMOC strength and temporal variability without 
changes in convective patterns.

Extremely close- by coexisting states may be suspected an artifact 
of the model discretization and convective parameterizations, which 
may yield bistability between convective and nonconvective states at 
individual grid cells and thus a multitude of subtly different stable 
circulation patterns (35, 67–69). We cannot fully exclude this, as we 
lack a simplified model version with analytical solution (69) and as 
the construction of the entire stability landscape of alternative mod-
el versions with different convective parameterizations is beyond 
the scope of the paper. Our model uses a smooth variant of convec-
tive adjustment (see Materials and Methods and the code in the sec-
tion S1), which is expected to be less prone to spurious equilibria 
(68, 69). Further, our simulations strongly suggest differences in the 
dynamics beyond the grid cell level. We found coexisting pairs of 
states where there is no qualitative difference in convective activity 
on the grid cell level (figs. S11 and S12), i.e., there is no grid cell that 
is permanently convecting in one state but permanently noncon-
vecting in the other state. These states feature patches of neighbor-
ing grid cells that oscillate between convective and nonconvective 
conditions at a decadal timescale. In general, there are marked 
quantitative differences in mean MLD of states that are very close- 
by in AMOC strength. These are typically distributed over the whole 
domain. Further, the differences are not static since there is a large 
internal temporal variability of MLD and AMOC strength. Ampli-
tude and spectrum of this variability differ substantially for coexist-
ing states.

It should be tested whether close- by states persist at increased 
grid resolution. We have not demonstrated this explicitly due to 
computational constraints, but the existence of ITPs in our experi-
ments with a doubled horizontal grid resolution at least suggests 
that multistability persists. Studies with idealized models have sug-
gested that an increase in vertical resolution leads to an increasing 
number of coexisting states with decreasing separation between 
them (68, 69), whereby the multistability may presumably disappear 
in the continuum limit. While, because of the limited number of 
simulations with the higher resolution model, we can neither con-
firm nor refute this, our transient AMOC collapse simulation 
(fig. S15) does at least not suggest that the ITPs become more nu-
merous. Since the setup with nominal resolution already has ex-
tremely close- by states, we cannot assess whether states are even 
more close- by in the setup with doubled resolution.

Our usage of an ocean- only model excludes the possibility of the 
atmospheric temperature, precipitation, and wind fields to react to 
the freshwater- induced oceanic changes. Because of stabilizing/
negative atmosphere- ocean feedbacks via a response of the atmo-
spheric temperature field to the initial freshwater input, the AMOC 
weakening could be reduced, and thus, a potential collapse may oc-
cur only at even larger forcing (70, 71). Similarly, a decrease in NA 
precipitation in response to an AMOC collapse could in turn 
strengthen the AMOC via an increase in NA salinity leading to 
denser surface waters and increased convective activity. Changes in 
wind fields are also important to the AMOC response to freshwater 
forcing, which can only be captured adequately when including a 
high- resolution atmospheric model (71). It remains uncertain how 
the combination of different atmospheric feedbacks influences a 
freshwater- induced AMOC decline. Positive atmospheric feedbacks 

A C

B D

Fig. 8. Changes in variability along the attractor branches leading up to the collapse of the overturning circulation. (A and B) conceptual behavior of an ideal eWS 
indicator (A) in a sequence of two attractor branches (B) and corresponding itPs. in a given branch, the eWS increases at the two itPs (vertical dashed lines) for low and 
high forcing, yielding a u- shaped function [black curves in (A)]. A monotonic forcing increase across itPs (red trajectories) can thus lead to nonmonotonic trends, as well 
as jumps in the eWS. (C and D) corresponding behavior of the variance as eWS in our model simulations. (c) Sd as a function of freshwater forcing, calculated from the 
last 1500 years of all equilibrium simulations comprising the sequence of branches and states that is obtained when following the bifurcation diagram (Fig. 3A) from the 
top left until the last vigorous state at around F = 0.36 Sv. the color coding is as in Fig. 3A, and the mean overturning strength is shown in (d). Filled symbols are the parts 
of the branches that are actually visited during a monotonic freshwater increase. the open symbols are the other parts of the branches that are reached when instead 
decreasing the freshwater forcing.
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have also been found when comparing the AMOC response in cou-
pled climate models to ocean- only models (72). Regarding the spe-
cific context of our study, it is not clear whether atmospheric 
feedbacks promote or prevent ITPs and high multistability. Negative 
feedbacks may remove some instabilities responsible for ITPs. On 
the other hand, further nonlinear atmospheric processes could en-
able additional spatiotemporal shifts in different climate subsys-
tems, which could mean that ITPs become even more widespread.

While at present we cannot identify all mechanisms of multista-
bility in our model or prove that it is a robust feature, signatures of 
ITPs of the AMOC have been seen before in ocean- only models (73) 
and in many of the models of an intercomparison study of the 
AMOC hysteresis in intermediate complexity climate models (74). 
The multistability in our model is also consistent with recent studies 
showcasing complicated stability landscapes of the Earth system 
(42, 43) or complex ecosystems (33). The potentially hierarchical or-
ganization of the stability diagram in Fig. 3A is in agreement with 
the recently proposed multiscale multistability of the climate (44) 
and reminiscent of the self- similar bifurcation structure of recur-
ring periodic windows at smaller and smaller scales in low- 
dimensional chaotic systems (75). It remains to be shown in future 
studies whether coupling to atmospheric variability will preserve 
the fine structure of the oceanic multistability. While it is possible 
that some of the very close- by attractors will not remain distinct 
states in the presence of atmospheric fluctuations, some previous 

modeling studies with dynamical atmospheric components did 
show high multistability (42, 43) or signatures consistent with 
ITPs (74).

The rugged stability landscape implied by our simulations is il-
lustrated schematically in Fig. 9. In such a landscape, small differ-
ences in the temporal variation of the control parameter could yield 
qualitatively different outcomes. This means, for instance, that safe 
limits for a temporary overshoot of the TP may be hard to define. 
Because multiple collapsed AMOC branches connect back to the 
vigorous regime (Fig. 3A), initial conditions and forcing trajectory 
could determine sensitively whether the AMOC can be recovered. 
Even a successful recovery after a reversal of the control parameter 
may lead to a different attractor than before the overshoot. This was 
seen in the hysteresis experiment, where a different equilibrium 
state was reached at a given control parameter after the decreasing 
parameter sweep (fig. S4).

The presence of high multistability adds another layer of fuzzi-
ness to the prediction of a TP, in addition to the indeterminacy of 
tipping for individual, rate- dependent TPs under chaotic dynamics 
(61, 62). In a smooth landscape, impending transitions may be pre-
dicted by EWS if there is no early, rate- induced tipping (Fig. 9A). In 
a rugged landscape, however, predicting the eventual collapse is 
hard, since the sequence of impending ITPs may depend on initial 
conditions and the rate of the parameter shift. Depending on the 
rate of change, different basins of attraction are visited between 

A B

Fig. 9. Contrasting stability landscapes and tipping trajectories of bistable versus highly multistable systems. (A) Bistable stability landscape (top) superimposed 
on our previously published simulations of a collapse of the overturning circulation (61). For slow rates of forcing increase, the system’s trajectory (red) closely follows the 
stable equilibrium states (valleys in the landscape above, colored symbols below), until a tP is reached, which may be preceded by eWS. For fast forcing (green trajectory) 
rate- induced tipping can occur before the tP, where the system is not able to follow its equilibrium (61). (B) Rugged stability landscape heuristically derived from the 
simulations presented here. Up to nine stable states coexist in different regimes and disappear in intermediate tPs (green stars). this makes tipping more gradual, yet 
stepwise, dependent on initial conditions and the task of early warning highly nontrivial.
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ITPs. The resulting variety of different changes in variability that can 
precede the eventual AMOC collapse complicates the design of uni-
versal EWS. From the observation of EWS alone, it is difficult to 
know how large the impending regime shift will be, since EWS only 
reflect changes in the local properties of the dynamical system. If 
they can be predicted—which may be hard since they occur before 
the parameter values where the corresponding attractors lose stabil-
ity—ITPs may thus be mistaken for a complete AMOC collapse.

In summary, our simulations demonstrate an abundance of 
abrupt changes in spatiotemporal variability that can occur consid-
erably before an AMOC collapse and suggest a high degree of mul-
tistability of the ocean circulation. Verifying this in models of even 
higher dimensionality and complexity is computationally challeng-
ing. A complimentary approach may be detailed analyses of past 
AMOC transitions in climate proxy records. Many Dansgaard- 
Oeschger cycles during the last glacial period, which are likely due 
to tipping between a collapsed and vigorous AMOC state, show 
abrupt, small- amplitude warming events before an abrupt NA cool-
ing (i.e., an AMOC collapse) (76). These so- called rebound events 
may be related to the ITPs reported here.

MATERIALS AND METHODS
Ocean model
The simulations are done with Veros, a direct translation of the For-
tran backend of the ocean model PyOM2 (77) into Python/JAX (78, 
79). As primitive equation finite- difference global ocean model, it 
has the same dynamical core and mixing physics as other z- level 
ocean models like MITgcm or the CESM ocean model POP, but it is 
able to exploit GPU architectures and the ever expanding public Py-
thon libraries. Mesoscale turbulence is represented using the Redi 
(80) and Gent- McWilliams (81) parameterization for isopycnal and 
thickness diffusion (diffusivity of 1000 m2/s). We use the second- 
order turbulence closure of Gaspar et al. (82) to account for diapyc-
nal mixing. Here, a background diffusivity of 10 −5 m2/s is used, and 
static instabilities are removed by a gradual increase of the vertical 
diffusivity as the instability is approached. This corresponds to a 
smoothed variant of convective adjustment. The particular imple-
mentation in the Veros model is given in section S1, and the result-
ing temporal evolution of the vertical diffusivity is shown in fig. S26 
for an example simulation at some of the most convectively active 
grid cells.

The heat exchange boundary condition is expressed by a first- 
order Taylor expansion of the heat flux as a function of the anomaly 
of the modeled surface temperature with respect to a fixed surface 
temperature climatology (83). For this, we use ERA- 40 climatologies 
(84) of surface temperature and heat flux, as well as a climatology of 
the derivative of the heat flux with respect to changes in surface 
ocean temperature. The latter is derived from ERA- 40 following 
Barnier et al. (85) and has a global yearly average 30.26 WK−1m−2. 
Wind stress forcing is also taken from the ERA- 40 reanalysis data. 
Freshwater exchanges with the atmosphere are modeled by bound-
ary conditions under which the sea surface salinity is relaxed toward 
a present- day ERA- 40 climatological field within a given relaxation 
timescale. By choosing a long timescale of 2 years, oceanic salinity 
anomalies are less efficiently damped by the atmospheric forcing 
compared to temperature anomalies. This enables the positive salt 
advection feedback, which can lead to AMOC multistability and 
tipping.

The bathymetry is obtained by smoothing the ETOPO1 global 
relief model (86) with a Gaussian filter to match the grid resolution. 
The model domain ends at 80°N and thereby does not feature an 
Arctic connection of ocean basins. The horizontal grid contains 90 
longitudinal and 40 latitudinal cells, where the latitudinal resolution 
increases from 5.3° at the poles to 2.1° at the Equator, as well as 40 
vertical layers, which increase in thickness from 23 m at the surface 
to 274 m at the bottom. To test the robustness of our results, we also 
performed simulations where the horizontal grid resolution is 
doubled.

Two previous studies investigated AMOC tipping in this ocean 
model, and further model details can be found therein (61, 87). The 
latter study investigated tipping of the AMOC induced by volcanic 
cooling and features the exact same model configuration as used 
here. The former study considered rate- induced tipping of the 
AMOC in a slightly different model setup.

Hysteresis experiment
To perform a hysteresis experiment, a uniform freshwater forcing is 
introduced in the NA around Greenland (see fig. S27), which acts as 
the control parameter to induce an AMOC collapse. The model is 
initialized at the end of a 8000- year control run without freshwater 
forcing. Thereafter, a step- wise hysteresis experiment is performed. 
Here, the freshwater forcing is increased linearly by a value δF = 
0.0043 Sv over a period of 200 years, after which it is held constant 
for 100 years. Thereafter, the next linear 200- year forcing increase by 
δF and subsequent 100- year relaxation follows. This procedure is 
continued until F = 0.429 Sv, after which the AMOC has fully col-
lapsed. From the collapsed state, the forcing is reduced back to zero 
in the same step- wise manner.

Continuation of attractor branches
From the hysteresis experiment, we start equilibrium simulations at 
various constant forcing values to evaluate whether the hysteresis 
reflects true multistability or merely transient dynamics. To this end, 
initial conditions are taken both from the increasing and decreasing 
parameter sweep of the hysteresis experiment. The several primary 
branch points for the equilibrium simulations are shown in 
Fig. 1A. They were chosen to correspond to forcing values just below 
and above those where a rapid change in AMOC state or variability 
was observed. After equilibration at each branch point, continuation 
experiments are performed as follows.

From each branch point, two new simulations are started where 
the freshwater forcing is changed instantaneously by a very small 
positive or negative increment, respectively. Again, the forcing is 
held constant until the model has equilibrated, i.e., until the dynam-
ics of relevant observables appear stationary. Here, we require the 
AMOC strength to display no notable trend for at least 2000 years. 
Besides the AMOC strength, as observables, we also evaluate the 
temporal evolution of surface and subsurface temperatures, salini-
ties, and densities in different parts of the Atlantic. The integration 
is done for at least 3000 years but mostly substantially longer. Lon-
ger simulation times are used either because the dynamics could 
not be deemed stationary after 3000 years, to assure long- term sta-
bility of the corresponding branch of attractors, or to better distin-
guish close- by states. From the two simulations with negative and 
positive forcing increments, we start new simulations with another 
increment in the same direction to continue the branch of attrac-
tors along the control parameter in both directions. For practical 
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reasons, in many cases, the new runs at altered forcing from a given 
simulation have been started somewhat before the simulation has 
fully equilibrated. While this still produces valid equilibrium simu-
lations at the desired control parameter values, there is a slight risk 
of a premature escape from the current branch by a transition to a 
different basin of attraction due to rate- induced tipping. Continua-
tion of a given branch is terminated when a qualitative shift to an-
other, known branch of attractors, or to a previously unidentified 
state is observed. In the latter case, a new continuation experiment 
is started as above. Example timeseries obtained with this continua-
tion method are given in fig. S28. We extend all branches in both 
directions by increasing and decreasing the control parameter until 
they are connected on either side with other known branches. At 
this stage, the continuation procedure cannot yield any new attrac-
tors. The method produced 280 distinct equilibrium simulations 
with a total simulation time of 1.96 million years and an average 
simulation time of 7,005 years. About 50% of the simulations were 
longer than 5300 years and 28% longer than 10,000 years. In addi-
tion, 119 simulations with perturbed initial conditions were per-
formed, as explained in the following section.

As stability of an attractor branch is lost after a parameter incre-
ment, we sometimes find long, gradual trends and transient chang-
es of variability before a new branch is reached [see fig. S29 (A to F) 
for the most notable instances]. In this case, we simply increase the 
simulation time and integrate until the dynamics appears station-
ary and, if applicable, coincides with simulations on another 
branch. There were, however, a few cases of very long transients 
where we cannot establish with confidence what the stationary dy-
namics is (fig.  S29, G to I). As a result of these transients, some 
branches may in reality lose stability earlier or later than deter-
mined by our finite- time equilibrium simulations. The long average 
simulation times and the investigation of many branches with 
many realizations each makes it unlikely that entire branches are 
only of transient nature. Nevertheless, the fact that long transients 
are possible makes it hard to prove that very close- by states are 
truly separate attractors and to identify with full certainty at what 
parameter values branches merge. In many cases, very long simula-
tions of up to 25 ka were performed to ensure that the attractors do 
not slowly merge over time (e.g., fig. S30). But this could not be 
done exhaustively, and from the ensemble simulations with per-
turbed initial conditions (see the next section), we found further 
candidates for distinct branches of close- by attractors. Because of 
computational time constraints, not all trajectories were integrated 
long enough to establish this. Thus, the close- by branches that have 
been continued and are shown in Fig. 3A (inset) may be interpret-
ed as a representative sample of a cluster of close- by, potentially 
only marginally stable states.

Perturbed initial condition ensembles
The equilibrium simulations that were started from the hysteresis 
simulation and continued along the control parameter ultimately 
stem from a small set of initial conditions. The continuation method 
only yields one initial condition per parameter value on each branch. 
To test whether a substantial number of branches may have been 
missed, and to show that the branches obtained during the continu-
ation experiments are indeed attracting, we generate ensembles of 
additional initial conditions at a few specific values of the control 
parameter. For the values F = 0.339 Sv, F = 0.343 Sv, F = 0.347 Sv, F = 
0.351  Sv, and F = 0.356  Sv within the multistable regime, we 

perform linear interpolations in between pairs of states on the vigor-
ous and collapsed AMOC branches. The states were simply chosen 
as the snapshot at the last time step of the equilibrium simulations 
and thus correspond to arbitrary samples from the attractor.

Then, 32 equally spaced initial conditions are chosen, which lie 
on a straight line in phase space, defined by the linear interpola-
tion of these states. Each initial condition is integrated for at least 
2500 years or until the dynamics were deemed stationary. The 
trajectories converged mostly to the attractors known from the 
continuation experiments, but in a few cases, new branches were 
discovered and subsequently continued in parameter space. This en-
semble consisted of 216 simulations, with a total simulation time of 
792,000 years. Together with the continuation method, this yields a 
total simulation time of 2.75 million years.

Model experiments with zonally symmetric NA
To investigate the role of heterogeneity in the NA in generating the 
observed multistability, we consider three configurations with dif-
ferent degrees of symmetry in boundary conditions. In the first con-
figuration, only the topography and bathymetry are altered. This is 
done by removing Greenland and Iceland, as well as filling in the 
Arctic sea and choosing straight meridional boundaries down to 
45°N at 300°E and to 36°N at 356°E. A uniform depth of 4000 m is 
chosen, although the implementation of shelves in the model leads 
to depths of around 1500 m along the outer perimeter of the do-
main. In the second configuration, also the temperature and salinity 
forcing is made zonally symmetric, by zonal averaging in the 
NA. Last, in the third configuration, also the horizontal wind stress 
fields are made zonally symmetric. Maps of the symmetrized ba-
thymetry and forcing fields are shown in fig. S14. It is computation-
ally prohibitive to construct the entire stability diagram for each 
case. Thus, we only perform one long transient simulation for each 
configuration, where the freshwater forcing is linearly ramped up 
very slowly until the AMOC collapses. This is sufficient to show 
whether ITPs occur. These simulations, started after 10 ka of spinup 
at present- day forcing, are shown in fig. S18.

Supplementary Materials
This PDF file includes:
Section S1
Figs. S1 to S30
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