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ABSTRACT Social media has revolutionized the way individuals connect and share information globally.
However, the rise of these platforms has led to the proliferation of cyber-hate, which is a significant concern
that has garnered attention from researchers. To combat this issue, various solutions have been proposed,
utilizing Machine learning and Deep learning techniques such as Naive Bayes, Logistic Regression,
Convolutional Neural Networks, and Recurrent Neural Networks. These methods rely on a mathematical
approach to distinguish one class from another. However, when dealing with sentiment-oriented data,
a more ‘‘critical thinking’’ perspective is needed for accurate classification, as it provides a more realistic
representation of how people interpret online messages. Based on a literature review conducted to explore
efficient classification techniques, this study applied two machine learning classifiers, Multinomial Naive
Bayes and Logistic Regression, to four online hate datasets. The results of the classifiers were optimized
using bio-inspired optimization techniques such as Particle Swarm Optimization and Genetic Algorithms,
in conjunction with Fuzzy Logic, to gain a deeper understanding of the text in the datasets.

INDEX TERMS Cyberbullying, fuzzy logic, logistic regression, multinomial Naive Bayes, PSO, VADER.

I. INTRODUCTION
It was the advancement of technology and the impulse of
human communication that led to the evolution of social
media, which altered how individuals interact online. Prior to
the introduction of Information Communication Technology
(ICT), human interactions were largely confined to geograph-
ical locations; however, Online Social Networks (OSNs) have
eliminated geographical barriers [1].

It has become increasingly apparent that cyber-hate is a
widespread issue due to the pervasiveness of easy-to-use tech-
nologies. Social media platforms have emerged as a medium
for the perpetration of aggressiveness and bullying, making it
a dangerous and elusive phenomenon. The ease with which
perpetrators can commit harmful acts through the utilization
of a laptop or mobile device connected to the internet renders
young individuals highly vulnerable to online harassment.
A conventional approach to detecting cybercrime involves
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manual flagging of data [2]; however, this method has been
demonstrated to be neither ‘‘effective nor scalable’’ [2]. This
has prompted researchers to investigate the potential of uti-
lizing Machine Learning and Deep Learning techniques to
design automated systems capable of detecting and prevent-
ing cyber-hate.

Considering the vast amount of content that can be found
on OSNs related to aggressive and anti-social behaviour,
the paper proposes an Optimized Machine Learning-Based
framework to help identify online hate using fuzzy logic tech-
niques. Several different machine learning models have been
implemented, such as, Multinomial Naive Bayes and Logis-
tic Regression, in conjunction with the Bio-Inspired Opti-
mization methods, Genetic Algorithm and Particle Swarm
Optimization. The implementation of Particle swarm Opti-
mization selects the best feature selection subset that better
represents the feature selection space. The aim is to decrease
the quantity of redundant and unimportant features, thereby
enhancing the accuracy of the classification process within a
data set. Additionally, PSO improves the comprehensibility

56046

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

VOLUME 11, 2023

https://orcid.org/0000-0002-1109-8715
https://orcid.org/0000-0001-9033-794X
https://orcid.org/0000-0003-3835-1079


L. Ketsbaia et al.: Multi-Stage Machine Learning and Fuzzy Approach to Cyber-Hate Detection

of the learned model. Furthermore, Genetic Algorithm (GA)
was implemented to optimize the performance of classifiers.
The random mutation aspect of the GA provides a degree
of assurance that a wide range of solutions are evaluated.
Furthermore, the application of fuzzy rules is able to incorpo-
rate the fuzziness of positive and negative scores. The Fuzzy
Logic-based systems were applied to deal with vagueness
and ambiguity. The advantages of using the fuzzy approach
are summarized as i) It provides a desirable way to deal
with linguistic problems and ii) Deals with reasoning and
gives closer views to the exact sentiment values. The paper is
structured as follows: Section II presents related works, Sec-
tion III outlines the datasets used, Section IV provides details
relating to the framework, Sections V-VII identify the three
stages of the framework, Section VIII describes the technical
setup and environment used for conducting experiments in
the report Section, IX presents results and discussion, and
lastly Section X concludes the paper.

II. RELATED WORKS
This section presents a comprehensive examination of studies
on online hate in the field of Machine Learning and Deep
Learning-driven text categorization, along with an overview
of optimization techniques and fuzzy classification in real-
world applications.

In response to the rampant surge of cyber hate, several
nations have enacted laws targeting cyberbullying. For exam-
ple, the United Kingdom has enforced legal provisions as per
the Malicious Communications Act 1988 [3]. This statute,
upon conviction, stipulates punitive measures, which include
a prison term of up to six months and the imposition of a
financial penalty on the offender. Furthermore, if the online
activities of the offender cause fear or distress to the victim,
they could be liable for criminal charges under the Harass-
ment Act 1997. Similarly, the Canadian legal system employs
a range of preventative measures to counteract cyberbullying,
including incarceration, confiscation of electronic devices,
and compensation for the aggrieved parties. The severity of
the cyberbullying incident dictates the potential charges faced
by the perpetrators, which may include criminal harassment,
uttering threats, intimidation, public incitement of hatred, and
offence against the person and reputation [3].

In the United States, a variety of states have implemented
legal statutes that prescribe a spectrum of punitive mea-
sures, including financial sanctions and custodial sentences,
to address incidents of cyberbullying. Conversely, some states
have yet to articulate a definitive and comprehensive elu-
cidation of the legal frameworks pertaining to incidents of
cyberbullying.

In 2016, the European Commission agreed with 17 of the
world’s leading companies, such as Facebook, Microsoft,
Twitter, and YouTube, to a ‘‘Code of Conduct’’ to counter
illegal hate speech online. By 2021, LinkedIn, TikTok,
jeuxvideo.com, Dailymotion, Instagram, and Snapchat also
joined. The implementation of the Code of Conduct is
assessed through regular monitoring exercises, which are set

up in collaboration with a network of organizations located in
different EU countries. Using an agreed-upon methodology,
these organizations test how the IT companies implement the
Code [4].

In light of the limited amount of legislation throughout the
world in addressing the problem of online hate, researchers
have been motivated to develop automated systems that
would detect and manage the problem. Abundant information
on individuals and their societies was previously impossible
to acquire and analyze; however, it can now be obtained due
to the big data era we are currently living in. OSNs, such as
Facebook, Twitter and Instagram, are able to generate infor-
mation that can be used for analysis, such as, link prediction,
community, content, and social influences.

Usually, the input information to natural language pro-
cessing tasks undergoes several pre-processing phases before
being processed. Pre-processing is commonly performed in
order to reduce noise, thus improving the accuracy of the
data. However, it can also result in the loss of useful context
during the process. For example, in textual communication,
capitalization is often used as a means of indicating shout-
ing. Therefore, unintentionally converting uppercase words
to lowercase may result in a loss of context. There is a
wide range of pre-processing methods used in the literature
reviewed. However, tokenization and stemming appear to
be most prevalent, with n-grams and BoW (Bag-of-words)
commonly used as features during stemming. This is a logical
step, as by reducingwords to their stems, their frequencies are
consolidated into a single value, thereby emphasizing their
importance in the dataset. Tokenization is often employed to
break sentences and phrases into a sequence of characters
and performed to enable a document to be represented as a
function of its words.

Several studies reported that by removing repeated charac-
ters and correcting grammar and spelling, caused the quality
of the results to improve [5]. However, [6] indicated that
the use of stemming words might cause other legitimate
words to be created, resulting in the meaning of the sentence
being altered. A further argument was made that excessive
repetition of characters in words is often intended to empha-
size a point instead of being portrayed as a misspelling.
The authors suggested that interpreting such repetition as
additional emphasis is a more effective method than auto-
correction.

According to the literature review conducted, supervised
learning techniques were used in the majority of the papers
examined to detect cyberbullying, with Yin et al. [7] being
on of the earliest researcher found who employed this
technique.

The authors Yin et al. [7] examined posts and comments
from three social media websites. The researchers discovered
that harassment posts have a relatively small percentage in
a corpus, therefore the researchers hypothesized that harass-
ment posts would differ significantly from their neighbouring
posts in terms of appearance. This assumption led to k-fold
validation being implemented with SVM (Support Vector
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Machine), which identified an improvement in the classifica-
tion performance when compared with experiments without
k-fold.

An SVM classifier was trained on a gender-specific corpus
of MySpace posts by using TFIDF on profane words and
pronouns. According to their findings, gender-specific fea-
tures significantly improved cyberbullying detection results
in comparison to results obtained from a non-segregated
dataset using the same classifier. The study’s results encour-
age the incorporation of gender characteristics in the detec-
tion of online bullying. However, it is essential to note
that gender information (as well as any other information
provided by users) on social media can easily bemanipulated.
A reliable method of validating user-supplied information is
therefore crucial to any method that uses such means. [8]

In the light of this work, [9] advocated an approach that
incorporates the impact felt by the receiver in order to accu-
rately determine the severity of bullying episodes by combin-
ing content-based approaches with an approach that incorpo-
rates the impact felt by the receiver. This can be accomplished
by examining the replies or follow-up actions of a recipient
within a particular or similar environment.

Moreover, Reynolds et al. [10] used labelled data in con-
junction with machine learning to recognize bullying content.
Both a C4.5 Decision Tree learner and an instance-based
learner were able to identify the true positives with 78.5%
accuracy.

Rafiq et al. [11] added four types of features to the classi-
fiers, namely media session features, profile owner features,
comment-based features, and N-grams. After considering
the features, they employed four classifiers - Naive Bayes,
AdaBoost, Decision Tree, and Random Forest - with 10-fold
cross-validation. Their results indicated that AdaBoost pro-
duced the highest accuracy.

Current approaches to abusive content detection aim at
binary text classification based on supervised learning, with a
focus on finding the right set of features to perform the clas-
sification. Various features were investigated by supervised
machine learning methods based on the content of comments,
user profiles, user activities, and social graph structure of
comments. Experts or crowdsourcing platforms were used
to label the training data. However, these methods have the
disadvantage that their performance is highly dependent on
the quality of the training data, so they require a large amount
of labeled data for training.

Furthermore, datasets concerning online hate exhibit
imbalanced class distributions, where one class possesses
a greater number of data instances than the other (i.e., the
majority class). This is attributed to the significant class
imbalance frequently observed in real-world domains, where
the decision system is engineered to detect rare yet conse-
quential events. Consequently, Chatzakou et al. [12] posited
that Random Forest (RF) is not well-equipped to handle
imbalanced training datasets, leading to a greater bias towards
the majority classes. Nevertheless, Al-Garadi [13] proposed a

solution to this problem by conducting comprehensive exper-
iments to evaluate the performance of four selected classi-
fiers and three feature selection algorithms, namely c2test,
information gain, and Pearson Correlation, to identify the
most significant feature. To address the imbalance inherent
in the dataset, Al-Garadi employed SMOTE to augment the
samples of the minority class. The classifiers’ performance
was measured using AUC, with Random Forest with SMOTE
exhibiting the highest AUC (0.943) and f-measure (0.936).
In references [15], [16], and [17], four effective approaches
to mitigating issues associated with imbalanced datasets are
discussed, namely sampling-based approaches, cost-based
approaches, kernel-based approaches, and active learning
approaches. In certain instances, these approaches have been
effectively employed to balance online hate datasets.

One additional approach that may be employed for detect-
ing abusive content is the lexicon-based filtering method.
This technique involves the identification of abusive com-
ments based on the presence of certain words or phrases
within the text. According to Reynolds et al. [10], ‘‘bad’’
words are clear indicators of cyberbullying. A profane word
list containing 296 terms was compiled by the authors, and
they assigned a severity weight to each term. This approach
was adopted to facilitate the authors’ interest in utilizing
both the number of ‘‘bad’’ words (NUM) and the frequency
of ‘‘bad’’ words (NORM) as features for input into their
learning tool. As part of their experiment, Sood et al. [18]
tested the efficacy of the lexicon-based approach by using a
profanity list from phorum.org. In order to determine whether
a comment contains any of the words listed on phorum.org,
they developed a system which flags comments as offensive.
In addition to misspellings (which may be intentional), the
inability to adapt to evolving offensive language and the
context-specific nature of profanity are the primary factors
responsible for the poor performance of this technique.

Furthermore, as a method of dynamically extending the
vocabulary of insulting terms, Zhao et al. [19] assigned dif-
ferent weights to each term in order to obtain bullying char-
acteristics using Word2Vec.

Nahar [20] utilized sentiment features, which were pro-
duced by employing Probabilistic Latent Semantic Analysis
(PLSA), in combination with bag-of-words (BoW) features
to train a Linear SVM classifier. Their findings indicated that
the detection of cyberbullying was enhanced with the incor-
poration of sentiment features, in contrast to utilizing only
BoW features. Despite an increase in bullying attributes, the
authors did not consider word semantics, and the scalability
performance was entirely arbitrary. In a subsequent study
conducted by Nahar et al. [21], they achieved even more
favorable outcomes by substituting the bag-of-words (BoW)
feature with a weighted TFIDF scheme and employing Latent
Dirichlet Allocation (LDA).

It has been suggested by some scholars that the sole
reliance on lexical features may not effectively capture the
intricacies of cyberbullying. As per Hosseinmardi et al. [22],
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among Instagram media sessions containing explicit or
offensive material, only 30% were identified as acts of
cyberbullying. Moreover, the authors reported that despite
cyberbullying posts featuring a moderate proportion of nega-
tive terms, themost negative posts were not classified as cases
of cyberbullying by the evaluators. Instead, these negative
posts revolved around topics such as politics and sports. Thus,
it is imperative to recognize these findings when devising
approaches to identify and prevent cyberbullying.

Overall, conventional machine learning models are the
most widely used in the classification of online hate. Most
of the ML research applies supervised learning models. Sup-
port Vector Machines (SVM) and Naive Bayes (NB) have
been found to work best within text classification, while
other well-known models, such as Logistic Regression (LR),
Decision Trees (DT), k-Nearest Neighbours (kNN), and Ran-
dom Forests (RF), have also been applied. However, hybrid
semi-supervised and unsupervised models have also been
researched over the years. Researchers are turning to deep
learning(DL) algorithms to address the problem of identify-
ing abusive content and hate speech. Numerous types of DL
neural networks, including Conventional Neural Networks
(CNNs), Recurrent Neural Networks (RNNs), Gated Recur-
rent Units (GRUs), and Bidirectional Long Short-TermMem-
ory (Bi-LSTM), have been developed. Recently, DL methods
have gained significant popularity in the research community,
and they have been found to perform better than other meth-
ods ([23], [24], [25], [26], [27]). It has been demonstrated
in several studies that deep learning models, such as CNNs
employing Word2Vec, GloVe, FastText, and other embed-
dings, outperform standard machine learning models such as
SVMs, LRs, NBs, and RFs ( [27], [28]).

In order to increase the performance of machine learn-
ing classifiers, optimization techniques have been applied to
traditional ML methods. In their paper [29], the researchers
combined a PSO-based feature selection with C4.5 for sen-
timent analysis on a dataset regarding online transportation
in Indonesia. Various experiments were performed by con-
sidering different parameter settings of PSO. Their results
indicated that in terms of accuracy metric, their proposed
method significantly outperformed the performance of a sim-
ple C4.5 algorithm. The authors aimed to address the limita-
tions of the C4.5 algorithm, such as its sensitivity to irrelevant
features and its inability to handle large datasets. By using
PSO as a feature selection method, the authors aimed to
improve the accuracy of the C4.5 algorithm. However, it is
important to note that the limitations of the C4.5 algorithm
may still exist and that the use of PSO as a feature selection
method may not completely resolve these limitations.

Moreover, PSO and Genetic Algorithm, in combination
with DT classifiers, were utilized for feature selection in
a dataset that consisted of 18 attributes collected from
1275 patients [30]. According to the study, PSO combined
with DT generated a better classification result than GA com-
bined with the DT classifier [30]. Another study comparing

PSO andGAwas conducted byAl-ab andAl-taani [31]. Their
study evaluated the use of a meta-heuristic algorithm (PSO)
which merged informative scoring with semantic scoring to
create a shorter version of an original text in an Arabic doc-
ument with a Genetic Algorithm (GA) and Harmony Search
(HS). The results confirmed that the PSO algorithm achieved
a higher precision and F-score measure than the GA and HS
approach [31].

In their work ‘‘Metaheuristic Ant Lion and Moth Flame
Optimization-Based Novel Approach for Automatic Detec-
tion of Hate Speech in Online Social Networks’’ [32], the
researchers presented an optimized methodology using the
Ant Lion Optimization (ALO) algorithm and theMoth Flame
Optimization (MFO) algorithm to tackle online hate speech.
The research represented a first-of-its-kind attempt to use
optimization algorithms as solution-finding strategies for hate
speech detection. Their initial step involved basic natural lan-
guage processing procedures such as feature extraction using
the Bag of Words (BoW), Term Frequency (TF), and Docu-
ment Vector (Word2Vec). Subsequently, the performances of
the newly proposed approaches were thoroughly evaluated on
three data sets. The results were compared against eight well-
established supervised machine learning algorithms; how-
ever, ALO and MFO algorithms were found to be superior
to those of the machine learning methods.

Unconventional methods have also been applied to iden-
tify online hate. For example, Fuzzy Fingerprints were used
by [33] to identify the unique fingerprint of positive cyberbul-
lying examples in the training dataset. The F1 score achieved
by the model was then compared to the baselines for unbal-
anced datasets.

Furthermore, [34] proposed a modified fuzzy approach
with two-stage training for the classification of four types
of hate speech, specifically those based on religion, race,
disability, and sexual orientation. The proposed approach is
designed to address the challenge of text ambiguity. The fea-
tures are extracted using a combination of bag-of-words and
word embedding methods, and the correlation-based feature
subset selection method is used to select the relevant features.
The performance of the proposed fuzzy approach is com-
pared to popular methods and existing fuzzy approaches. The
results of the experiments indicate that the proposed fuzzy
approach outperforms the other methods (DT, NB, SVM,
GBT, and DNN) in most cases.

The research conducted by Vashishtha and Susan [35]
aims to evaluate the sentiment of social media posts through
the utilization of a novel set of fuzzy rules that encompass
multiple lexicons and datasets. The proposed fuzzy system
integrates Natural Language Processing techniques andWord
Sense Disambiguation using a unique unsupervised nine
fuzzy rule-based system that enables the classification of
posts into positive, negative, or neutral sentiment classes.
To assess the effectiveness of this approach, a comparative
analysis was conducted on nine publicly available Twit-
ter datasets, three sentiment lexicons, four state-of-the-art
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unsupervised Sentiment Analysis approaches, and one state-
of-the-art method for supervised machine learning. Although
it is customary to use a single lexicon for Sentiment Analysis
of Twitter data, the integration of fuzzy logic with lexicons
for sentiment classification provides a new paradigm in Senti-
ment Analysis. The study’s findings provide valuable insights
to researchers concerningwhich lexiconmay bemost suitable
for social media. The specific study of incorporating Fuzzy
Logic and Sentiment Lexicon is used as the basis of our
research.

Finally, [36] present MultiLexANFIS, an adaptive neuro-
fuzzy inference system that integrates inputs from multiple
lexicons to perform sentiment analysis on social media posts.
The system classifies tweets into two classes: neutral and non-
neutral, where the latter class encompasses both positive and
negative polarities. This classification is particularly relevant
for applications aimed at evaluating the neutrality of content
posted on social media platforms. The proposed model lever-
ages the integration of natural language processingwith fuzzy
logic to effectively handle the inherent fuzziness of natural
language. The authors proposed a novel set of 64 rules for
the neuro-fuzzy network that utilizes fuzzy features obtained
from the VADER, AFINN, and SentiWordNet lexicons to
accurately classify tweets. The proposed rules are domain
independent and can be extended to other textual data that
employs lexicons.

A table summarizing the literature can be viewed in
Table 1.

III. THE DATASETS USED
This study analyzed four publicly available datasets. All
datasets were in CSV format with a text column and a cor-
responding label column that indicated whether the text was
hateful or non-hateful.

Formspringwas the first dataset applied, whichwas created
by Kelly Reynolds and is currently available on Kaggle [10].
The text in the dataset was labeled as ‘‘cyberbullying’’ based
on whether two annotators identified the text as ‘‘cyber-
bullying’’. The resultant dataset contains 12,772 samples,
with 86 labeled as ‘‘non-cyberbullying’’. An example of this
dataset is shown in Table 2.

The second dataset utilized was created by the University
of Maryland for their paper ‘‘A Large Human-Labeled Cor-
pus for Online Harassment Research’’ [37]. The creation of
the dataset was motivated by three main objectives: first to
train machine learning models, second to recognize linguistic
features, and third to study the nature and culture of abusive
online comments.

The dataset handles not only violent harassing com-
ments but also sexually violent phrases, threats, racist, and
derogatory comments. The reason why this was done is to
provide a realistic view of how hate is portrayed online.
In order for the data to be obtained, a list of search terms
was used to download the required data using Twitter
API. The terms, phrases and hashtags that were collected
consisted of:

TABLE 1. Review of literature.

TABLE 2. Formspring dataset.

• Jews
• #fuckniggers,
• raghead,
• #WhiteLivesMatter,
• Feminist
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TABLE 3. Maryland dataset.

TABLE 4. Davidson dataset.

• ‘‘fucking BLANK’’ (the ‘‘blank’’ is filled in with a
religion or other derogatory term)

• religion of hate

As some tweets served as responses to other tweets, the
authors included the original tweet as part of their analy-
sis. The replies included a number of harassing comments
directed at the original poster, as well as others agreeing with
the harassing posts. Furthermore, the authors of the Davidson
dataset ensured that the tweets collected were among the
worst possible data, as they primarily contained racist, misog-
ynistic, violent, and homophobic comments. The purpose of
the dataset was to facilitate the understanding and evaluate
the true extent of online hatred by users. The final labelled
corpus took approximately three months to label manually,
creating a final dataset of 35,000 tweets. Table 3 illustrates the
difference between ‘‘Hate’’ Tweets and ‘‘Non-Hate’’ Tweets
in the dataset.

The dataset referred to as Davidson throughout the paper
was used in the article ‘‘Automated Hate Speech Detection
and the Problem of Offensive Language’’ [38]. Using Twit-
ter’s API, the authors searched for words and phrases in a hate
speech lexicon compiled by Hatebase.org that were identified
as online hate by internet users. In their study, 25,000 tweets
were randomly selected and categorized into three categories:
offensive, hate speech, and neither. As a result, 24,802 tweets
were labelled, of which approximately 5% were identified as
hate speech, 76% as offensive language, and the remainder
as non-offensive. Since the research focused on examining
online hate and hate speech, the dataset was altered by com-
bining the hate-speech and offensive language data into one
category. Table 4 provides an example of the tweets within
the dataset.

The final dataset used in this study is OLID [39]. It con-
sists of a collection of English tweets that have been anno-
tated in accordance with a hierarchical three-layer annotation
model. The dataset contains 14,100 tweets. The tweets were
labeled using the crowdsourcing platform Figure Eight Inc.

TABLE 5. OLID dataset.

FIGURE 1. Multi-stage hate speech detection framework.

The authors of the OLID dataset ensured the quality of the
annotation by hiring experienced annotators on the platform
and using test questions to discard annotators who did not
achieve a certain threshold. All tweets were annotated by
two people. In case of disagreement, a third annotation was
required, and ultimately, the majority vote was applied.

IV. MULTI-STAGE HATE SPEECH DETECTION
FRAMEWORK
The proposed framework is characterized by three distinct
stages. The first stage is the preprocessing, which removes
noise in the datasets. The second stage implementedMachine
learning classifiers using Bio-inspired optimization tech-
niques such as Particle Swarm Optimization and Genetic
Algorithms. The final stage applied Fuzzy Logic based on
the Machine learning confidence scores that were derived in
the second stage. The framework can be seen in Fig.1.

V. STAGE ONE OF FRAMEWORK
Stage 1 facilitates the pre-processing of all datasets, which
involves cleaning the data, and their subsequent loading into
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FIGURE 2. Negative word cloud - Formspring dataset.

FIGURE 3. Positive word cloud - Formspring dataset.

the program. The datasets are then divided and distributed
into training and testing data.

A. PRE-PROCESSING
The framework starts of by processing multiple CSV files
containing a text column and a label column. The text col-
umn will provide the online communication of individuals
whereas the label column will identify whether the data is
hate or non-hate using ‘‘1’’ for hate and ‘‘0’’ for non-hate
related data. Since the research is primarily concerned with
textual online messages, pre-processing is increasingly nec-
essary because online communication contains a significant
amount of unstructured information. With the help of pre-
processing, a cleaner dataset can be generated, resulting in
substantial improvements in the performance of the clas-
sifiers. The pre-processing techniques used include Lower-
casing, Stemming, Normalization, Contractions, Removal of
Special Characters, Tokenization, etc. Upon completion of
the preprocessing process, a word cloud is generated in order
to provide a visual representation of the text. This method
provides insight into the most prominent words in the text,
by visualizing the word frequency as a weighted list. Fig.2
and Fig.3 show an example of the negative and positive word
clouds produced for Formspring dataset.

B. FEATURE EXTRACTION
Themodule ‘Count Vectorizer’ from Scikit-learn was applied
as it assigns numbers to each word and provides its occur-
rence within a text. CountVectorizer uses a bag-of-words
approach that ignores the text structure and only extracts
information from the word counts. It will transform each
document into a vector. A vector is constructed by taking into
account the number of occurrences of each unique word in

a document. Assuming there are m documents in the corpus,
and n unique words are found, the CountVectorizer will trans-
form the text data into a m · n sparse matrix [40].

This vectorizer is used to exclude English stopwords,
namely, words such as: the, is, at, etc. It is imperative to
recognize that stop words are words that are found within
a text but have no impact on the overall meaning of the
sentence. The reason for their removal is to reduce noise as
well as the dimension of the feature set [42].

Additionally, the ‘TfidfTransformer’ module was included
to compute the Inverse Document Frequency (IDF) to enable
algorithms to read the data. TF-IDF(Term Frequency-Inverse
Document Frequency) is a combination of two individual
metrics, TF and IDF. Equation 1 identifies how the TF-IDF
score for term t in document d is calculated [42],

TF− IDF(t, d) = TF(t, d) · IDF(t) (1)

(t, d) is the term frequency (t) within a document (d). TF is
calculated using Equation 2,

TF(t, d) =
term t frequency in document d

total words in document d
(2)

IDF however is calculated by Equation 3 [42],

IDF(t) = log2
total documents

documents with term t
(3)

VI. STAGE TWO OF FRAMEWORK
This stage looks at the implementation of bio-inspired algo-
rithms with machine learning classifiers.

A. MACHINE LEARNING CLASSIFIERS
1) NAIVE BAYES
The Naive Bayes model is a supervised learning technique
and uses probability to perform classification tasks. The
Naive Bayes model is denoted by Equation 4 [43]

posterior =
(prior probability) · (likelihood)

evidence
(4)

Consider aword vectorW , whose class is given byC . In the
case of current datasets, there are two classes C = N (Non-
hate) and C = H (Hate). W is classified as the class which
has the highest posterior probability (P(Ck |W )), which can
be re-expressed as [44],

P(Ck |W ) =
p(Ck ) · p(W |Ck )

P(W )
(5)

If the ‘Class’ = Hate, the equation could be rewritten to find
the hate text from the given words [41],

P(Hate|W ) =
P(Wi|Hate) · P(Hate)
P(W1,W2, ...Wn)

(6)

NB has extensively been implemented to construct cyber-
bullying predictions and can be observed in models pro-
duced by several researchers. Naive Bayes algorithms have
the assumption that all feature variables are independent.
There are different kinds of Naive Bayes, such as Gaussian
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Naive Bayes, Multinomial Naive Bayes, and Bernoulli Naive
Bayes [45].

Multinomial Naive Bayes (MNB)would be one of the best-
known Naive Bayes classification approaches using the term
frequency to represent the document. MNB can be denoted
using Equation 7 based on the probability of document d
being in class c [46],

P(c|d) α P(c)
∏

1<k<nd

P(tk |c) (7)

P(tk |c) identifies the conditional probability that the term
tk occurs within a document of class c. P(tk |c) is interpreted
as a measure of howmuch evidence is contributed by tk that c
is the correct class. P(c) is the prior probability. In situations
where a document’s terms do not provide clear evidence
for one class versus another, the one with the higher prior
probability is chosen. [t1, t2, . . . tn] are tokens within d that
are a part of the vocabulary that was used for classification,
whereas nd is the number of such tokens in d .

2) LOGISTIC REGRESSION
Logistic Regression is a statistical method used for analyzing
datasets with one or more independent variables that deter-
mine an outcome. This classifier belongs to the family of
exponential or log-linear classifiers. The log-linear classifier
works by extracting a set of weighted features from the input
and combining them linearly. Logistic regression classifies
an observation into one of two classes, where the output is
a binary representation, i.e., 1 (Hate, Bullying, True, etc.)
or 0 (Non-Hate, False, etc.). The objective is to find the
best-fitting model to distinguish the relationship between
the dependent variables and a set of independent variables.
Logistic Regression is given in Equation 8, [47]

P(y = 1|x) =
1

1+ eβ0+β1x1+β2x2+...βnxn
(8)

where P(y = 1|x) is the probability of the outcome y being
1 when given a set of predictor variables x1, x2, x3 . . . xn.
Furthermore, β0, β1, β2, . . . , βn are the corresponding coef-
ficients estimated by the LR model.

B. PARTICLE SWARM OPTIMIZATION
As a meta-heuristic optimization method, Particle Swarm
Optimization (PSO) simulates the behaviour of flocks of
birds. The PSO approach has been described as a simple
optimization method; however, despite its simplicity, it has
been found to converge to the optimum on a wide range of
optimization problems. It is based on the assumption that
information is optimized not only by individual experience
but also by social interaction within the population [48].
Thus as individual solutions move in the search space, their
velocity is dynamically adjusted by their own experiences and
those of other particles [48].

In the original design, PSO was developed to solve prob-
lems of continuous-number search. However, feature selec-
tion, as with many other optimization problems, occurs in

discrete search spaces. A binary version of the PSO was
developed by Kennedy and Eberhart [49] to address the
optimization problems associatedwith discrete domains. This
binary version is known as BPSO. A particle’s position can
be expressed in two terms using BPSO: either ‘‘1’’ or ‘‘0’’.
‘‘If there is a particle x on d-dimensions, then its position can
be defined as [49],

x = [x1, x2, x3, . . . , xd ], where x i ∈ 0, 1 (9)

supposing that we are given a data set with d features.What
we will do is that we’re going to assign each feature as a
dimension of a particle. Hence, once we have implemented
Binary PSO and obtained the best position, we can then
interpret the binary array simply as turning a feature on and
off’’ [49].

The objective function is defined as,

f (X ) = α(1− P)+ (1− α)(1−
N f

N t ) (10)

It is the hyperparameter that decides the trade-off between
the classifier performance P, and the size of the feature
subset N f with respect to the total number of features N t .
The classifier performance can be identified as the accuracy,
F-score, precision etc.

By using a position-velocity update method, Binary Parti-
cle Swarm Optimization (binary PSO) finds the best solution
from a set of candidate solutions.

The position update is defined using Equation 11 [50],

xi(t + 1) = xi(t)+ vi(t + 1) (11)

Let xi(t) denote the position of particle i in the search space
at time step t; unless otherwise stated, t denotes discrete
time steps. The position of the particle is changed by adding
a velocity, vi(t), to the current position. Equation 12 [50]
illustrates the update rule for the velocity,

vij(t + 1) = w · vij(t)+ c1r1j(t)[yij(t)− xij(t)]

+ c2r2j(t)[yj(t)− xij(t)] (12)

i represents an individual variable within the swarm rang-
ing from 1, . . . , n (n represents the number of particles in the
swarm). Similarly, j represents a specific position within a
particle, ranging from 1, . . . ,m (m represents the dimension-
ality of each particle’s position and velocity vectors). The
variable t denotes the iteration number. vij(t) refers to the
velocity of the ith particle at position j during iteration t .
This velocity influences the particle’s movement in the search
space. The term xij(t) represents the position of the ith particle
at the position j during iteration t . The position describes the
particle’s location within the search space. c1 and c2 repre-
sent the positive acceleration constants that are used to scale
cognitive and social contributions, respectively, and r1j(t),
r2j(t) ∼ U (0, 1) represent random values within the range
[0,1], sampled from a uniform distribution [51]. According
to the parameters c1 and c2, the particle will follow one of
two directions: (1) follow its own best position or (2) follow

VOLUME 11, 2023 56053



L. Ketsbaia et al.: Multi-Stage Machine Learning and Fuzzy Approach to Cyber-Hate Detection

the swarm’s best position. Thus, this determines whether
the swarm is ‘‘explorative or exploitative’’ in nature [50].
Parameter w controls inertia for the movement of the swarm.

During the velocity update rule, particles compare their
current positions to their nearest neighbours. Based on a
distance metric, a k-dimensional tree determines the closest
neighbours. As a result, the neighbours are calculated for each
iteration. The nearest neighbours, however, can be changed
to be equal to the number of particles in the swarm in order
to produce a global-best PSO. By doing so, all particles will
be able to see each other, which will result in a global best
particle [52].

The position update rule is now decided by the following
case expression [52],

Xij(t + 1) =

{
0, if rand() ≥ S(vij(t + 1))
1, if rand() < S(vij(t + 1))

(13)

where rand() is the pseudo-random number selected from a
uniform distribution over [0.0, 1.0] [53] Function S(x) is the
sigmoid function defined as [52],

S(x) =
1

1+ ex
(14)

Algorithm 1 shows the PSO implementation used for the
research. Additionally, the PSO parameters are viewed in
Table 6 for each dataset.

C. GENETIC ALGORITHM
Genetic Algorithm is described as an Evolutionary Algorithm
which finds the optimal solution in the process of natural
selection and crossover. GA randomly generates individuals
to produce an initial population. Each individual consists of
a variable gene that signifies a solution to a specific problem
encoded by a chromosome.

There are three main operators in the design of the GA:
Selection, Crossover, and Mutation. The selection operator
is the method of selecting next-generation individuals from
the current generation. The selection operator is designed
to select individuals with the highest Fitness Values and
remove bad solutions. The crossover is the method of gene
recombination which recombines two parents’ chromosomes
to generate new individuals to be used in the next generation.
The mutation operator is the process of modifying one or
more gene values that are randomly selected within the cur-
rent chromosome. The generational process based on genetic
operators is repeated to gradually evolve candidate solutions
which converge on approximate solutions more and more.
When the Genetic Algorithm process is terminated due to the
given constraints, the optimum of the solutions is obtained to
solve the problem [54].

As part of the GA implementation, the TPOT library was
utilized. TPOT (Tree-based Pipeline Optimization Tool) is
a tool specifically designed for creating optimal pipelines
through the use of genetic programming. Preprocessor,
Decomposition, Feature Selection, and Model are the four
distinct ‘‘operators’’ used by TPOT. The operators are

Algorithm 1 PSO Implementation
Xi = Stopword Removal;
Xj= Count Vectorizer;
Xk = TFI-DF;
Tr =← Training Data;
Te =← Testing Data;
Define PSO():

s← Index of Particles;
Xs← Position of Particle s;
Vs← Velocity of Particle s;
Ps← Best position of Particle s;
Pg← Global Best Position;
Initialise PSO parameters:
C1 = Cognitive Parameter;
C2 = Social Parameter;
W = Weight;
i = NumberOfIteration;
p = NumberOfParticles;
PSO Module← Dimension(C1,C2,w, i, p)
PSO← Objective function
Create instances of Machine learning classifier
while i < imax do

for p:=1 to number of particles do
Update Vs using Equation (10)
Update Xs: using Equation (12)
Evaluate Particle s and update Ps

end
Update Pg
i = i+ 1

end
Calculate performance
performance← Pg,Tr,Te
return Accuracy;

Define Objective Function():
for t in test size do

X_test and y_test = testing size;
X_train and y_train = training size;
Call PSO;

end

TABLE 6. Particle swarm optimization parameters.

arranged ‘‘in a tree’’ with the leaves representing one or more
copies of the input data.

The dataset is passed through the tree so that each fea-
ture evolves operator by operator, leading to the final node
generating the best model (either a classification model or
regression model). The following parameters were passed
through TPOT:
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TABLE 7. Genetic algorithm parameters.

• Generation: Generation identifies the number of times
the optimization process will be conducted. The default
value is ‘100’. In regards to this study, the parameter was
set to ‘10’.

• Population size: The initial population is generated ran-
domly by default. The population size is the number of
individuals participating in each generation. The param-
eter was set to ‘20’.

• Offspring size: ‘20’. The Offspring Size in TPOT rep-
resents the number of candidate pipelines produced in
each iteration of the genetic programming algorithm.
This parameter determines the size of the population
of potential solutions that will be evaluated to identify
the optimal pipeline for a specific problem. Although a
larger offspring size may lead to improved results, it also
increases the computation time.

• random_state: ‘42’. The ‘‘random state’’ parameter
ensures reproducibility in the generation of randomized
data splits.

Table 7 shows the parameters used for Multinomial Naive
Bayes and Logistic Regression.

Additionally, Algorithm 2 shows the GA implementation
used for the research.

D. PERFORMANCE METRICS
In order to evaluate the performance of the models, the fol-
lowing standard classification metrics were used: Accuracy,
Precision, Recall, and F1-score. By identifying weaknesses
within a single class of a problem, these metrics provide
a deeper understanding of the classifier’s behaviour. The
metrics are defined in terms of true and false positives, as well
as true and false negatives. When a true positive is identified,
both the actual and projected classes are positive. A false
positive, however, will identify an actual class of negative but
an estimated class of positive. The performance evaluation
techniques are described in equations 15-18 [55]
• Accuracy: The total number of correct predictions

Accuracy =
True Positive + True Negative
Total Number of Observations

(15)

• Precision: The ability of a classifier to not label a posi-
tive when in fact it is negative

Precision =
True Positive

True Positive + False Positive
(16)

• Recall: The proportion of actual positive being identified
correctly is given by recall

Recall =
True Positive

True Positive + False Negative
(17)

Algorithm 2Genetic Algorithm for Hyper-Parameter
Tuning
Xi = Stopword Removal;
Xj= Count Vectorizer;
Xk = TFI-DF;
Tr =← Training Data;
Te =← Testing Data;
Define GeneticAlgorithm():

population = initialise population(populationSize);
chromosomeLength = len(population[0]);
fittestOfGen = [];
while generation < generationLimit do

fitnessValues = [];
//Evaluate the fitness F1 scores
//Selection of the fittest chromosomes
sorted = sort(fitnessValues);
parent1 = sorted[0];
parent2 = sorted[1];
fittestOfGen.append(parent1);
//Crossover of genes from the fittest parent
offspring1 = [];
offspring2 = [];
for gene in chromosomeLength do

if gene < (chromosomeLength/2) then
offspring1.append(parent1[gene]);
offspring2.append(parent2[gene]);

else
offspring1.append(parent2[gene]);
offspring2.append(parent1[gene]);
end

end
end

end
//Generate a new population from the offspring
population = [];
for index in populationSize do

if index < populationSize/4 then
chromosome = offspring1.copy();

else if index < populationSize/2 then
chromosome - offspring2.copy();

else
chromosome =
generateRandomChromosome();

end
end
population.append(chromosome);
end

end
//Mutate a random gene in each chromosome
for each chromosome in population do

mutate(chromosome);
end

end
end

end
bestChromosome = sort(fittestOfGen);
return bestChromosome;
for t in test size do

X_test and y_test = testing size;
X_train and y_train = training size;
Call Genetic Algorithm;

end

• F1-score: The weighted mean of the Precision and
Recall

F1 = 2 ·
Precision

Precision + Recall
(18)
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VII. STAGE THREE OF FRAMEWORK
Upon applying the machine learning classifiers to the test-
ing data, a probability score is produced that identifies how
accurately the classifier predicted the correct sentiment. The
data with a low probability score were then subjected to the
Lexicon-Based Fuzzy Logic stage.

A. FUZZY LOGIC
The foundation of Fuzzy Logic can be traced back to the
early stages of computer science as it was first proposed by
Zadeh in 1965 [56]. In his paper, Zadeh described that the
world cannot be viewed in a binary sense, and data cannot
be described as black and white when the world is much
more complex than that. Fuzzy Logic takes values between
0 and 1 and uses expressions written in IF-THEN rules [57].
Such rules allow machines to represent human thinking by
looking at patterns. Fuzzy Logic is able to tackle uncertainty
or vagueness in an extraordinarily productive way due to the
presence of fuzziness. For example [58]

IF x is Ai THEN y is B, i = 1, . . . , n (19)

B. VADER
The research employed the sentiment lexicon VADER to
analyze the testing dataset. With the rapid evolution of
language, particularly among younger generations, several
researchers have proposed methods to detect new slang and
abbreviations used on social media platforms. Sentiment
lexicons are lists of lexical features labelled according to
their semantic orientation, which can be either positive or
negative [59]. VADER, or Valence Aware Dictionary and
Sentiment Reasoner, is a lexicon and rule-based sentiment
analysis tool that is specifically designed to analyze sen-
timents expressed in social media. VADER is capable of
handling words, slang, abbreviations, and emoticons that are
commonly found in social media posts. It computes the over-
all score of a tweet by utilizing the lexicon’s polarity_score,
which determines the overall positive or negative sentiment
of the text. Each piece of textual data generates a senti-
ment score vector that contains negative, neutral, positive,
and compound polarities. The negative, neutral, and positive
polarities are normalized to be between 0 and 1, with the
compound polarity being the total sum of all sentiments found
within the text, producing a normalized score between -1
(negative) and 1 (positive) [59]. For instance, the following
text was processed using VADER: ‘‘make sure to bitch and
whine like a girl about sexist emojis’ instead of getting a
degree that matters or a job’’. The VADER Lexicon will
output: neg: 0.266, neu : 0.591, pos : 0.143, compound :
−0.599 suggesting a negative sentiment in the text.

C. FUZZIFICATION
The positive and negative scores that were attained using
the VADER Lexicon were transformed into a fuzzy repre-
sentation using a triangular membership function. This func-
tion was utilized to depict the situation in question, and its

FIGURE 4. Fuzzy memberships.

FIGURE 5. Fuzzy membership step 1.

selection is dependent on the specific parameters or dataset
applied. Triangular membership functions are a popular
choice in real-time applications due to their straightforward
mathematical formula and efficient computational charac-
teristics. The triangular membership function was employed
because it encompasses three variables and establishes rela-
tionships between them. An illustration of a triangular mem-
bership function can be seen in Fig.4. To provide an example,
the function considers three fuzzy variables a, b, and c where
(a ≤ b ≤ c) specifies the x-coordinates of the triangular
membership function, within this case the co-ordinates are
0.3, 0.6 and 0.9 respectively.

A step-by-step example of the triangular fuzzy member-
ship is shown in Fig. 5-7. In Fig.5, theX axis represents inputs
from processes, while the Y axis represents the corresponding
fuzzy values. When the input x equals b, it has full member-
ship in the designated set, meaning that f (x) = 1 if x = b.
On the other hand, if the input is less than a or greater than
c, it does not belong to the fuzzy set and has a membership
value of 0, as represented by f (x) = 0 for x < a or x > c.
Furthermore, Fig.6 depicts the membership value of x,

which falls within the range of a and b, and fluctuates between
0 and 1. As x approaches a, its membership value tends
towards 0, and conversely, as x approaches b, its membership
value approaches 1. The fuzzy value of x can be determined
through the application of a similar triangle rule, which yields
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FIGURE 6. Fuzzy memberships step 2.

FIGURE 7. Fuzzy membership step 3.

the following expression:

f (x) =
(x − a)
(b− a)

, where a ≤ x ≤ b. (20)

Fig. 7 identifies that if x falls within the range of b and c, its
membership value fluctuates between 0 and 1. If x is close to
the value of b, its membership value approaches 1, and as x
approaches the value of c, its membership value tends towards
0. The fuzzy value of x can be calculated using the similar
triangle rule, which yields the following expression:

f (x) =
(c− x)
(c− b)

, where b ≤ x ≤ c. (21)

Once the linguistic terms are established, the next step is
to perform fuzzification on the Positive, Negative and Neutral
Scores. This is achieved by using the triangular membership
functions described by equation (22) to calculate the mem-
bership degree f of the positive, negative and neutral scores
in the lower, medium, and higher fuzzy sets. The triangular
membership function [60] is characterized by a lower value
(a), a medium value (b), and a higher value (c) with the
constraint of a ≤ b ≤ c,

f (x; a, b, c) =



0, x ≤ a
x − a
b− a

, a ≤ x ≤ b
c− x
c− b

, c ≤ x ≤ c

0, c < x

(22)

FIGURE 8. Fuzzy memberships for outputs.

= max(min(
x − a
b− a

−
c− x
c− b

), 0). (23)

a, b, and c represent the x-coordinates of the triangle, x
represents the crisp value from the isolated variable fuzzy
universe of discourse.

Overall the output variable of the triangular membership,
output , has a range of 0-10, with a minimum of 0 and a maxi-
mum of 10. The parameters for the three fuzzy sets (Negative,
Neutral, and Positive), which represent the sentiment class,
are:
• Negative (neg_sentiment): 0, 0, 5
• Neutral (neu_sentiment): 0, 5, 10
• Positive (pos_sentiment): 5, 10, 10
Each fuzzy set is described by a list of three parameters that

establish the lower and upper bounds of the triangular mem-
bership function for that set. For instance, the Negative fuzzy
set is defined by a triangular membership function that takes
a value of 1 when output = 0, decreases linearly to 0 when
output = 5, and remains at 0 beyond that point. Conversely,
the Neutral fuzzy set has a value of 0 when output = 0, rises
linearly to 1 when output = 5, and then decreases linearly
to 0 when output = 10. Finally, the Positive fuzzy set begins
with a value of 0 when output = 5 and rises linearly to 1 when
output = 10, staying at 1 afterwards.
The sentiment of a piece of text can be inferred by fuzzy

classification, which assesses the degree of membership of
output in each fuzzy set. This computation involves evaluat-
ing the triangular membership function of each set according
to the value of output and its parameters. The final sentiment
class is determined based on the fuzzy set that the output
variable has the highest degree of membership in.

Fig.8 depicts the fuzzy membership for outputs.

D. RULES BASED
The ‘‘spine’’ of any fuzzy logic system is the fuzzy rules
applied. The Fuzzy Rule Base consists of several fuzzy rules
which are the collection of conditional IF-THEN statements
in linguistic form distinguishing how a Fuzzy Inference Sys-
tem should make decisions with respect to the inputs intro-
duced to it. Fuzzy Rules are given in the form of [34],

R1 = IF x1 is A1 and x2 is B1 then y is C1
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TABLE 8. Fuzzy rules.

R2 = IF x1 is A2 and x2 is B2 then y is C2

.

.

.

Rn = IF x1 is An and x2 is Bn then y is Cn (24)

where A1 and A2, are two different fuzzy membership func-
tions for the input x1 and B1, B2 for the input x2, C1,C2
for the output y. The combination operator shown in the
aforementioned Fuzzy Rule Base is ‘‘AND’’. However, there
are various types of combination operators, such as ‘‘OR’’,
‘‘NOT’’, etc. Each combination operator gives a distinct type
of Fuzzy Rule Base which, in turn, encodes distinct fuzzy
representations in comprehension of the system model.

There are three common types of fuzzy rule-based systems,
these rule-based systems are named after Mamdani, Sugeno,
Tsukamoto, etc. [61]. The Mamdani fuzzy inference system
is used and operates as follows: the first stage determines a set
of fuzzy rules, the second stage fuzzifies inputs through the
use of membership functions, and the fuzzy inputs are then
combined based on the fuzzy rules to establish a rule strength.
The consequences of the rules are found by merging the rule
strength and output membership, the consequences are then
combined to get an output distribution [61]. Once that occurs,
defuzzification is applied.

Within research nine, different rules are constructed based
on the assumption that the higher score (positive or negative)
indicates the sentiment. In the case of situations where the
scores are the same, the sentiment will remain neutral. The
Rules can be viewed in Table 8.

Since decisions are based on testing all the rules, the rule
outputs must be merged in some way. Aggregation is then
applied which is the process by which the fuzzy sets that
signify the outputs of each rule are combined into a single
fuzzy set. Aggregation occurs once for each output variable,
which is done prior to the final defuzzification step.

Equations 25-27 represent the firing strength or the level
of satisfaction of the fuzzy rules associated with negative,
positive and neutral sentences respectively.

Neg = rule2 ∨ rule3 ∨ rule6 (25)

Pos = rule4 ∨ rule7 ∨ rule8 (26)

Neu = rule1 ∨ rule5 ∨ rule9 (27)

For a new instance (Wi) to be classified using the fuzzy
rules discussed above, it is necessary to identify the mem-
bership degree of Wi to the fuzzy set Anj and Bnj in each
dimension xj. The firing strength of each rule is computed
by combing the membership degrees of Wi to all fuzzy sets
(A1j,A2j, . . . ,Anj) and (B1j,B2j, . . . ,Bnj) which represent the
jth antecedent of Rule rj. This is done using a T-norm T ∈
[0, 1] such as min.Moreover, the membership degree for each
class Cj is computed by combining the firing strengths of all
rules of Ck , using a T-conorm S ∈ [0, 1]. The definition of
T-norm and T-conorm can be viewed in equations 28 and 29
respectively [62]

T (µA(x), µB(x)) = µA∩B = min(µA(x), µB(x)) (28)

S(µA(x), µB(x)) = µA∪B = max(µA(x), µB(x)) (29)

T-norms and T-conorms are referred to as fuzzy norms and
some popularly used ones include Min/Max norm, Product
norm, Lukasiewicz norm and Yager norm [62].

Therefore, once the activation rules are established, they
are implemented by using ‘‘np.fmin’’ to truncate the upper
end of the output membership function that corresponds to
each rule. Equations 30 - 32 show the membership functions
of consequent parts of respective rules for negative, neutral
and positive respectively

activation_low = neg ∧ neg_sentiment (30)

activation_med = neu ∧ neu_sentiment (31)

activation_high = pos ∧ pos_sentiment (32)

The overall output is then obtained by aggregating activa-
tion_low + activation_med + activation_high.

E. DEFFUZIFICATION
The last step in the fuzzy rule system is defuzzification [61],
[62]. The research implemented the Mean of Maximum
(MOM). The purpose of MOM is to calculate the mean of
all values that reach the maximum membership value in the
corresponding fuzzy set. The Mean of Maximum applies the
fuzzy output A(x) by taking the mean of the x values at
which A(x) is maximized. Assuming that x1, x2, . . . xn are the
maximizing point of A(x) then [62],

MOM[A(x)] =
x1, x2, . . . , xn

n
(33)

In situations where the maximizing elements of A(x) are
between a and b then,

MOM[A(x)] =

∫ b
a xdx∫ a
b dx

=
(a+ b)

2
(34)

The defuzzified output is checked using different ranges
to classify the tweet according to its polarity: Negative,
Neutral or Positive. Due to the research wanting to identify
which text is deemed ‘‘Hateful’’, the positive and neutral
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TABLE 9. Deffuzified output.

polarities are combined. The minimum and maximum of the
output are 0 and 10 respectively. Therefore, negative data is
retrieved when the score is between 0 - 3.33 whereas the
scores between 3.34 - 10 will identify the Neutral and positive
outcomes. This can be viewed in Equation 35

Output =

{
Negative, 0 ≤ x ≤ 3.33
Positive + Neutral, 3.34 ≤ x ≤ 10

(35)

An example of the deffuzified output can be seen in
Table 9.

Whilst examining Table 9, it is evident that the VADER
sentiment analysis is coupled with Fuzzy Logic to determine
the sentiment of a tweet. The output of VADER is subse-
quently used as input for the Fuzzy Logic system, which
performs further refinement of the sentiment classification.

For instance, the tweet ‘‘17 godfrey___ terrorists that
are fucking muslim! like the last 100+ attacks across the
planet! hence making it a muslim problem! retard!’’ under-
goes VADER sentiment analysis, which produces scores for
the negative, neutral, and positive sentiment components and
a compound score representing the overall sentiment. In this
particular case, the tweet elicits a high negative sentiment
score (0.445) and a compound score of −0.9098, indicating
a strong negative sentiment.

These firing strengths for Negative, Neutral and Positive
are then computed using the fuzzy membership functions
applied to the VADER scores. The firing strengths represent
the extent to which the tweet portrays negative, neutral, and
positive sentiments, respectively.
• Negative Score: 0.8
• Neutral Score: 0.2
• Positive Score: 0.2
Following the computation of the firing strengths, the

aggregated output is generated by selecting the maximum
activation of each membership function across the low,
medium, and high categories. In this instance, the aggregated
output is [0.80.80.60.40.20.20.20.20.20.2].

The defuzzified output is obtained through the ‘‘mom’’
(middle of maximum)method and amounts to a value of 3.09.

Based on the defuzzified output, the sentiment classification
for this tweet is Negative since the value falls within the range
of 0 to 3.33.

In conclusion, the integration of VADER sentiment anal-
ysis and fuzzy logic yields a more refined analysis of the
sentiment expressed in the tweet. VADER’s output serves as
the initial input for the fuzzy logic system, which, in turn,
enhances the sentiment classification by accommodating the
uncertainty and ambiguity inherent in natural language.

VIII. SETUP
The experiments described in this report were conducted
utilizing the programming language Python 3.9.7, executed
on the Anaconda platform, which provided a Jupyter Note-
book environment for program implementation. To conduct
experiments involving linear regression, Google Colab was
employed due to its ability to accelerate the training and
testing process across multiple datasets. Colab hosted Jupyter
Notebook service that enables the execution of arbitrary
Python code via a web browser and is particularly suitable for
machine learning, data analysis, and educational applications.
Moreover, it requires no setup and provides free access to
computing resources, including GPUs.

The study was conducted on a standard laptop equipped
with 16 GB RAM and an M1 Pro CPU. The Scikit-Learn
module was employed for implementation, an environment
integrated with the Python programming language that offers
a comprehensive collection of supervised algorithms for
research purposes. The library utilizes a high-level approach
for training through ‘‘fit’’ methods and for making pre-
dictions via estimators (classifiers) through the ‘‘predict’’
method.

To optimize the accuracy of machine learning algorithms,
libraries such as PySwarms for Particle Swarm Optimization
and TPOT for Genetic Algorithm were utilized. The entire
program required approximately a day to run all models
across various platforms. Additionally, the fuzzy implemen-
tation was performed using Scikit-Fuzzy, which is a collec-
tion of fuzzy logic algorithms.

IX. DISCUSSION AND RESULTS
As previously indicated, the first step of the research was
to pre-process the text found in the datasets. This process
removed any noise that does not hold any value to the data.
Data were pre-processed using various techniques such as
tokenization, stemming, and stop-word removal. Table 10
shows an example of the data before and after pre-processing.

Once the pre-processing stage was complete, the text was
converted into numerical representations using Scikit-Learn
CountVectorizer and TfidfTransformer. By converting text
into a numerical representation, it allows algorithms to have
a better understanding of the data that it is fed. TF-IDF
(term frequency-inverse document frequency) is a statistical
measure that evaluates how relevant a word is to a document.
This is done by multiplying two metrics, the first is how
many times a word appears in a document, and the second
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TABLE 10. Pre-processing.

TABLE 11. Logistic regression results.

TABLE 12. Multinomial naive bayes results.

is the inverse document frequency of the word across a set of
documents. Upon transforming the text Logistic Regression
and Multinomial Naive Bayes were applied.

The results of Logistic Regression and Multinomial Naive
Bayes can be viewed in Tables 11 and 12, respectively.
The results show that throughout all four datasets, Logistic
Regression performed significantly better than Multinomial
Naive Bayes. It must be acknowledged that due to the highly
imbalanced nature of the datasets, the results identified a high
accuracy (between 70-90%). However, the macro f1-score
was low, as it ranged between 46-60%. As previously men-
tioned, the F-1 score is simply the harmonic mean between
precision and recall. Within this research, Macro-f1 and
Weighted-f1 are used. The macro-averaged F1 score is com-
puted using the arithmetic mean (unweighted mean) of all the
per-class F1 scores. This method treats all classes equally
regardless of their support values [63]. At the same time,
weighted F1-scores are calculated for each class individually
and then weighted by the class count [63]. Therefore, all
samples are weighed equally.

After evaluating the performance of the Machine Learning
classifiers, four different hybrid models were proposed. The
first two models (LG-Fuzzy-PSO and LG-Fuzzy-GA) were
designed to directly improve the results of Logistic Regres-
sion, while the other two models (NB-Fuzzy-PSO and NB-
Fuzzy-GA) were aimed to enhance the results of Multinomial
Naive Bayes.

• LG-Fuzzy-PSO uses Particle Swarm Optimization in
combination with Logistic Regression and Fuzzy Logic

• LG-Fuzzy-GA uses Genetic Algorithm in combination
with Fuzzy Logic and Logistic Regression

• NB-Fuzzy-PSO: Uses Particle Swarm Optimization in
combination with Fuzzy Logic and Multinomial Naive
Bayes

• NB-Fuzzy-GA: uses Genetic Algorithm in combination
with Fuzzy Logic and Multinomial Naive Bayes

Prior to employing Particle Swarm Optimization (PSO) and
Genetic Algorithms (GA), the complexity associated with
machine learning classifiers, such as Logistic Regression
and Multinomial Naive Bayes, is comparatively low. Both
classifiers represent straightforward and effective techniques
for addressing binary classification problems.

Logistic Regression (LR), a linear model, leverages
the logistic function (or sigmoid function) to approximate
the probability of a specific class or event. It identifies the
optimal coefficients that minimize the discrepancy between
predicted probabilities and actual classes. The LR algo-
rithm’s computation is primarily based on matrix multipli-
cation and inversion operations used during training, which
are influenced by the number of samples and features in the
dataset.

Multinomial Naive Bayes (MNB), a probabilistic classi-
fier, relies on the application of Bayes’ theoremwith stringent
independence assumptions between features. This classifier
is particularly well-suited for discrete data and performs
effectively in text classification scenarios. The computation
of MNB is dependent on the calculation of probabilities for
each feature and class, which are determined by the number
of samples, features, and classes.

The integration of PSO and GA into classifiers increases
their complexity due to the additional components introduced
by these optimization techniques. Pyswarms Binary PSO,
an optimization method inspired by the social behaviour
observed in bird flocking or fish schooling, searches for the
optimal solution by updating candidate solutions (particles)
based on their velocities and positions within the search
space. The complexity of PSO is typically O(n · s · i), where
n is the number of particles, s is the dimension of the search
space, and i represents the number of iterations.
In contrast, Hyperparameter Tuning with GA, is an

optimization technique grounded in the principle of natural
selection, generates a population of candidate solutions (chro-
mosomes) using operations such as crossover, mutation, and
selection, in order to identify the most advantageous set of
hyperparameters for the classifier. The complexity of GA
is O(n · g · f ), where n represents the population size, g
denotes the number of generations, and f corresponds to the
complexity of the fitness function evaluation.

In conclusion, incorporating bio-inspired optimization
techniques such as PSO and GA into LR andMNB classifiers
leads to increased computational demands. However, this
increase in computational requirements may contribute to
improved performance and enhanced classification outcomes
for online hate text, justifying the inclusion of these optimiza-
tion techniques in the study. Nonetheless, the optimization

56060 VOLUME 11, 2023



L. Ketsbaia et al.: Multi-Stage Machine Learning and Fuzzy Approach to Cyber-Hate Detection

TABLE 13. Testing dataset after incorporating PSO’s predicted label and
predict_proba.

TABLE 14. Testing dataset after incorporating GA’s predicted label and
predict_proba.

process requires greater computational resources and time
compared to standard classifiers.

During the applications of Genetic Algorithm and Parti-
cle Swarm Optimization, Sklearn’s ‘‘predict_proba’’ method
was utilized with each optimization technique prior to
Fuzzy Logic being employed. The ‘‘predict_proba’’ tech-
nique returns the class probabilities for each data point when
the optimization technique is applied. It works by accepting
a single argument that corresponds to the data over which the
probabilities will be computed and returns an array of lists
containing the class probabilities. The results generated by
PSO and GA were integrated into the testing datasets, along
with the results obtained from ‘‘predict_proba’’. Examples of
the results can be viewed in Tables 13 and 14.

Finally, Fuzzy Logic is applied to the testing data’s
tweets which have a low ‘‘predicted probability’’ score. The
first stage of the fuzzy logic implementation was to use
the VADER Lexicon. VADER’S ‘‘polarity_score’’ identified
how positive and negative strings of text are using a scale
of 0 to 1. A triangular fuzzy membership for universe vari-
ables of positive, negative and neutral was applied using the
fuzzy sets Low, Medium and High. Moreover, the fuzzy rules
were incorporated and the firing strength of the tweets was
evaluated. Since decisions are based on testing all the rules,
the rule outputs must be merged in some way. Aggregation
is applied as it is the process by which the fuzzy sets that
signify the outputs of each rule are combined into a single
fuzzy set. Lastly, defuzzification occurred using the Mean
of Maximum method. Table 15 shows the resulting testing
output after the implementation of Fuzzy Logic. The ‘‘pre-
dicted probability’’ represents the ‘‘predict_prob’’a results
when optimization was applied, ‘‘Label’’ identifies the actual

TABLE 15. Testing output after fuzzy logic is applied.

TABLE 16. Davidson results.

label of the corresponding Tweet, ‘‘PSO’’ acknowledges the
results obtained using the Bio-inspired Optimization method
and ‘‘Fuzzy’’ identifies the output implemented by the Fuzzy
Implementation. The ‘‘Final Output’’ distinguishes the final
label for the text. Furthermore, the determination of the
final polarity relied on the accuracy score of the PSO/GA,
irrespective of the correctness of the ultimate result. The
sentence undergoes processing through the VADER Fuzzy
Logic system, which yields the final output for the given
input sentence. This approach facilitates the utilization of
both a mathematical perspective, generated through machine
learning optimization methods, and a more critical thinking-
oriented perspective, conducted via VADER-Fuzzy when
the optimized machine learning exhibits a low predicted
probability.

Tables 16-19, present the results of the models incorporat-
ing Fuzzy genetic Algorithm against LR, MNB and Fuzzy
Logic by itself. The models under consideration include
Naive Bayes with Fuzzy Particle Swarm Optimization (NB-
Fuzzy-PSO), Naive Bayes with Fuzzy Genetic Algorithm
(NB-Fuzzy-GA), Logistic Regression with Fuzzy Particle
Swarm Optimization (LR-Fuzzy-PSO), Logistic Regression
with Fuzzy Genetic Algorithm (LR-Fuzzy-GA). The primary
focus of this work is the F1 scores for each dataset due to their
imbalanced nature. The model with the highest performance
is highlighted in bold font.

The proposed models have consistently demonstrated
superior F1 scores across all datasets. Specifically, the NB
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TABLE 17. Maryland results.

TABLE 18. Formspring results.

TABLE 19. OLID results.

model was optimized using bio-inspired algorithms and sub-
sequently subjected to Fuzzy Logic, resulting in a significant
improvement in the performance of both NB-Fuzzy-PSO and
NB-Fuzzy-GA. Remarkably, the integration of Fuzzy Logic
into the NB-Fuzzy-GA model led to a remarkable upsurge in
macro F1 scores, with an improvement of up to 32% observed
across all four datasets. This is evidenced in Table 16, where
the NB-Fuzzy-GAmodel demonstrated a substantial increase
in macro F1 scores compared to the conventional ML tech-
niques with optimization models, highlighting the efficacy of
Fuzzy Logic in accurately classifying hate-related data.

In general, the models incorporating the Fuzzy Genetic
Algorithm tend to exhibit better performance in terms of
both F1-macro and F1-weighted, indicating their improved
balance between precision and recall.

As illustrated in Tables 16-19, the performance of Fuzzy
Logic as a standalonemodel is evident. It was observed that in
the majority of datasets, Fuzzy Logic yielded superior results

compared to the Naive Bayes model in terms of Macro-
F1 score, excluding the Maryland dataset. Furthermore, the
Macro-F1 score of Fuzzy Logic was higher than that of the
Naive Bayes with Fuzzy Particle Swarm Optimization (NB-
PSO-FUZZY) and Naive Bayes with Fuzzy Genetic Algo-
rithm (NB-GA-FUZZY) for the Formspring and Maryland
datasets. Additionally, in the OLID dataset, Fuzzy Logic
outperformed both the Naive Bayes model and the NB-PSO-
FUZZY model.

The PSO-based feature selection approach has shown
promise in improving the accuracy of ML classifiers through
the identification of pertinent features while concurrently
removing irrelevant or redundant ones. Furthermore, such
a technique can help reduce the complexity of the model,
resulting in greater efficiency and interpretability, as well as
reduced training times, particularly in time-critical scenarios.
Additionally, the ability of PSO-based feature selection to
handle incomplete or noisy data renders it a viable option
for real-world ML applications. Similarly, the employment
of GA-based hyperparameter tuning methodologies presents
several benefits. Firstly, it can aid in determining the optimal
set of hyperparameters to maximize model performance by
selecting themost appropriate set of hyperparameters from an
extensive pool of candidates, thereby reducing model com-
plexity and increasing interpretability. Secondly, GA-based
techniques can improve the efficiency of hyperparameter
tuning processes by minimizing the number of evaluations
needed to attain the optimal solution. Finally, the scalability
of GA-based approaches enables their applicability to large
datasets and complex models. In summary, the use of GA-
based techniques in hyperparameter tuning offers notable
benefits, including improvements in accuracy, efficiency,
interpretability, and scalability, making it a valuable tool for
a wide range of ML applications.

The utilization of the VADER lexicon, coupled with Fuzzy
Logic, has shown promise in addressing issues such as emo-
jis, slangs, and acronyms, while simultaneously evaluating
the emotional content of textual data. This approach offers
significant benefits, particularly in scenarios where the data
is complex, such as micro-blogging websites. Additionally,
Fuzzy Logic enables the handling of linguistic uncertainty,
which is often present in datasets, by managing both ambigu-
ity and uncertainty in textual data. As a result, the application
of VADER and Fuzzy Logic can yield substantial improve-
ments in the analysis of textual data, making it a valuable tool
for a range of applications.

The present study investigates three methods for feature
selection, and it is worth noting that each of them exhibits
certain limitations. Firstly, the Particle Swarm Optimization
(PSO) method is subject to computational complexity, repre-
senting a primary drawback. Specifically, a large number of
fitness evaluations are required to identify an optimal feature
subset, rendering PSO computationally expensive, especially
when large datasets are involved. Additionally, PSO’s scala-
bility may be limited when applied to datasets with a signifi-
cant number of features. As the number of features increases,
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the search space expands, making it more difficult for PSO to
identify an optimal subset of features.

Secondly, PSO may converge on a suboptimal solution,
implying that it may not always identify the globally optimal
feature subset and may instead converge on a local optimum.
This can lead to decreased classification accuracy, particu-
larly when the dataset is complex and has a large number of
features.

Lastly, PSO assumes that all features are of equal impor-
tance, which may not be the case in practice. Some features
may have a greater impact on classification accuracy than oth-
ers, and PSO may not capture this. Therefore, PSO may not
always select the most informative features for classification,
leading to reduced accuracy.

One of the primary limitations of the Genetic Algo-
rithm (GA) is its computational expense, especially for
large datasets and complex models. GA requires a sig-
nificant number of fitness evaluations to identify an opti-
mal set of hyperparameters, which can be time-consuming
and resource-intensive. Consequently, GA may not be prac-
tical for applications with tight time or computational
constraints.

Additionally, GA may suffer from premature convergence,
which occurs when the GA population converges to a sub-
optimal solution before identifying the globally optimal set
of hyperparameters. This can lead to decreased classification
accuracy, as GA may not always identify the best set of
hyperparameters.

Furthermore, GA requires careful selection of genetic
operators, such as crossover and mutation, to strike a suitable
balance between exploration and exploitation. Inadequately
chosen operators can result in GA converging too quickly or
not exploring the search space efficiently, leading to subopti-
mal outcomes.

Lastly, GA assumes that the fitness function is well-defined
and can be evaluated efficiently. However, in some situa-
tions, evaluating the fitness function may be computation-
ally expensive or time-consuming, making GA unfeasible or
impractical.

Regarding Fuzzy logic, certain limitations must be over-
come, such as sensitivity to parameter settings. The per-
formance of a Fuzzy logic model can be sensitive to the
choice of membership functions and fuzzy sets, which can be
challenging to select and tune. Small parameter changes can
result in significant changes in the model’s output, making
it challenging to achieve reliable and robust results. Addi-
tionally, Fuzzy logic models may overfit the training data
if the model is too complex or if the data is noisy, leading
to poor generalization performance and reduced accuracy
when applied to new data. Finally, Fuzzy logic may not be
suitable for all types of problems, as it is most effective
in dealing with problems with imprecise or uncertain data.
Problems that require precise numerical calculations or those
with well-defined decision rules may be better suited to other
models.

X. CONCLUSION
This study proposes an optimized machine learning - fuzzy
logic approach for identifying hate speech in social media
posts. The novelty of the approach lies in the incorporation of
bio-inspired optimization techniques along with fuzzy logic
to facilitate a deeper understanding of the linguistic aspects
of the text. The proposed approach offers several advan-
tages, such as the reduction of data dimensionality resulting
from the implementation of optimization, which accelerates
the classification process. Additionally, applying fuzzy logic
resolves linguistic issues and provides a better understanding
of text sentiment.

Genetic Algorithms (GA) have gained immense popu-
larity in various fields due to their ability to solve com-
plex engineering system problems. However, GA has a high
implementation cost and usually requires a higher number of
iterations than other algorithms. Particle swarm optimization
(PSO) has emerged as an important heuristic algorithm based
on the behaviour of swarming characteristics of living organ-
isms. Both GA and PSO are evolutionary search methods that
refine values over time using probabilistic and deterministic
rules to improve them over time.

The research combines the two optimization models with
fuzzy logic independently on four publicly available datasets:
Maryland, Davidson, Formspring, and OLID. Compared to
two state-of-the-art supervised machine learning classifiers,
Logistic Regression and Multinomial Naive Bayes, the opti-
mized fuzzy rule-based method consistently outperforms
them with regard to accuracy and F1 scores. VADER per-
forms exceptionally well with social media datasets due to
its ability to handle vocabularies, abbreviations, capitaliza-
tion, repeated punctuation, and emoticons commonly used to
convey sentiment on social media platforms. However, the
research found that using the LR-Fuzzy-GA system overall
achieved the highest results.

The proposed methodology enables the Fuzzy logic-based
system to handle the vagueness and ambiguity found within
the text. In addition to providing a method for dealing with
linguistic problems, fuzzy logic also deals with reasoning and
provides a deeper understanding of the sentiment values in a
sentence, thus offering a more reliable method for handling
linguistic problems. It remains a challenge to accurately set
fuzzy guidelines. Within the research fuzzy logic model acti-
vates for each sentence based on the results of the ‘‘predicted
probability’’ of bothGA and PSOwhen usedwith variousML
classifiers. This aids in the classification of text when there is
uncertainty in the optimization models. However, there were
instances where GA and PSO correctly classified text, but
as the predicted probability score was low, the text had to
undergo classification through fuzzy logic.

Furthermore, the highly imbalanced datasets used in the
research necessitated the use of F1 scores as a more reli-
able source of assessing the effectiveness of the methods.
Although the research increased the results ofML algorithms,
there is still room for improvement. Most ML algorithms
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perform poorly when the class distribution is imbalanced and
require modification to avoid simply predicting the majority
class in all situations. Future work will examine General
Adversarial Networks (GANs), a deep generative reinforce-
ment learning model that addresses the challenge of imbal-
ance by augmenting the dataset with hateful tweets. This
will be done by employing a two-component framework: a
generator network and a discriminator network.

In addition, future work will examine sarcasm detection,
a narrow area of NLP research that focuses on detecting
sarcasm in a given text. Unlike sentiment analysis, where
the sentiment categories are clearly defined, sarcasm has no
clearly defined boundaries. Therefore, it is crucial to define
what sarcasm is before attempting to detect it. However, cur-
rent research shows that models often fail to detect sarcastic
tweets due to their specificity to particular situations and
cultures, requiring a high level of world knowledge that is not
available to them. Sarcasm is often disguised as politeness,
which makes it even more challenging to detect.
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