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• Five machine learningmodels give consis-
tent predictions of what controls wind
damage.

• Tree volume and age are the most impor-
tant predictors of forest damage caused
by wind.

• Geomorphic and climate predictors are
less important.

• Random forest algorithm and gradient
boostingmodelling offer the best accuracy
of prediction.

• Forest stand features might significantly
influence probability of forest damage.
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Windstorms are one of themost important disturbance factors in European forest ecosystems. An understanding of the
major drivers causing observed changes in forests is essential to improve prediction models and as a basis for forest
management. In the present study, we use machine learning techniques in combination with data sets on tree proper-
ties, bioclimatic and geomorphic conditions, to analyse the level of forest damage by windstorms in the Sudety Moun-
tains over the period 2004–2010. We tested four scenarios under five classification model frameworks: logistic
regression, random forest, support vector machines, neural networks, and gradient boosted modelling. Gradient
boostedmodelling and random forest have the best predictive power. Tree volume and age are themost important pre-
dictors of windstorm damage; climate and geomorphic variables are less important. Forest damagemaps based on for-
est data from2020 show lower probabilities of damage compared to the end of 20th and the beginning of 21st century.
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1. Introduction

Wind damage is one of the most important abiotic disturbances in
European forests (Schelhaas et al., 2003; Brázdil et al., 2004; Gardiner
et al., 2010; Pawlik, 2013; Kulakowski et al., 2017; Senf and Seidl, 2020;
Pettit et al., 2021) having a significant impact on tree mortality, soils, and
hillslope dynamics (Šamonil et al., 2009; Pawlik et al., 2016). Wind distur-
bance as a “meteorological extreme” (Brázdil, 1998) is a particularly strong
driver of forest change in places where other natural catastrophes, e.g. tsu-
nami, volcanic eruptions or major landslides, are absent or infrequent
(Seidl et al., 2017). Wide-scale replacement events (stand-replacing distur-
bances) which damage almost all trees (Evans et al., 2007a, 2007b) happen
relatively rarely in temperate forests, but have long lasting consequences on
forest ecosystems and society (Gardiner et al., 2010, 2013). Other lowmag-
nitude events that create patches and gaps in forest ecosystems are more
frequent and increase forest biodiversity and health by eliminating weaker
trees and causing the regeneration of trees (gap-phase dynamics) growing
under the forest canopy (Yamamoto, 2000; Šamonil et al., 2009).

Wind speeds over 29m s−1 (F0 in Enhanced Fujita scale; Edwards et al.,
2013) will damage any forest ecosystem regardless of its health and struc-
ture. However, inmost cases, other factors play a role and impact the spatial
patterns and magnitude of the damage (Ruel, 1995; Schindler et al., 2012).
The meteorological origin of the wind event, whether associated e.g. with
mesoscale low pressure centers of continental scale, orographic winds or
tornadoes of regional and local impact, affects wind properties that affect
the scale of damage including duration, gustiness, vorticity, speed and di-
rection (Xi and Peet, 2011). Terrain properties such as slope exposure and
valley depth, modify the wind flow (Everham and Brokaw, 1996; Xi and
Peet, 2011). Soil properties, such as depth, texture, bulk density, moisture
content, and organic matter content, affect landscape stability and hence
the ability of forests to withstand disturbance (Schaetzl et al., 1989). Fi-
nally, forest properties, such as the age and height of the trees, forest com-
position and fragmentation, and tree health status, can also affect the
amount of damage incurred during windstorms (McMaster, 2005; Coates
et al., 2018). It is important to emphasize here the fundamental differences
betweenmanaged and old-growth forests, the latter beingmore resistant to
the damaging force of wind events (Pawlik et al., 2016; Pettit et al., 2021).

Previous studies show that wind has been an important natural distur-
bance factor in many parts of Europe during the past 300 years (Zielonka
and Malcher, 2009; Panayotov et al., 2011; Svoboda et al., 2012, 2013;
Janda et al., 2014; Trotsiuk et al., 2014; Pettit et al., 2021), although
there is considerable variability in disturbance regimes between various re-
gions and forests (managed vs old-growth forests). It has been suggested
that strong wind severity and frequency has increased during the past cen-
tury and that this has been accompanied by increases in both the area af-
fected and volume of damaged trees (Gregow et al., 2017). During the
past 60 years, there have been many strong wind events of disastrous con-
sequences for European forests. This includes the clusters of winter storms
in 1990 (windstorm Daria – 25–26 January; windstorm Vivien and Wiebke
– 25 February–1 March) and in 1999 (windstorm Anatol – 2–4 December;
windstorm Lothar – 24–27 December; windstorm Martin – 25–28 Decem-
ber; Vitalo and Stephenson, 2009; Gardiner et al., 2010). These trends
have been attributed to climate change, and it has been suggested that fu-
ture climate change will further increase wind damage in forests (Lindner
and Rummukainen, 2013; Gregow et al., 2017; Seidl et al., 2017). How-
ever, it is still unclear whether the increases in wind damage reflect a
marked increase in storminess of extra-tropical cyclones as a direct conse-
quence of ongoing climate change (Gregow et al., 2017) or are an indirect
effect of the temperature and precipitation changes on soil properties
(Peltola et al., 1999; Lindner and Rummukainen, 2013). The effects of
warmer soil temperatures in winter appear to have been responsible for
greater forest damage during high-speedwind events in Switzerland, for ex-
ample, when there was no significant change in wind parameters (Usbeck
et al., 2010). Most of the damage in European forests was associated with
the passage of extra-tropical cyclones and their impact on managed forests
(Schelhaas et al., 2003; Brázdil et al., 2004; Gardiner et al., 2010).
2

Although, this impact has increased over the 20th century recent results
show it did not affect European primary beech forests (Pettit et al., 2021).

Predictive models of forest damage have a long history (Gardiner, 2021).
Two types of models have been tested: 1) hybrid-mechanistic, and 2) statisti-
cal models (Hart et al., 2019; Gardiner, 2021). Hybrid-mechanistic models,
such as the ForestGALES model (Hale et al., 2015), require two components:
1) understanding and calculation of the physical behaviour of the tree canopy
under the wind load, and 2) information on the local and regional wind re-
gime (Gardiner et al., 2008; Gardiner, 2021). The second component needs
to be created by interpolation of wind data with topography and surface
roughness taken as covariates. Statistical models, includingmachine learning
models, seek to identify the best predictors of forest damage based on large
datasets. There are many types of machine learning models (Kuhn and
Johnson, 2013; Molnar et al., 2018), including logistic regression, random
forest (RF), and artificial neural networks (ANN). These various types of
models have different strengths and weaknesses, and it is not always clear
which is the most appropriate for the analysis of a given problem. It is com-
mon practice, however, to use multiple models to assess the robustness of
the findings (see e.g. Hengl et al., 2018).

Along with a growing concern over climate change and the exploitation
of natural resources, an assessment of the impact of wind damage on forest
ecosystems is important for carbon sequestration, forest management and
silviculture, hillslope stability and geohazards, and wildfire risk. This re-
quires a better understanding of the factors that influence the magnitude
of damage during any given storm. In this paper, we apply five machine
learning techniques, logistic regression (GLM), random forest (RF), radial
basis function support vector machines (SVM), neural networks (NN) and
gradient boosted modelling (GBM), to analyse what factors influence the
scale of forest damage focusing on the Polish part of the Sudety Mountains.
Due to its complex relief, forest history, andwind climate, thismassif is par-
ticularly prone to severe and frequent damage from strong wind-related
events (Dmyterko et al., 2015). Our goal is to determine the best predictors
of forest damage in order to improve forest management and support anal-
yses in other scientific disciplines, for instance, forest ecology, soil science,
and geomorphology, in which information on forest damage can help inter-
pretation and formulation of final conclusions. Given that there is no obvi-
ous best choice of machine-learning model: some models perform better
than others but this is not a consistent finding across data sets (e.g. Hengl
et al., 2018), we test the robustness of our conclusions by training five dif-
ferent models across four data sets. By using several models we can see
whether the conclusions are robust or model-dependent.

2. Data and methods

2.1. Study area

The Sudety Mountains (Fig. 1) belong to the Bohemian Massif and the
region is highly complex in terms of geology and geomorphology. The
highest part of the massif, the Giant Mountains reaching 1603 m a.s.l. at
Mt. Śnieżka, is in the western part of the Sudety and is formed from differ-
ent types of granite and metamorphic rocks. The Middle Sudety has a post
volcanic and tableland landscape dissected by deep and wide river valleys.
In some places, the pattern of hillslope morphology has been shaped by
large-scale landslides (Migoń et al., 2010). The eastern part of the Sudety
Mountains is built of metamorphic rocks that are easily eroded and weath-
ered. The entire massif is tectonically unstable and dissected into smaller
blocks that are uplifted or lowered along normal faults (Różycka and
Migoń, 2017), resulting in large differences in elevation and in hillslope
steepness that can reach >30°. The climate is influenced by regional circu-
lation and also by topography. During the period analysed in this study, the
mean daily temperature at Jelenia Góra and Kłodzko was 7.9 °C, and mean
daily precipitation total was 1.8 mm.Mean daily wind speed was 2.9 m s−1

(https://danepubliczne.imgw.pl/).
The regional forest cover has been strongly impacted by human activi-

ties over the last several hundred years, with many parts of the Sudety
deforested for agricultural purposes (Mazurski, 1986). Higher demand for

https://danepubliczne.imgw.pl/


Fig. 1. Study area and its forest cover. The right panel shows selected terrain properties that have been used as potential predictors: elevation (in m a.s.l.), valley depth (in
meters), and Wind Exposition Index (nondimentional metric).
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wood resulted in the extensive planting of Picea abies in the second part of
the 19th century and in the first part of the 20th century. This had negative
consequences for forest stability and resistance against natural distur-
bances, e.g. bark beetle outbreaks or high-wind impact (Pawlik et al.,
2016). The greatest wind damage in the Polish part of the Sudety Moun-
tains was recorded in 2007, when the Kyrill windstorm of 18–19 January
damaged over 1 million m3 of trees in the Lower Silesia Province (Fink
et al., 2009a, 2009b; Klaus et al., 2011; Pawlik, 2013).

2.2. Data sources and preparation

We obtained data on the characteristics of individual forest units and
wind damage from the Polish Institute of Forest Research. Although the for-
est characteristics (tree age, tree height, diameter and breast height, stand
volume, dominant tree species) are recorded every 10 years for each of
the 430 forest districts in Poland, wind damage in each forest district (mea-
sured in m3 of damaged trees per forest unit) is recorded and mapped im-
mediately after a storm event of any magnitude. However, when damage
is extremely high, as was the case for the Kyrill windstorm in 2007, record-
ing, mapping, and forest cleaning can take several months (Pawlik, 2013).
Measurements of damage do not distinguish tree species only total damage.
We used wind damage estimates made between 2004 and 2010 (Table 1).
The forest damage data were recorded and mapped based on a vector
layer of basic forest units (Fig. 1S, Appendix 1).

The predictor climate variables (Table 1), obtained as rasters at 30′ res-
olution either from the WorldClim database version 2.1 (www.worldclim.
org, Harris et al., 2014; Fick and Hijmans, 2017) or from the CHELSA data-
base (http://chelsa-climate.org/; Karger et al., 2017), were average
monthly wind speed from January (wind1) to December (wind12), annual
mean temperature (bio1), minimum temperature of coldest month (bio6),
mean temperature of driest quarter (bio9), mean temperature of coldest
quarter (bio11), annual precipitation (bio12), precipitation of driest
month (bio14), precipitation of the driest quarter (bio7), and precipitation
of the coldest quarter (bio19). Unfortunately, neither of the gridded data
sets provide daily or maximum climate variables. Topographic predictors
3

(as raster layers), including slope, aspect, topographic wetness index
(TWI), valley depth, and wind exposure, were calculated from the Shuttle
Radar Topography Mission (SRTM) digital elevation model (Rodriguez
et al., 2005), which has an original resolution of 30 m. Valley depth is a
measure of the difference between the elevation and ridge level (Conrad
et al., 2015). TWI is a measure of soil potential water content and flow ac-
cumulation (Kopecký and Čížková, 2010; Dyderski and Pawlik, 2020).
Wind Exposition Index (WEI) calculates the average ‘Wind Effect Index’ for
all directions using an angular step. Values below 1 indicate wind shadow
areas whereas values above 1 indicate areas exposed to wind (Boehner
and Antonic, 2009). Normally this index is closely related to elevation.
Slope and aspect were calculated according to Horn (1981). Vegetation
properties (Table 1), including tree age, height, diameter at breast height,
tree volume per forest unit (77,882 observations of 4 variables), were ob-
tained from tree census data obtained in 1998 (Jawor and Świeradów forest
inspectorates), 1999 (Bardo Śląskie, Kamienna Góra, Śnieżka, Szklarska
Poręba, Wałbrzych forest inspectorates), 2000 (Bystrzyca Kłodzka, Lądek
Zdrój, Międzylesie, Zdroje forest inspectorates), 2001 (Jugów, Lwówek
Śląski, Świdnica, Złotoryja forest inspectorate) or 2006 (Pieńsk forest in-
spectorate).

We used the central point of each forest unit area to extract the relevant
information for data that were available as raster layers, including the cli-
mate and topographic predictors. The spatial resolution, projection and ex-
tent of these raster layers were homogenized to create a raster stack prior to
data extraction. For manipulation of the raster layers, we used several R
geopackages: sp, sf (Pebesma, 2018), rgdal, and raster (Hijmans, 2020).

2.3. Explanatory data analysis

We used Principal Component Analysis (PCA) to identify the relation-
ships between all continuous predictors and to establish the final set of po-
tential explanatory variables using the vegan (Oksanen et al., 2016) R
package (R Core Team, 2019). When two variables were highly correlated
(|r| > 0.75), one was removed from the data set to avoid multicollinearity
using the caret function findCorrelation(). This function calculates the

http://www.worldclim.org
http://www.worldclim.org
http://chelsa-climate.org/;


Table 1
Set of variables used for the present study.

Variable Data format Unit Spatial resolution Time period covered and data source Number of observations

Response variable
Damage class Category 1 — “dam”; 0 — “no_dam” – 2004–2010 464,328

Potential predictors
1. Forest unit area Continuous ha PIFR
2. Aspect Continuous rad From SRTM⁎⁎
3. Slope Continuous rad From SRTM
4. Elevation Continuous m a.s.l. 30 m SRTM
5. Topographic Wetness Index Continuous Nondimensional From SRTM
6. Valley depth Continuous m From SRTM
7. Wind Exposition Index Continuous Nondimensional From SRTM
8. Monthly mean wind speed Continuous m s−1 30 s 1970–2000 (WorldClim)
9. Annual mean temperature (bio1) Continuous °C⁎10 30 s 1979–2013 (CHELSA)
10. Min temperature of coldest month (bio6) Continuous °C⁎10
11. Mean temperature of driest quarter (bio9) Continuous °C⁎10
12. Mean temperature of coldest quarter (bio11) Continuous °C⁎10
13. Annual precipitation (bio12) Continuous mm
14. Precipitation of driest month (bio14) Continuous mm
15. Precipitation of driest quarter (bio17) Continuous mm
16. Precipitation of coldest quarter (bio19) Continuous mm
17. Tree age Integer years 1998–2006 77,882
18. Tree height Integer m
19. Tree dbh Integer cm
20. Forest stand volume Integer m3

⁎ PIFR – Polish Institute of Forest Research.
⁎⁎ From SRTM – calculated based on SRTM.
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mean absolute correlation of each variable to all other variables and
removes the variable with the largest mean absolute correlation in any
highly correlated pair (Kuhn, 2020). The initial analyses showed strong
and positive correlation between mean monthly wind speeds, and wind
speed was also correlated with elevation. Most of the bioclimatic variables
were also highly correlated with one another. Removing the highly corre-
lated variables resulted in the selection of 10 or 11 variables, depending
on the analysis. Even after removing the highly correlated variables, there
are some weak relationships between variables (Fig. 2). Slope and valley
Fig. 2. PCA biplot for continuous variables included in the training dataset for Analys
precipitation of coldest quarter, wind_exp – wind exposition index, twi – topographic w
mean temperature of coldest month, wind – mean wind speed in June, volume – tree vo

4

depth (vd) are related to tree age and volume, while topographic wetness
index (TWI) is related to mean temperature of coldest month (bio6) and
precipitation of coldest quarter (bio19).

2.4. Data preprocessing

The general workflow of data preprocessing and modelling is shown on
Fig. 3. Data preprocessing and modelling was done using the caret R pack-
age (Kuhn, 2020).
is 1. Only variables with correlation |r| < 0.75 were used. Abbreviations: bio19 –
etness index, vd – valley depth, bio9 – mean temperature of driest quarter, bio6 –
lume.



Fig. 3.Workflow adopted for data preparation and modelling in the present study.
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The volume of damage response variable was initially expressed in m3

and this was converted to volume of damage per unit area expressed in
m3 ha−1. This ensures that differences in forest unit area do not affect the
model. Units with no or low damage could be considered as sites that are
less susceptible to wind damage, but on the other hand damage on such
sites may be due to wind events that only affect single trees. We tested
whether there was a difference in the response when we excluded sites
5

with low levels of damage, using a threshold of 1m3 ha−1which is typically
considered as indicating severe damage (Jewuła, 1974; Vicena et al., 1979;
Brázdil, 1998). We therefore performed model training and testing first on
the complete data set and then on the data set after removing forest units
where damage levels were <1 m3 ha−1. The majority of the forest units
were dominated by Norway spruce (Picea abies L. Karst), i.e., 206,163 units
(70.8% by volume, Fig. 2S, Appendix 1), although therewere also substantial
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numbers of plots dominated by Pinus sylvestris (33,939 obs.), Quercus spp.
(31,905 obs.), Betula (29,205 obs.), and Fagus sylvatica (23,463 obs.). Unfor-
tunately, the wind damage data did not differentiate which species were
most affected in a forest unit. However, we tested whether the uneven repre-
sentation of units dominated by different species in the data set had an impact
on the model, by re-running the training and testing using only forest units
dominated by Norway spruce. The data for the other dominant species was
insufficient to build robust models. This resulted in four model approaches:
Analysis 1 uses all the data, Analysis 2 uses only units dominated by
Norway spruce but makes no distinction with respect to damage level, Anal-
ysis 3 uses datawhere damagewas>1m3ha−1 butmakes no distinctionwith
respect to dominant species, and finally Analysis 4 uses only units dominated
by Norway spruce where damage was >1 m3 ha−1.

Before modelling, we classified each record as a place with (“dam”) or
without (“no_dam”) damage. Data were zero-inflated, since there were
many more units that are not affected by wind damage than are affected
by wind damage. We overcome the problem of zero-inflation by stratified
downsampling using the caret::downSample() function. This function ran-
domly samples the data set so that all classes have the same frequency,
i.e. so that there are as many samples from the “no dam” class as from the
“dam” class. Before training, the data were centered and scaled (Kuhn and
Johnson, 2013). The dataset was split into a training set (60%) and a test
set (40%). We used data for 2007–2010, when there were more observa-
tions. After splitting, we used 10-fold cross-validation resampling repeated
5 times (results from 50 different data sets were averaged and used for the
evaluation of model efficacy), specified in the caret::trainControl() function,
during model training to avoid over-fitting (Kuhn and Johnson, 2013). In
order tofind the best combination of hyperparameters the tuning procedure
was performed through the base::expand.grid() function (Section 2.5). In ad-
dition to the cross-validation of the 2007–2010 training data set, we used
the data from 2004 to 2006 as an additional validation of the models.

2.5. Data modelling

Different approachesmay vary in terms of interpretability, computation
time and predictive power. We tested five models that have been success-
fully applied to analyse other environmental dependencies (e.g. Regmi
et al., 2014; Bistinas et al., 2014; Hengl et al., 2017; Dyderski and
Jagodziński, 2019): logistic regression (GLM), random forest (RF), radial
basis function support vector machines (SVM), neural networks (NN) and
gradient boosted machine (GBM).

Logistic regression is a special case of generalized linear models (GLM)
commonly used for solving classification and regression problems (Musa,
2013; Kuhn and Johnson, 2013; Regmi et al., 2014). A GLM does not require
normally distributed predictors and can handle binary response variables
(0= false, 1= true), but a prerequisite is the lack of correlation (collinearity)
between covariates. In the present study, we use two definitions of the type 1
response: 1) damage >0 m3 (“dam”) and 2) “catastrophic damage”
interpreted as damage≥1 m3ha−1 (“dam”). The method finds the probabil-
ity of the event (1 – damage, 0 – no damage) through regression between a
response (dependent) variable and independent variables (here mostly con-
tinuous covariates).

The random forest method (Breiman, 2001; Boulesteix et al., 2012;
James et al., 2013; Probst and Boulesteix, 2017; Probst et al., 2019) is a
tree-based algorithm supported by multiple decision or classification
trees, which increases model stability and accuracy. When building a tree,
a random sample of m predictors – mtry is taken at each split. The typical
default is mtry≈ √p for classification (Kuhn and Johnson, 2013). The use
of small values of mtry helps to overcome collinearity between the predic-
tors because only a fraction of observations is sampled at each split.
Hyperparameter tuning automates the selection of the min_n and mtry pa-
rameters (Table 1S, Appendix 1). After hyperparameter tuning, we selected
the best parameters using the measure of accuracy and ROC_AUC (min_n=
40,mtry=2). Low values ofmtry lead tomoreweakly correlated trees and,
while this is desirable, the resulting trees could be based on sub-optimal
variables if the sample size (i.e. the number of selected trees) is small
6

(Probst et al., 2019). This, and the fact that the stability of the final RF
model can also be affected by the choice of other hyperparameters,
means it is important that the model is based on a sufficient number of
weakly correlated trees (Probst and Boulesteix, 2017). We therefore set
the number of trees to 1000, following Kuhn and Johnston (2013).

Support Vector Machine (SVM) is a technique based on a mathematical
definition of the hyperplane that is a boundary between data point groups
representing similar values (Boser et al., 1992; Brett, 2013). One of the
steps in SVM isfinding themaximummargin hyperplane that is the greatest
separation between the binary classes (Boehmke and Greenwell, 2019;
Thurnhofer-Hemsi et al., 2020). Separation can follow a linear or non-
linear function (polynomial or radial). For non-linear transformation the
so-called kernel trick is used, i.e. a function that can transform the data
into higher dimensional space and allows separation. For the present classi-
fication problem, we tested the polynomial and radial basis function kernel
(Ben-Hur and Weston, 2010; Kuhn and Johnson, 2013; Kuhn, 2020). Be-
cause SVM is a supervised classification method, it requires various argu-
ments to be specified, including cost (C), degree (of polynomial function),
scaling factor (for polynomial kernel), and gaussian sigma σ (for radial ker-
nel) (Table 1S, Appendix 1). C is the regularization parameter that controls
the trade-off betweenminimizing the training set error andmaximizing the
hyperplane margin. The degree of the polynomial kernel controls the flexi-
bility of the resulting classifier. Since we obtained similar results with the
polynomial and radial kernel, we adopted the radial kernel because it is
less computationally demanding.

Monotone Multi-Layer Perceptron (MONMLP) Neural Network, imple-
mented in the caret package through the monmlp package (Cannon,
2017), is a form of artificial neural network (ANN). ANN is a ‘black box’ ap-
proach (Lek and Guégan, 1999) able to learn from incomplete, disturbed
and noisy datasets (Hanewinkel et al., 2004). MMPNN is a popular and
powerful neural network type with architecture consisting of non-linear el-
ements (neurons) arranged in successive layers, and a hidden layer that is
used for unidirectional flow of the information from input to output layer
(Lek andGuégan, 1999; Kuhn and Johnson, 2013). Thus, there are two tun-
able hyperparameters: the number of hidden layers and the number of neu-
rons. We trained the ANN models with one hidden layer and up to 3
neurons (Table 1S, Appendix 1). It is desirable to limit the number of neu-
rons because using too many neurons can result in overfitting (Heaton,
2008). It has been shown that one hidden layer is sufficient for most prob-
lems (Heaton, 2008; Bochenek et al., 2021).

The gradient boosting machine (GBM) is based on an ensemble of deci-
sion tree models, where the initial model is boosted by adding new models
(“weak learners”) to the ensemble sequentially to improve accuracy
(Friedman, 2001; Natekin and Knoll, 2013; Touzani et al., 2018). This allows
the reduction of themodel variance through averaging several decision trees.
New weak learners are based on the residuals of previous models. We used
the search gridmethod to estimate the following hyperparameters: 1) interac-
tion depth, 2) shrinkage, 3) minimum number of observations at node,
4) number of trees (Table 1S, Appendix 1). The shrinkage parameter α, also
called the learning rate, can take values between 0 and 1, when lower values
imply a higher number of small steps and higher accuracy (Friedman, 2001;
Natekin and Knoll, 2013; Touzani et al., 2018). Both RF and GBM use an en-
semble of decision trees. However, there are two general differences between
RF and GBM: 1) in RF trees are combined at the end of the process of model
building, whereas in GBM trees are added at each iteration, i.e., when a new
tree is grown, it uses information from a previous model (Boehmke and
Greenwell, 2019), 2) in RFmany deep independent trees are grown, whereas
GBM uses shallow trees that individually are considered as weak predictive
models (Boehmke and Greenwell, 2019).

For all the models, we used model prediction strength accuracy and the
area under (AUC) the receiver operating characteristic (ROC) curve as met-
rics. The accuracy is calculated as the total number of correct predictions
(for both classes of the response variable) divided by the total number of
predictions. The ROC curve computes the sensitivity and specificity over
a continuum of different event thresholds (Kuhn and Silge, 2020). The
area under the ROC curve (roc_auc) is a measure of probability of correctly
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identifying a positive signal (here ‘dam’) above the noise (here ‘no_dam’)
(Hanley and McNeil, 1982). The threshold of probability level used for dis-
crimination between a positive and negative class is typically set to 0.5. We
adopt the following interpretation of roc_auc: roc_auc < 0.5 indicates worse
than random discrimination, roc_auc = 0.5 indicates random discrimina-
tion between binary classes, roc_auc of (0.5, 0.7] indicates weak discrimina-
tion, roc_auc of (0.7, 0.8] indicates acceptable discrimination, roc_auc of
(0.8, 0.9] indicates excellent discrimination, roc_auc of (0.9, 1.0) indicates
outstanding discrimination, and roc_auc=1.0 indicates perfect discrimina-
tion between classes (Suvanto et al., 2019; Hosmer et al., 2013).

The impact of individual variables on model performance was evalu-
ated by calculating feature importance and using accumulated local effects
(ALE) plots (Molnar et al., 2018; Molnar, 2020). Feature importance is cal-
culated using a permutation method that randomly permutes the values of
each predictor variable in the training data set and computes the associated
reduction in model performance or increase of the predictive error
(Boehmke and Greenwell, 2019). ALE are computed as accumulated differ-
ences in predictions over the conditional distribution (Molnar, 2020). Fea-
ture importance was calculated using the varImp() function and the ALE
was assessed with FeatureEffects() function from iml package (Molnar
et al., 2018).

Finally, we used data from two periods to examine spatial patterns of
the probability of forest damage: 1998–2006, and 2020 (see Section 2.6
for details). Raster layers with probability were calculated with the raster::
predict() function from the raster package. All analyses were conducted in
R 4.0.2 (R Core Team, 2019). The final maps were constructed using
QGIS 3.14.

2.6. Prediction prerequisites

Models with the highest predictive scores were used for prediction of
potential forest damage probability using the most recent forest inventory
data. The data were downloaded from the Forest Data Bank (FDB,
https://www.bdl.lasy.gov.pl/portal/). Data in FDB is updated annually
based on information received from forest inspectorates; the last update
of data on forest features for all inspectorates was 2020. The most impor-
tant information was tree volume and age. It was combined with a vector
layer and converted to raster layers. Other predictors were assumed to be
constant. From these layers a raster stack was built and used for prediction
using the most optimal models.

3. Results

All of the models have similar predictive power for any given scenario
(Table 2), with AUC values close to 0.7 and accuracy>0.65 (Fig. 3S, Appen-
dix 1). Although the GBMmodel producesmarginally better results and the
GLM model marginally worse results, the similarity across the models
Table 2
Metrics of accuracy (acc) and ROC AUC (auc) for each trained model and their evaluati

Analysis Model data input Binomial GLM Random fore

acc auc acc a

1 m3

All tree species
Training 0.637 0.687 0.649 0
Test 0.639 0.691 0.654 0

2 m3 ha−1

obs. > 1 m3 ha−1

All tree species

Training 0.625 0.672 0.642 0
Test 0.619 0.667 0.642 0

3 m3, only spruces Training 0.631 0.677 0.641 0
Test 0.634 0.681 0.644 0

4 m3 ha−1

Obs. > 1 m3 ha−1

Only spruces

Training 0.618 0.664 0.637 0
Test 0.620 0.662 0.637 0

Analysis 1 – all tree species, damage in m3, damage >0 m3.
Analysis 2 – all tree species, damage in m3 ha−1, damage >1 m3 ha−1.
Analysis 3 – only Norway spruce, damage in m3, damage >0 m3.
Analysis 4 – only Norway spruce, damage in m3 ha−1, damage >1 m3 ha−1.
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indicates that the results are not dependent on the choice of machine-
learning approach used.

Themodels using the datasetwith all tree species (Analysis 1–2) are bet-
ter than those obtained for data with only spruce (Analysis 3–4). There is
little degradation of the scores when using the test data from 2004 to
2006 (Table 2S, Fig. 3S, Appendix 1). However, the scores for the tests
based on individual years are less good overall (Table 2S). The consistency
across models and across data sets shows that it is possible to predict the
factors influencing forest damage with some confidence.

Generally, tree characteristics were the most important variables in
predicting the level of damage. Tree volume is themost important predictor
in all models and in all scenarios (Figs. 4 and 5). Tree age is the secondmost
important variable for all analyses, except in the GBMmodel in Analyses 1,
2 and 3. Except in the GLM case, there is a large drop in predictive impor-
tance between these vegetation-related variables and the bioclimatic or ter-
rain variables. Furthermore, the relative importance of the bioclimatic and
terrain variables changes between models and scenarios. Mean wind speed
in June (wind6), precipitation of coldest quarter (bio19) and mean temper-
ature of driest quarter (bio9) are the most important bioclimatic predictors,
with either wind6 or bio19 being the most important bioclimatic predictor
for Analysis 1 and 2 across all the models. However, mean wind speed in
June is not themost important predictor in Analysis 2 and, although precip-
itation of coldest quarter (bio19) remains important, the mean temperature
of driest quarter (bio9) and minimum temperature of coldest month (bio6)
are the most important bioclimatic variable in some of the models under
these scenarios. Wind exposure is the most important topographic variable
in half of the models under Analyses 1 and 2, although slope and valley
depth are themost important variable in the othermodels (4 and 2 cases re-
spectively). However, wind exposure is never the most important topo-
graphic variable in Analyses 3 and 4. Instead, TWI is chosen equally often
as slope (4 cases). This suggests that the topographic variables convey sim-
ilar information about susceptibility such that there is no clear value in
using one predictor over another.

The ALE plots show the nature of the relationship between individual
variables and wind damage. Tree volume has a positive effect on damage
up to a threshold value of 5000 m3 per forest unit, after which there is no
further change (Fig. 6, see Fig. 4S–6S in Appendix 1 for other models).
The probability of forest damage decreases with tree age up until ca
25 years, then increases up to 100 years. The apparent decrease in damage
with trees older than 100 years may reflect under-sampling (Fig. 6, RF
model). Wind exposure and valley depth have a generally positive effect
on damage, whereas slope has a generally negative effect on damage.
TWI has a positive effect on damage up to 7.0 and a negative impact
above this value. The ALE plots show that west-facing slopes have the
highest probability of damage. Precipitation of the coldest quarter (bio19)
has a strong negative effect on the probability of forest damage up to ca
150 mm but has no impact above this level. The impact of mean
on based on test sets. The highest values are indicated by bold type.

st SVM radial kernel Neural network Gradient boosting machine

uc acc auc acc auc acc auc

.709 0.654 0.709 0.651 0.708 0.656 0.714

.715 0.654 0.711 0.652 0.710 0.657 0.717

.697 0.643 0.696 0.638 0.690 0.644 0.699

.701 0.641 0.694 0.637 0.689 0.644 0.701

.698 0.645 0.698 0.646 0.700 0.648 0.704

.701 0.648 0.701 0.648 0.703 0.651 0.706

.692 0.636 0.689 0.632 0.687 0.639 0.694

.688 0.633 0.686 0.634 0.686 0.641 0.689

https://www.bdl.lasy.gov.pl/portal/


Fig. 4. Importance of variables for different models applied under Analyses 1 and 2 where all tree species are taken into account and damage volume is expressed in m3 (A1)
or m3 ha−1 (A2). Colours indicate general type of variable: tree features – green; climate features – blue; terrain features – brown. Abbreviations: bio19 – precipitation of
coldest quarter, wind_exp – wind exposition index, twi – topographic wetness index, vd – valley depth, bio9 – mean temperature of driest quarter, bio6 – mean
temperature of coldest month.
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temperature of the driest quarter (bio9) shows an initial decrease in proba-
bility until ca−2.5 °C and then an increase. As expected, wind speed has a
positive effect on damage probability. These patterns are similar in the ALE
plots for other models and scenarios (Appendix 1, Figs. 4S–6S).

In constructing prediction maps, we used data on tree volume and age
based on forest census data for 1998–2006 (map A) and compared this
with 2020 (map B), assuming that climate- and terrain-based variables do
not change in the short-term. All themodels predict that a larger proportion
of Sudety forests had a higher probability of damage in the period
1998–2006 compared to 2020 (Fig. 7, and Figs. 7S–9S in Appendix 1).
The GBM, GLM, and SVM models show the biggest difference between
the two periods. Although, the probability of damage decreased for all
models, the regions with a high probability of damage in the two periods
are the same.

4. Discussion and conclusions

Gradients of wind speed along storm paths result in gradients of
damage to trees and forest stands (Martin, 2013). However, spatially
and temporally complete information on wind speed and direction
allowing precise prediction of forest damage is often difficult to obtain
and assessments of forest vulnerability to strong winds must therefore
rely on less direct measures. It is likely that the use of average monthly
wind speed, rather than daily maximumwind speeds, leads to an under-
estimate of the importance of wind speed and duration on forest damage
in our analyses. This is supported, indirectly, by the fact that wind expo-
sure is an important predictor. However, although wind speed and dura-
tion are likely to be important influences, our results show that forest
properties (tree volume, age) have the major influence on the amount
of damage sustained.
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A similar conclusion was reached in analyses of forest damage by wind
in Finland (Suvanto et al., 2016, 2019), Sweden (Fridman and Valinger,
1998; Valinger and Fridman, 2011), and Pennsylvania, USA (Evans et al.,
2007a, 2007b). Hanewinkel et al. (2013) also concluded that tree and
stand characteristics are more important than site characteristics. Several
studies have related the importance of tree and forest characteristics to
mechanistic features that allow trees to withstand the impact of strong
wind (Peltola and Kellomäki, 1993; Gardiner et al., 1997). The study by
Gardiner et al. (1997) on Sitka spruce, for example, indicated increasing re-
sistance to breakage with increasing tree diameter driven by wider spacing
between trees at the stand level, however these trees may be more vulner-
able to uprooting. Stand openness and thinning have been seen as factors
increasing forest damage (Pellikka and Järvenpää, 2003), but this is not ap-
parent in our analyses which show that high volume forests (>5000 m3)
sustain more damage. Dobbertin (2002) analysed the damage caused by
windstorms Vivian (in 1990) and Lothar (in 1999) in Switzerland and
found forest stand features such as stand height, development stage, and
percentage of conifers, influencing higher probability of damage. Hart
et al. (2019) suggested that stand characteristics such as density and canopy
roughness might be more important than tree characteristics such as age or
height during severe storms and that tree features do not modify the effec-
tive forest vulnerability to the wind.

Our analyses indicate that higher age-class forests are more susceptible
than either young forests (trees <20 years old) or forests with large num-
bers of old trees (>100 years). Evans et al. (2007a, 2007b) found the
highest damage in the tree age class of 80–100 years, similar to our results.
Stand age was found to increase damage probability in southern Sweden as
a result of the Gudrun winter storm (Valinger and Fridman, 2011), with
90 year old Norway spruce stands being twice as susceptible to damage
as 50 year old stands of the same species. Stand height was an important



Fig. 5. Importance of variables for different models applied under Analysis 3 and 4where only Norway spruce is taken into account and volume of damage is expressed in m3

(A3) or m3ha−1 (A4). Colours indicate general type of variable: tree features – green; climate features – blue; terrain features – brown. Abbreviations: bio19 – precipitation of
coldest quarter, wind_exp –wind exposition index, twi – topographic wetness index, vd – valley depth, bio9 –mean temperature of driest quarter, bio6 –mean temperature of
coldest month.
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predictor of the damage after Gudrun, but since stand height is closely re-
lated to tree age and DBH we excluded this as a predictor in our study.
There may be two reasons for the apparent reduction in damage with
trees more than 100 years old shown in our study. Firstly, there is a reduc-
tion in sample size because most of the analysed forests are managed and
older trees have been harvested. In Poland, P. sylvestris is generally har-
vested at ca 80 years and P. abies at ca 110 years. This is shown in
Fig. 10S as a fast drop in P. abies age density distribution in 2000 (years
1998–2006). Secondly, any remaining older trees (in strictly and partly
protected forests) may have survived because they are adapted to extreme
climate conditions such as strong wind. A similar conclusion was drawn by
Valinger and Fridman (2011).

Climate and terrain variables appear to play a less important role than
forest characteristics in explaining susceptibility to damage. Although
wind speed (represented by wind6) is clearly important, winter precipita-
tion appears to have a role in reducing forest damage under relatively dry
conditions. On the other hand, the impact of temperature during the driest
period (bio9) generally has a positive impact on damage when tempera-
tures are above zero. Other studies have suggested that wind damage is
more common on saturated soils (Hanewinkel et al., 2013, 2014), but this
does not seem to be supported by our results. We observe that only a tiny
fraction of the TWI increase (between 6 and 7 units) impacts more signifi-
cant forest damage. However, it has been shown that increasing TWI
(interpreted as higher soil moisture and potential waterflow accumulation)
has a negative impact on tree biomass of forest stands in the national moun-
tain parks in Poland (Dyderski and Pawlik, 2020). However, when TWI
reaches 6–7 units the effect is positive for instance in the forests of the
Tatra Mountains National Park (Dyderski and Pawlik, 2021). This suggests
a close link between variables driving volume of forest damage and tree
biomass but requires further testing to make any solid conclusion.

The general increase in damage with exposure, and the fact that west-
facing slopes sustain most damage, is not surprising (Hanewinkel et al.,
2014). Regional studies show that the prevailing wind direction in the
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Sudety Mountains is from the W and SW sector (Schmuck, 1969;
Kwiatkowski and Hołdys, 1985; Sobik et al., 2013). However, the decrease
in damage with increasing slope seems unusual (Fig. 6) compared to other
studies. For instance, Kramer et al. (2001) found a positive relationship be-
tween damage area and slope in the temperate rain forest in southeast
Alaska. However, Evans et al. (2007) found that half of the damage was
on the flatter terrain which seems to indicate that slope has only a weak ef-
fect on damage. Klaus et al. (2011) found a decrease of damage probability
with slope when applying a logistic regression model to wind damage
caused by the Kyrillwindstorm in January 2007. Our data includes damage
caused by the Kyrill windstorm but is an ensemble of records caused by
wind of different intensity and origin, not only winter storms. This may ex-
plain why the impact of slope is less than shown by other studies. This also
applies to other topographic features, e.g., TWI. Hanewinkel et al. (2014),
examining the impact of windstorm Lothar (in December 1999) in
Switzerland, found a decreasing probability of damage with increasing
slope for eastern exposed stands but more severe storm damage on steep
slopes for western exposed stands. There is no clear explanation of our re-
sults related to the slope. However, in all slope classes plots with damage
occur more frequently than plots without damage (Fig. 11S, Appendix 1).
The PCA biplot (Fig. 2) shows that the slope variable is weakly correlated
with tree volume, age, and valley depth (vd). The geomorphology of the Su-
dety Mountains is highly complex, and this is reflected in the wide range of
the slope parameter (Placek, 2011). Additionally, Hanewinkel et al. (2014)
reported that a combination of aspect and slope in a multivariate statistical
model reveals lower damage on steeper slopes during winter storms. As
pointed by the authors, this effect was frequently observed (e.g., Klaus
et al., 2011).

Wind Exposition Index (WEI) and valley depth impact on forest damage
in the Sudety Mountains follow our initial hypotheses, but other authors
rarely used these parameters. Because WEI is closely correlated with eleva-
tion and wind speed, it can capture the effect of these two variables. Valley
depth gives information on terrain complexity and can reach high values in



Fig. 6. Accumulated local effects (ALE) plots of selected features having impact on
predictors when GBM and RF model is applied under Analysis 1. The density of
feature distribution is shown on the x-axis. Regions with low density should be
interpreted with caution. The temperature is multiplied by 10 (see Karger et al.,
2017).

Ł Pawlik, S.P. Harrison Science of the Total Environment 815 (2022) 151972

10
landscapes dissected by faults and incised by deep river valleys and tectonic
troughs. Long and deep valleys are important for bora wind formation, one
of the orographic wind types (Grisogono and Belušić, 2008). It can reach
high speed and be responsible for catastrophic damage in forest stands as,
for instance, in the Tatra Mountains, Slovakia, in 2004 (Kopecka, 2011).
Our data do not include information on wind type, but we assume some
fraction of the damage may have been caused by bora wind, for which val-
ley depth can be a key driving factor. Our results show that increasing val-
ley depth, over 50 m deep, positively affects damage probability. A similar
effect is seen with the nondimensional WEI (over 1.0), but this index ex-
presses different terrain properties, i.e., elevated ridges and isolated
massifs.

All of the models used here have a comparable level of predictive
power, although the GBM model produces slightly better results and the
GLM model marginally worse results. Other studies have shown that logis-
tic regression models perform better than other types of models and had
higher predictive power than obtained for the Sudety region (Fridman
and Valinger, 1998; Schindler et al., 2009; Klaus et al., 2011; Suvanto
et al., 2019), although this is not always the case (see e.g. Hanewinkel
et al., 2004; Hart et al., 2019). So far logistic regression has been the most
frequently applied algorithm (Klaus et al., 2011; Hanewinkel et al., 2014;
Suvanto et al., 2019). The similarity of the results acrossmodels and scenar-
ios in our study, and the fact that the relative importance of predictors of
wind damage is in agreement with findings from other studies, suggests
that the choice ofmodel is not important. However, when applied to unseen
data from 2004 to 2006 therewas a slight better performance of RF in Anal-
ysis 1 (Table 2S, Fig. 3S, Appendix 1). Nonetheless, in most cases AUC
values are close to 0.7 for A1.

Despite the fact that ongoing climate change is expected to increase
the incidence of wind damage in European forests (Lindner and
Rummukainen, 2013; Gregow et al., 2017; Seidl et al., 2017), our anal-
yses suggest that the probability of damage in the Sudety was lower in
2020 than during the interval between 1998 and 2006 as a result of
change in forest structure. This does not rule out the possibility that
changes in the incidence or strength of windstorms in a warming cli-
mate could offset this. However, it does suggest that forest management
could play an important role in shaping the response of European forests
to climate change.

Other studies have shown that changes in both forest characteristics and
storminess have contributed to increased wind damage in recent decades
across Europe (e.g. Schelhaas et al., 2003; Seidl et al., 2011; Gregow
et al., 2017). Schelhaas et al. (2003) and Seidl et al. (2011) have shown
that increasing standing timber volume and the promotion of conifers as
dominant tree species has made forests more vulnerable to damage. Thus,
the preferential planting of P. abies., a fast-growing tree that is highly
susceptible to wind damage (Everham and Brokaw, 1996; Gardiner
et al., 2010; Mitchell, 2013), at all elevations in the Sudety would be
consistent with high levels of damage. Indeed, our analyses indicate
lower probability of forest damage in 2020 than during the interval
1998–2006. This reduction of probability in 2020 compared to the ear-
lier period corresponds to a 9% decrease in the volume of P. abies (be-
tween 2006 and 2020, Fig. 2S). This clearly points to a role for forest
management in mitigating any climate change impacts. It would, how-
ever, be useful to use the predictive modelling approach developed
here to examine the degree to which the recent reduction in damage
will be sustained under future climate change scenarios and also to ex-
plore how changes in management could offset the deleterious impact
of such changes.
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