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A B S T R A C T

The linear dynamic susceptibility is arguably the most important property to specify the magnetization
dynamics of a given system. Therefore, this quantity has been studied in great detail and the corresponding
measurements known as susceptometry are well-established. Notwithstanding its relevance, the linear suscep-
tibility is inherently limited to describe the magnetization response to weak external fields only. Here, we
suggest the framework of Medium Amplitude Field Susceptometry (MAFS) to study the non-linear response
which complements the linear susceptibility and provides additional information on the magnetic properties
of the system and is applicable to magnetic fields of medium amplitudes. In particular, we introduce the
general third-order nonlinear susceptibility 𝜒̂3 as a central quantity that completely specifies the lowest-order
non-linear response to arbitrary time-dependent magnetic fields. We show that response functions in medium
amplitude oscillatory magnetic fields and parallel superposition susceptometry are contained in 𝜒̂3 as special
cases. Also included in 𝜒̂3 are interesting intermodulation effects when the system is probed by a superposition
of oscillating magnetic fields with different frequencies. We work out the explicit form of 𝜒̂3 for several model
systems for the dynamics of magnetic nanoparticles (MNPs). We expect this unifying framework to be not
only of theoretical interest, but also useful for a deeper characterization of MNP systems, giving additional
information on their suitability for various applications.
1. Introduction

The linear susceptibility is a fundamental material parameter that
fully encodes the magnetization response of a system to arbitrary time-
dependent magnetic fields [1,2]. An important restriction to the above
is that the amplitudes of the applied fields must be small enough.
Because of its importance, measuring the linear susceptibility has be-
come a standard characterization method for magnetic systems [3].
Indeed, developments in alternating current (AC) susceptometry now
allow us to measure the susceptibility over a very wide frequency
range [4–6]. From a theoretical point of view, linear response theory
provides not only a solid foundation of the linear susceptibility, but
also suggests different approaches for their measurements, such as step-
changes in the magnetic field strength, oscillatory magnetic fields or,
via the fluctuation–dissipation theorem, from equilibrium magnetiza-
tion fluctuations. The remarkable result of linear response theory is that
all these different methods ultimately measure the same quantity, i.e.
the linear susceptibility [2].

With their strong magnetization response, magnetic nanoparticles
(MNPs) are particularly interesting model systems that have attracted
a considerable body of experimental and theoretical work [3]. In
addition, numerous engineering and biomedical applications of MNPs
are currently being explored and developed [7–11]. Many of these
applications use MNPs as field-controlled materials or otherwise rely

E-mail address: p.ilg@reading.ac.uk.

on their field-dependent properties. Therefore, there is great interest in
the response of MNPs to general time-dependent fields. Due to their
superparamagnetic nature, ‘‘moderate’’ field strengths are routinely
accessible experimentally that drive MNP systems beyond the linear
response regime.

While it is generally acknowledged that nonlinear responses contain
a wealth of additional information on a system, they are also difficult
to quantify in general. Some applications such as magnetic particle
spectroscopy explicitly probe non-linear responses in terms of ampli-
tudes of higher harmonics, typically by large amplitude oscillatory
magnetic fields [12]. Thus, one approach is to use AC susceptometry
with medium or large amplitudes to measure higher order suscepti-
bilities. This approach has been used e.g. in superconductors [13].
In the context of MNPs and ferrofluids, using small amplitude os-
cillatory magnetic fields, the linear dynamic susceptibility has been
studied intensively (see e.g. Refs. [3,5] and references therein) and
can be considered to be understood quantitatively for not too strong
interactions, at least for thermally blocked MNPs (see e.g. Refs. [3,14]
and references therein). In contrast, the nonlinear susceptibilities of
MNPs are much less well understood. Besides magnetic particle spec-
troscopy, only few dedicated experimental studies on the nonlinear
susceptibilities of MNPs have appeared so far [15,16]. Recent theo-
retical approaches used perturbation methods based on the Clausius–
https://doi.org/10.1016/j.jmmm.2024.172540
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Mossotti equation and the mean-spherical approximation [17,18] to
calculate nonlinear susceptibilities. In AC fields, however, these ap-
proaches miss dissipative contributions. Only very recently did some
studies appear that numerically calculated the nonlinear response based
on kinetic models for the magnetization dynamics [19–22]. Raikher and
Stepanov were able to calculate the third order response to AC fields
from a kinetic model and compared a low-frequency approximation to
experimental data [23,24].

Here, instead, we propose the third-order nonlinear susceptibility 𝜒̂3
s a new relevant material property that fully describes the nonlinear
esponse of magnetic systems to arbitrary time-dependent fields of
oderate amplitudes. We call this approach Medium Amplitude Field

usceptometry (MAFS) to emphasize the extension of classical linear
usceptometry to magnetic fields of medium amplitude. Thereby, we
im to transfer a recent development in rheology [25] to magnetic
ystems. We discuss general properties of the third-order nonlinear sus-
eptibility and show that Medium Amplitude Oscillatory Field (MAOF)
usceptibilities and Parallel Superposition (PS) susceptibilities are con-
ained in 𝜒̂3 as special cases. We also discuss the phenomenon of
ntermodulation, where nonlinearities of the magnetization dynamics
eact to a superposition of two oscillating magnetic fields with different
requencies by producing a response at several linear combinations of
he input frequencies. In addition, we illustrate the general framework
or some commonly used models of MNP dynamics. Thereby, we derive
nd discuss explicit expressions of 𝜒̂3 for these models.

The paper is organized as follows. The general approach to nonlin-
ar susceptibilities employed here is presented in Section 2 together
ith the specialization to particular cases such as MAOF and PS. In
ections 3 and 4, the third-order dynamic susceptibilities defined in
ection 2 are illustrated for different models of MNP dynamics within
he rigid-dipole approximation and for immobile MNPs, respectively.
etails of the derivation are given in the Appendix. Finally, some
onclusions are offered in Section 5.

. Theory and general relations

Consider a paramagnetic material (e.g. a collection of MNPs) where
magnetization 𝑀 can be induced by an applied magnetic field 𝐻 . The
agnetization law 𝑀eq =𝑀eq(𝐻) gives the equilibrium magnetization

resulting from a static magnetic field. For time-dependent magnetic
fields 𝐻 = 𝐻(𝑡), however, the induced magnetization is in general also
time-dependent, 𝑀 = 𝑀(𝑡). When the field amplitude is sufficiently
small, the relation between 𝑀 and 𝐻 is linear and can be written as

𝑀(𝑡) = ∫

𝑡

−∞
𝜒(𝑡 − 𝑡1)𝐻(𝑡1)d𝑡1, |𝐻| small, (1)

ith the material function 𝜒(𝑡) known as the linear magnetic suscepti-
ility.

When the amplitude of the magnetic field increases, the linear
elation (1) breaks down since the magnetization depends nonlinearly
n the magnetic field. Expanding this dependence in a Volterra series in
he magnetic field, the time-dependent magnetization can be expressed
n the form [26–28]

(𝑡) =
∞
∑

𝑛=1
∫

∞

−∞
⋯∫

∞

−∞
𝜒𝑛(𝜏1,… , 𝜏𝑛)

𝑛
∏

𝑗=1
𝐻(𝑡 − 𝜏𝑗 )d𝜏𝑗 (2)

hich holds for general paramagnetic materials with time-independent
agnetic properties. The functions 𝜒𝑛(𝑡1,… , 𝑡𝑛) are called the 𝑛th order
olterra kernels. The first term of the series in Eq. (2) is the linear
agnetic susceptibility appearing in Eq. (1), 𝜒1(𝑡) = 𝜒(𝑡)𝛩(𝑡) with 𝛩(𝑥)

the Heaviside step function ensuring causality.
It should be noted that nonlinear relations of the form (2) are

well studied mathematically [29] and have been employed in other
contexts such as rheology [25] and engineering [28]. Strictly speaking,
convergence of the series (2) cannot be guaranteed for arbitrary time-

dependent fields 𝐻(𝑡), but for a rather large class [26] that encompasses

2 
most situations of interest for magnetic systems. Since specifying an
infinite number of response functions 𝜒𝑛 is impractical, the Volterra
series (2) is most useful if the first few terms are dominant. This is the
situation considered here.

2.1. Field switch

When switching on a magnetic field of constant strength 𝐻 at
time 𝑡 = 0, 𝐻(𝑡) = 𝐻𝛩(𝑡) with 𝛩(𝑥) the Heaviside step function, the

agnetization response from Eq. (2) can be written as

(𝑡) =
∞
∑

𝑛=1
𝐻𝑛𝑅on

𝑛 (𝑡) (3)

ith the 𝑛th order relaxation function for switching on,

on
𝑛 (𝑡) = ∫

𝑡

−∞
⋯∫

𝑡

−∞
𝜒𝑛(𝜏1,… , 𝜏𝑛)

𝑛
∏

𝑗=1
d𝜏𝑗 . (4)

If instead a magnetic field of strength 𝐻 was applied in the in-
inite past and switched off at time 𝑡 = 0, 𝐻(𝑡) = 𝐻(1 − 𝛩(𝑡)), the
agnetization relaxation is given by

(𝑡) =
∞
∑

𝑛=1
𝐻𝑛𝑅off

𝑛 (𝑡) (5)

ith the 𝑛th order relaxation function for switching off,

off
𝑛 (𝑡) = ∫

∞

𝑡
⋯∫

∞

𝑡
𝜒𝑛(𝜏1,… , 𝜏𝑛)

𝑛
∏

𝑗=1
d𝜏𝑗 . (6)

or long times, lim𝑡→∞ 𝑅off
𝑛 (𝑡) = 0, describing the relaxation to the

sotropic state with vanishing magnetization.

.2. Generalized frequency response function

With the success of AC susceptometry, it is very common and con-
enient to study the linear susceptibility not in the time but in the fre-
uency domain [3]. Define the Fourier transform of the magnetization
s

̂ (𝜔) = ∫

∞

−∞
d𝑡 𝑒−𝑖𝜔𝑡𝑀(𝑡) (7)

nd similarly for the magnetic field 𝐻̂(𝜔). The corresponding backtrans-
orm is given by

(𝑡) = 1
2𝜋 ∫

∞

−∞
d𝜔𝑒𝑖𝜔𝑡𝑀̂(𝜔). (8)

aking the Fourier transform of Eq. (2), the nonlinear magnetization
esponse can equivalently be formulated in the frequency domain as

̂ (𝜔) =
∞
∑

𝑛=1

1
(2𝜋)𝑛−1 ∫

∞

−∞
⋯∫

∞

−∞
𝜒̂𝑛(𝜔1,… , 𝜔𝑛)

× 𝛿(𝜔 −
𝑛
∑

𝑗=1
𝜔𝑗 )

𝑛
∏

𝑘=1
𝐻̂(𝜔𝑘)d𝜔𝑘, (9)

with the 𝑛th order complex susceptibility defined by

̂𝑛(𝜔1,… , 𝜔𝑛) = ∫

∞

−∞
⋯∫

∞

−∞
𝑒−

∑𝑛
𝑘=1 𝑖𝜔𝑘𝑡𝑘𝜒𝑛(𝑡1,… , 𝑡𝑛)

𝑛
∏

𝑘=1
d𝑡𝑘 (10)

To first order, 𝜒̂1(𝜔) = 𝜒̂(𝜔) is the well-known complex magnetic
susceptibility, which is the one-sided Fourier transform of the linear
susceptibility 𝜒(𝑡). The general 𝑛th order complex susceptibility 𝜒̂𝑛 is
the Fourier transform of the 𝑛th order susceptibility 𝜒𝑛 introduced in
Eq. (2) with respect to all 𝑛 time arguments. This quantity is also known
as 𝑛th frequency-domain kernel [29].

Before we proceed, it is worth to establish a number of general
properties of 𝜒̂𝑛. First, upon changing the sign of the applied field
𝐻̂(𝜔) → −𝐻̂(𝜔), we expect that the magnetization also changes its sign,
𝑀̂(𝜔) → −𝑀̂(𝜔). Therefore, only terms with 𝑛 odd should appear in
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the series (2) and (9). We note in passing that exceptions to this rule
have been observed in various superconducting systems, the origin of
which is still being debated [13]. Second, since 𝐻̂(𝜔) and 𝑀̂(𝜔) are
Fourier transforms of real-valued functions, their complex conjugate
must satisfy 𝐻̂∗(𝜔) = 𝐻̂(−𝜔) and 𝑀̂∗(𝜔) = 𝑀̂(−𝜔). The same property
also applies to the kernels, leading to

𝜒 ′
𝑛(−𝜔1,… ,−𝜔𝑛) = 𝜒 ′

𝑛(𝜔1,… , 𝜔𝑛)

𝜒 ′′
𝑛 (−𝜔1,… ,−𝜔𝑛) = −𝜒 ′′

𝑛 (𝜔1,… , 𝜔𝑛), (11)

where 𝜒 ′
𝑛(𝜔1,… , 𝜔𝑛) and 𝜒 ′′

𝑛 (𝜔1,… , 𝜔𝑛) are the real and imaginary
part of 𝜒̂𝑛(𝜔1,… , 𝜔𝑛), respectively. Eqs. (11) generalize well-known
properties of the linear susceptibility in that the in-phase responses
𝜒 ′
𝑛 are time-reversal invariant, whereas the out-of-phase quantities 𝜒 ′′

𝑛
indicate losses and change sign. Additionally, we find from Eq. (11)
that 𝜒 ′′

𝑛 (0,… , 0) = 0, i.e. no magnetic losses for time-independent
magnetic fields. The in-phase contributions 𝜒 ′

𝑛 are even functions of
the frequencies and therefore not constraint.

Since only odd terms appear in Eq. (9), the first terms of the series
read

𝑀̂(𝜔) = 𝜒̂1(𝜔)𝐻̂(𝜔) + 1
(2𝜋)2 ∫

∞

−∞
d𝜔1 ∫

∞

−∞
d𝜔2 ∫

∞

−∞
d𝜔3

× 𝛿(𝜔 −
3
∑

𝑗=1
𝜔𝑗 )𝜒̂3(𝜔1, 𝜔2, 𝜔3)𝐻̂(𝜔1)𝐻̂(𝜔2)𝐻̂(𝜔3)

+ 𝒪(𝐻̂5), (12)

with 𝜒̂3(𝜔1, 𝜔2, 𝜔3) the third-order complex susceptibility. In the follow-
ing, we will be interested mostly in this quantity.

2.3. Medium amplitude oscillatory fields (MAOF)

For the special case of oscillating magnetic fields

𝐻(𝑡) = 𝐻 cos(𝜔0𝑡) (13)

of medium amplitude 𝐻 and given frequency 𝜔0, Eq. (12) takes a
simple form so that the magnetization response (2) becomes

𝑀(𝑡) = ℜ
{

𝐻𝑒𝑖𝜔0𝑡[𝜒̂1(𝜔0) +
3
4
𝐻2𝜒̂3(𝜔0, 𝜔0,−𝜔0)]

}

+ 3
4
𝐻3ℜ{𝑒3𝑖𝜔0𝑡𝜒̂3(𝜔0, 𝜔0, 𝜔0)} + 𝒪(𝐻5), (14)

where ℜ𝐴 denotes the real part of the complex quantity 𝐴. Explicitly
writing out the real part, Eq. (14) can be written as

𝑀(𝑡) = 𝐻[𝜒 ′(𝜔) cos(𝜔𝑡) + 𝜒 ′′(𝜔) sin(𝜔𝑡)]

+ 𝐻3[𝜒 ′
31(𝜔) cos(𝜔𝑡) + 𝜒

′′
31(𝜔) sin(𝜔𝑡)

+ 𝜒 ′
33(𝜔) cos(3𝜔𝑡) + 𝜒

′′
33(𝜔) sin(3𝜔𝑡)] + 𝒪(𝐻5), (15)

where 𝜒 ′
33 and 𝜒 ′′

33 are the in-phase (real part) and out-of-phase (imag-
inary part) contributions to the third harmonic, whereas 𝜒 ′

31 and 𝜒 ′′
31

give the third-order corrections to the linear susceptibilities 𝜒 ′ and 𝜒 ′′,
respectively. For medium amplitudes 𝐻 , the third-order terms given
in Eq. (15) specify the magnetization response, whereas higher order
terms need to be retained in the expansion for larger amplitudes.

Comparison of Eq. (14) to Eq. (15) allows us to identify the third-
order in-phase and out-of-phase AC-susceptibilities in terms of 𝜒̂3 as

𝜒 ′
31(𝜔) =

3
4
ℜ𝜒̂3(𝜔,𝜔,−𝜔) (16)

𝜒 ′′
31(𝜔) = −3

4
ℑ𝜒̂3(𝜔,𝜔,−𝜔) (17)

′
33(𝜔) =

1
4
ℜ𝜒̂3(𝜔,𝜔, 𝜔) (18)

𝜒 ′′
33(𝜔) = −1

4
ℑ𝜒̂3(𝜔,𝜔, 𝜔), (19)

ith ℑ𝐴 the imaginary part of the complex quantity 𝐴.
 𝑀

3 
.4. Parallel superposition (PS) susceptometry

A different method of probing the response of MNP systems has
een proposed by using a superposition of AC and DC fields. Such
tudies have been used e.g. to determine field-dependent relaxation
imes parallel and perpendicular to an applied field [30,31].

Here, we consider only the special case where both fields are
riented parallel to each other. Consider a static field of strength 𝐻0

superimposed parallel to an oscillating field,

𝐻(𝑡) = 𝐻0 +𝐻1 cos(𝜔0𝑡) (20)

q. (20) formally generalizes MAOF, discussed in Section 2.3. There-
ore, it may seem that MAOF is a particular case of PS susceptometry
or 𝐻0 = 0. This, however, is misleading since in PS the amplitude 𝐻1
s small compared to 𝐻0.

Inserting the particular time-dependent field (20) into Eq. (9), the
esulting magnetization response can be expressed as

(𝑡) = 𝐻0𝜒
PS
0 +𝐻1

(

ℜ{𝜒PS
||

𝑒𝑖𝜔0𝑡} +ℜ{𝜒PS
2 𝑒2𝑖𝜔0𝑡}

)

, (21)

with the static susceptibility

𝜒PS
0 (𝐻0,𝐻1, 𝜔) = 𝜒1(0) +𝐻2

0 𝜒̂3(0, 0, 0) +
3
2
𝐻2

1 𝜒̂3(𝜔,−𝜔, 0), (22)

he parallel susceptibility
PS
||

(𝐻0, 𝜔) = 𝜒1(𝜔) + 3𝐻2
0 𝜒̂3(𝜔, 0, 0), (23)

nd the second harmonic susceptibility

PS
2 (𝐻0,𝐻1, 𝜔) =

3
2
𝐻0𝐻1𝜒̂3(𝜔,𝜔, 0). (24)

As mentioned above, the amplitude 𝐻1 is considered small in PS
and therefore terms 𝒪(𝐻3

1 ) are neglected. Note that the magnetization
esponse (21) in PS oscillates with the excitation frequency 𝜔0 as well

as with the second harmonic 2𝜔0, but no third harmonic for small
𝐻1. Traditional PS measurements almost exclusively focus on the first
harmonic, Eq. (23), and extract the dependence on the magnitude 𝐻0
of the static field [30,31], whereas the second harmonic response is
typically not reported. We also point out that PS probes different linear
combinations of 𝜒̂1 and 𝜒̂3 as well as different combinations of the ar-
guments of 𝜒̂3(𝜔1, 𝜔2, 𝜔3) than MAOF. Therefore, PS and MAOF indeed
provide complementary information for medium amplitude fields.

2.5. Intermodulation

Instead of probing the system at a single frequency 𝜔0 as in Eq. (13),
one can impose a more complex time-dependent excitation field with
𝐼 frequencies 𝑛𝑚𝜔0,

𝐻(𝑡) = 𝐻
𝐼
∑

𝑚=1
cos(𝑛𝑚𝜔0𝑡). (25)

ue to nonlinearities, the system’s response is not limited to first and
hird harmonics but contains a number of linear combinations of the
xcitation frequencies. This phenomenon is called intermodulation and
s well studied e.g. in microwave systems [32].

For illustration, let us consider the simplest case of 𝐼 = 2, i.e.
he superposition of two frequencies, 𝑛1𝜔0 and 𝑛2𝜔0. In this case, we
ind from Eq. (12) that the medium-amplitude magnetization response
ontains the frequencies 𝑛1𝜔0, 𝑛2𝜔3, 3𝑛1𝜔0, 3𝑛2𝜔0, (2𝑛1 + 𝑛2)𝜔0, (𝑛1 +
𝑛2)𝜔0, |2𝑛1 − 𝑛2|𝜔0, |𝑛1 − 2𝑛2|𝜔0. For 𝑛1 = 𝑛2, this reduces to the
irst and third harmonic, as expected. Choosing 𝑛2 = 4𝑛1, however,
he response comprises eight different frequencies 𝜔𝑘 = 𝑘𝜔0 with
∈ 𝐼𝜔 where 𝐼𝜔 = {1, 2, 3, 4, 6, 7, 9, 12}. We want to point out that

uch intermodulation effects are naturally included in Eq. (12) but are
ot routinely captured in standard approaches that study responses to
edium-amplitude oscillatory fields. Within the present framework, the

esponse is described from Eq. (12) as

̂
 (𝜔) = 2𝜋𝐻[𝜒̂1(𝜔0)𝛿(𝜔 − 𝜔0) + 𝜒̂1(4𝜔0)𝛿(𝜔 − 4𝜔0)]
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+ 2𝜋𝐻3
∑

𝑘∈𝐼𝜔

𝜒̂𝐼3,𝑘(𝜔0)𝛿(𝜔 − 𝜔𝑘) (26)

where the functions 𝜒̂𝐼3,𝑘(𝜔) are defined as

𝜒̂𝐼3,1(𝜔) =
3
4
𝜒̂3(𝜔,𝜔,−𝜔) +

3
2
𝜒̂3(4𝜔,−4𝜔,𝜔) (27)

𝜒̂𝐼3,2(𝜔) =
3
4
𝜒̂3(4𝜔,−𝜔,−𝜔) (28)

𝜒̂𝐼3,3(𝜔) =
1
4
𝜒̂3(𝜔,𝜔, 𝜔) (29)

𝜒̂𝐼3,4(𝜔) =
3
4
𝜒̂3(4𝜔, 4𝜔,−4𝜔) +

3
2
𝜒̂3(4𝜔,𝜔,−𝜔) (30)

𝜒̂𝐼3,6(𝜔) =
3
4
𝜒̂3(4𝜔,𝜔, 𝜔) (31)

𝜒̂𝐼3,7(𝜔) =
3
4
𝜒̂3(4𝜔, 4𝜔,−𝜔) (32)

𝜒̂𝐼3,9(𝜔) =
3
4
𝜒̂3(4𝜔, 4𝜔,𝜔) (33)

̂𝐼3,12(𝜔) =
1
4
𝜒̂3(4𝜔, 4𝜔, 4𝜔) (34)

Note that 𝜒̂𝐼3,3 = 𝜒̂33(𝜔) and 𝜒̂𝐼3,12(𝜔) = 𝜒̂33(4𝜔) are the same susceptibili-
ties that appear within MAOF. The remaining susceptibilities, however,
do not appear in MAOF or PS and provide new information on the
system.

3. Illustration of nonlinear susceptibilities for thermally blocked
MNPs

Having established the general theory and formalism in Section 2,
we now exemplify and illustrate these quantities for specific models of
MNP dynamics that are frequently used in the literature. But before
doing so, we want to emphasize that the above formalism applies re-
gardless of the underlying model, the particular relaxation mechanisms
or dipolar interaction strength and concentration regimes.

In this section, we consider for simplicity only models for the ultra-
dilute regime where interactions between MNPs can be neglected. In
addition, the models investigated in this section apply to thermally
blocked MNPs where Néel relaxation can be neglected. The models
we consider are the Fokker–Planck Equation (FPE) model, the Effective
Field Approximation (EFA), and Shliomis’ 2001 magnetization equation
(Sh01). Details of these models as well as a derivation of the third order
susceptibilities can be found in Appendices B, C and E. The opposite
case of immobile MNPs where Néel processes are the only relaxation
mechanism is considered in Section 4.

We first specialize to the response to medium amplitude oscillatory
fields (MAOF). The corresponding susceptibilities 𝜒̂3𝑘(𝜔) for 𝑘 ∈ {1, 3}
are defined in Section 2.3. The susceptibilities 𝜒̂31 give the 𝒪(𝐻3)
correction to the harmonic response at the excitation frequency 𝜔0. The
susceptibilities 𝜒̂33 on the other hand determine the nonlinear response
t the frequency 3𝜔0. Fig. 1(a) and (b) show the real and imaginary
art of 𝜒̂3𝑘, respectively. For low frequencies, 𝜒 ′

3𝑘(𝜔) approach the
quasi-static limiting values 𝜒 ′

31(0) = (3∕4)𝜒̂qs
3 , 𝜒 ′

33(0) = (1∕4)𝜒̂qs
3 , where

̂qs3 denotes the third-order static susceptibility. See Appendix A and
Eq. (A.1) for a discussion of the quasi-static limit and a derivation of
̂qs3 .

We want to emphasize that the scaled susceptibilities 𝜒̂3𝑘(𝜔)∕𝜒̂
qs
3 are

functions of frequency 𝜔 only, independent of MNP properties. Fig. 1
shows the predictions of three models for the MNP dynamics denoted
as FPE, EFA and Sh01 (see Appendices B, C and E). From Fig. 1 we find
that all three models give the same qualitative predictions, with close
agreement between FPE and EFA and somewhat larger differences for
the Sh01 model. The in-phase susceptibilities 𝜒 ′

3𝑘 show approximately
the inverse behavior of the linear counterpart, i.e. starting from nega-
tive values of the quasi-static susceptibility at low frequencies, 𝜒 ′

3𝑘(𝜔)
increase with increasing frequency 𝜔 until fast approaching zero as 𝜔−4

for 𝜔𝜏B ≳ 10. Similarly, the shape of the out-of-phase susceptibilities
𝜒 ′′ is similar to the linear counterpart but with a negative sign and
3𝑘

4 
the minima occurring at frequencies slightly lower than 𝜏−1B . Their
approach to zero for large frequency is governed by the power law
𝜔−3 for 𝜔𝜏B ≫ 1. Since the susceptibilities 𝜒 ′′

3𝑘 govern magnetic losses
in oscillating fields, the corresponding reduction of magnetic losses
are relevant for magnetic fluid hyperthermia applications as they are
detrimental to the heating efficiency.

Next, we study the three nonlinear susceptibilities related to parallel
superposition (PS) susceptometry defined and discussed in Section 2.4.
The quantity 𝜒̂3(𝜔,−𝜔, 0) appearing in Eq. (22) is real-valued and
governs the correction to the static susceptibility. The susceptibility
̂3(𝜔, 0, 0) determines the nonlinear contribution to the parallel suscep-
tibility at the excitation frequency 𝜔, Eq. (23), while 𝜒̂3(𝜔,𝜔, 0) governs
the parallel response at the second harmonic, see Eq. (24). Fig. 2(a)
and (b) show the real and imaginary part of these PS susceptibilities,
respectively. For low frequencies, the real parts of these susceptibilities
all approach the same quasi-static value 𝜒̂qs

3 as expected. The increase of
these susceptibilities with increasing frequency is similar to 𝜒 ′

3𝑘 seen in
Fig. 1, but approaching zero at somewhat larger frequencies. It is only
the second-harmonic susceptibility 𝜒 ′

3(𝜔,𝜔, 0) that shows a pronounced
overshoot around 𝜔𝜏B ≈ 1, whereas the overshoot for 𝜒 ′

3(𝜔, 0, 0) is tiny
and absent for 𝜒 ′

3(𝜔,−𝜔, 0). The imaginary parts of the susceptibility,
𝜒 ′′(𝜔, 0, 0) and 𝜒 ′′

3 (𝜔,𝜔, 0) show a slight asymmetric single peak at
frequencies below 𝜏−1B . Positive values of these susceptibilities imply
nhanced magnetic losses which could be of interest in magnetic fluid
yperthermia applications. Indeed an additional DC field was found to
mprove the heating power [33,34]. Same as found for MAOF, the three
odels give qualitatively similar predictions, with good quantitative

greement between FPE and EFA, while Sh01 model shows somewhat
arger deviations.

A full visualization of the third-order nonlinear susceptibility 𝜒̂3
(𝜔1, 𝜔2, 𝜔3) is very difficult since it is a function of three independent
frequencies. Fig. 3 shows contour plots of the real and imaginary part
of 𝜒̂3 for the submanifold with 𝜔3 = 𝜔1, i.e. only two independent
frequencies are considered for this plot. The dashed lines in Fig. 3 show
the one-dimensional cross sections 𝜔2 = 𝜔1 and 𝜔2 = 0 of 𝜒̂3 that are
probed by MAOF and PS, respectively As seen from Fig. 3, the maxima
and minima of 𝜒̂3 manifest themselves differently for different cross
sections. In particular, the more asymmetric shape of the imaginary
part of the susceptibility in PS compared to MAOF can be understood
by Fig. 3(b).

Fig. 4(a) and (b) show the real and imaginary part, respectively,
of the susceptibilities (27)–(34) associated with intermodulation effects
as discussed in Section 2.5. In the low-frequency limit, the intermod-
ulation susceptibilities approach one of three limiting values, 𝜒̂𝐼3,1(0) =
̂𝐼3,4(0) = (9∕4)𝜒̂qs

3 , 𝜒̂𝐼3,2(0) = 𝜒̂𝐼3,6(0) = 𝜒̂𝐼3,7(0) = 𝜒̂𝐼3,9(0) = (3∕4)𝜒̂qs
3 , and

̂𝐼3,3(0) = 𝜒̂𝐼3,12(0) = (1∕4)𝜒̂qs
3 . Therefore, the real parts of 𝜒̂𝐼3,𝑘 all start

with negative values for low frequencies. Fig. 4 shows that ℜ𝜒̂𝐼3,𝑘 cross
the zero axis at some frequency between 𝜔𝜏B = 0.1 and 2, develop a
small maximum before rapidly decaying to zero at frequencies 𝜔𝜏B >
10.

4. Illustration of nonlinear susceptibilities for immobile MNPs

In Section 3 we considered models within the rigid-dipole (ther-
mally blocked) approximation where Brownian particle rotation is the
only magnetization relaxation mechanism. Here, instead, we consider
the opposite limit of immobile MNPs where magnetization relaxation
is exclusively caused by internal, Néel processes. While many systems
show a combination of Brownian and Néel relaxation [3,35,36], it is
helpful to consider these processes separately.

For immobile MNPs, there are less analytical results available
in the literature concerning the magnetization dynamics compared
to the rigid-dipole approximation. Although the stochastic Landau–
Lifshitz–Gilbert equation is generally considered a well-defined starting
point [37], extracting useful results for the magnetization relaxation
remains a challenge due to the time-scale separation involved. In
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Fig. 1. The nonlinear susceptibilities 𝜒 ′
31 and 𝜒 ′

33 (a) and 𝜒 ′′
31 and 𝜒 ′′

33 (b) are shown as a function of reduced frequency on a semi-logarithmic axis. Susceptibilities are scaled with
|𝜒̂qs

3 |. Solid, dashed and dot-dashed lines correspond to the FPE model, Eq. (E.17), the EFA, Eq. (C.4), and Shliomis 2001 approximation, Eq. (B.6), respectively.
Fig. 2. The real (a) and imaginary (b) part of the third order complex susceptibilities 𝜒̂3 related to PS, Eq. (21), normalized by |𝜒̂qs
3 | are shown as a function of dimensionless

frequency 𝜔𝜏B on a semi-logarithmic scale. Line styles are the same as in Fig. 1. Note that 𝜒̂3(𝜔,−𝜔, 0) is real.
Ref. [23], the authors proposed analytical expressions for the third-
order susceptibility by an ad hoc transfer of results obtained for the
rigid dipole approximation. Here, instead, we use a simplified model in
terms of thermally activated magnetization reversals that mimic Néel
relaxation for sufficiently large anisotropy barriers [38,39]. In these
Monte-Carlo type models, the magnetization is restricted to point either
parallel or anti-parallel to the particle’s easy axis with a probability
of switching between the two that is governed by an Arrhenius rate.
The magnetization response for the resulting two-state model can be
worked out analytically. See Appendix F for details. As an example, we
show in Fig. 5 the third-order susceptibilities 𝜒 ′

33 and 𝜒 ′′
33 governing

the third harmonic response for MAOF. We observe that 𝜒 ′
33 and 𝜒 ′′

33
look qualitatively similar to the rigid-dipole case shown in Fig. 1.
Therefore, the ad hoc expression proposed in Ref. [23] provides a rather
5 
good approximation to the result of the Monte-Carlo type model. One
qualitative difference between the two is the prediction of a maximum
of 𝜒 ′′

33 at around 𝜔𝜏N ≈ 2 which is absent in the Monte-Carlo type
model. Note that the Monte-Carlo type model predicts a much slower
decay for the high-frequency behavior of immobile MNPs 𝜒 ′

33 ∼ 𝜔−2 and
𝜒 ′′
33 ∼ 𝜔−1 for 𝜔𝜏N ≫ 1 compared to exponents −4 and −3, respectively,

found above for thermally blocked particles.

5. Conclusions

We here propose Medium Amplitude Field Susceptometry (MAFS)
as an extension of classical, linear susceptometry for a more in-depth
characterization of the magnetization dynamics. In particular, we in-
troduce the third-order complex dynamic susceptibility 𝜒̂ (𝜔 ,𝜔 , 𝜔 )
3 1 2 3



P. Ilg Journal of Magnetism and Magnetic Materials 610 (2024) 172540 
Fig. 3. Contour plots of the real (left) and imaginary (right) part of the third-order complex non-linear susceptibility 𝜒̂3(𝜔1 , 𝜔2 , 𝜔1). MAOF and PS probe one-dimensional cross-sections
of this quantity, indicated by dash-dotted lines.
Fig. 4. The real (a) and imaginary (b) part of the third order complex intermodulation susceptibilities 𝜒̂𝐼3,𝑘 normalized by |𝜒̂qs
3 | are shown as a function of dimensionless frequency

𝜔𝜏𝐵 on a semi-logarithmic scale. Results are shown for the FPE model, Eq. (E.17). The real (imaginary) parts are all negative (positive) at low frequencies.
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as the central new quantity that completely determines the magne-
tization dynamics to arbitrary time-dependent fields of medium am-
plitude. For example, medium amplitude oscillatory field and parallel
superposition susceptibility are contained within 𝜒̂3(𝜔1, 𝜔2, 𝜔3) as par-
ticular one-dimensional cross-sections through the three-dimensional
(𝜔1, 𝜔2, 𝜔3)-frequency space. More generally, the three frequency ar-
guments correspond to three possibly different frequencies present
in the applied magnetic field. Therefore, all three frequencies are
identical in magnitude for the response to a harmonically oscillating
field, whereas in parallel superposition, one frequency argument is
zero, corresponding to the contribution of the time-independent field.
Thus, MAFS provides a unifying framework of these different response
functions. In addition, intermodulation effects are naturally described
within MAFS, where a superposition of magnetic field frequencies lead
to magnetization responses at several linear combinations of the input
frequencies.

The medium field range considered here can be defined opera-
tionally for oscillating fields as the regime where the fifth order har-

monic response is negligible compared to the third. For static fields, the b

6 
third order response can be considered to be valid up to Langevin pa-
rameters of around 1, where the deviation from the Langevin function
remains below 1%.

Since there is an ongoing discussion in the literature about the
appropriate form of the magnetization equation for MNPs, we illus-
trate the general theory and framework for several models of the
magnetization dynamics of MNPs. For these models, we calculate ex-
plicit expressions for the third order complex dynamic susceptibility
̂3(𝜔1, 𝜔2, 𝜔3). For simplicity, we restrict ourselves to models for non-
nteracting MNPs that are either thermally blocked or immobile. In
articular, we consider the Fokker–Planck Equation (FPE) model, the
ffective field approximation (EFA) and Shliomis 2001 (Sh01) magneti-
ation equation. All three models are found to give qualitatively similar
esults for the third-order susceptibilities, with the EFA model agreeing
ore closely to FPE than Sh01. Similar conclusions concerning MAOF
ave been drawn in Ref. [21]. That EFA gives good approximations to
PE results has also been found in the context of magnetoviscosity [40].

Let us point out again that MAFS is not limited to the above models
ut instead offers a general framework for any nonlinear magnetization
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Fig. 5. The frequency dependence of the real (𝜒 ′
33) and imaginary (𝜒 ′′

33) part of the third order complex susceptibilities are shown as solid and dashed lines, respectively. Results
of the Monte-Carlo (MC) type model, Eqs. (F.7) and (F.8) are shown as red lines while black lines correspond to the results of Raikher and Stepanov (RS), Ref. [23].
o
n
b
m
𝐿
F
E
𝜒
t

𝜒

E

equation. It will be interesting to work out the effect of interparticle
interactions as well as the combination of Brownian and Néel relaxation
on the form of 𝜒̂3(𝜔1, 𝜔2, 𝜔3).

We also want to emphasize that MAFS offers a wealth of addi-
tional information in addition to classical AC susceptometry. As we
have demonstrated in Section 3, MAFS is able to distinguish between
different models of the magnetization dynamics with identical linear
dynamic susceptibilities.
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Appendix A. Quasi-static approximation

Consider first the quasi-static approach. This approach has been
used e.g. in Ref. [18] within the mean-spherical approximation to
calculate interaction effects on the nonlinear response. Here, for sim-
plicity, we restrict ourselves to the non-interacting case.

Consider general time-dependent magnetic fields 𝐻(𝑡) that vary
lowly enough such that the instantaneous magnetization at every time
an be approximated by the equilibrium relation 𝑀(𝑡) = 𝑀sat𝐿(ℎ(𝑡))
ith 𝑀 = 𝑛𝜇 the saturation magnetization, 𝑛 the number density
sat t

7 
f MNPs and 𝜇 their magnetic moment. 𝐿(𝑥) = coth(𝑥) − 1∕𝑥 de-
otes the Langevin function and the dimensionless field is defined
y ℎ(𝑡) = 𝜇𝐻(𝑡)∕𝑘B𝑇 with 𝑘B𝑇 the thermal energy. For fields with
edium amplitudes, the Langevin function can be approximated by
(𝑥) = 𝑥∕3 − 𝑥3∕45 + 𝒪(𝑥5). Inserting these relations and taking the
ourier-transform, the magnetization can be expressed in the form
q. (12) where the linear susceptibility is independent of frequency,
̂qs1 (𝜔) = 𝜒L, with the Langevin susceptibility 𝜒L = 𝑛𝜇2∕(3𝑘B𝑇 ). For the
hird-order contribution we find

̂qs3 = −
𝜒L𝑞
15

, (A.1)

with 𝑞 = 𝜇2∕(𝑘B𝑇 )2. Thus, 𝜒̂qs
1 and 𝜒̂qs

3 are both real-valued and inde-
pendent of frequency. Therefore, as remarked earlier, the quasi-static
approximation disregards dissipation effects and can be considered as
the zero-frequency limit of the dynamical theory.

Appendix B. Shliomis ’01 magnetization equation

We deliberately skip the classical magnetization equation proposed
by Shliomis in 1971 [41] and still widely used today since it reduces to
a linear relaxation for the present case with the magnetization parallel
to the applied field direction. Therefore, nonlinear susceptibilities are
not present in this model, 𝜒̂Sh71

3 = 0.
In 2001, Shliomis suggested a modified magnetization equation to

improve some of the shortcomings of the original model [42]. The
modified theory is formulated in terms of a dimensionless effective
field 𝜉e(𝑡) that governs the instantaneous magnetization via 𝑀(𝑡) =
𝑀sat𝐿(𝜉e(𝑡)). In absence of flow and with the magnetization parallel to
the external field direction, the dynamics of the effective field simplifies
to [42]

𝜉e = − 1
𝜏B

(𝜉e − ℎ), (B.1)

where 𝜏B denotes the Brownian relaxation time. This model is intended
for thermally blocked MNPs where Néel relaxation can be neglected.
Assuming the system was at equilibrium at some early initial time
𝑡0 → −∞ we can write the general solution to Eq. (B.1) as

𝜉e(𝑡) =
1
𝜏B ∫

𝑡

−∞
d𝑡′ 𝑒−(𝑡−𝑡

′)∕𝜏Bℎ(𝑡′). (B.2)

xpanding the Langevin function 𝐿(𝑥) in a Taylor series, we can write
he resulting magnetization in the form (2) with the linear susceptibility
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given by a single-exponential relaxation,

𝜒1(𝑡) = 𝛩(𝑡) 𝑒
−𝑡∕𝜏B

𝜏B
, (B.3)

ith 𝛩(𝑡) the Heaviside step function and the third-order susceptibility
iven by
Sh01
3 (𝜏1, 𝜏2, 𝜏3) = −

𝜒L𝑞
15𝜏3B

𝛩(𝜏1)𝛩(𝜏2)𝛩(𝜏3)𝑒−(𝜏1+𝜏2+𝜏3)∕𝜏B (B.4)

Taking Fourier transforms, we arrive at the well-known Debye form for
the linear susceptibility

̂1(𝜔) =
𝜒L

1 + 𝑖𝜔𝜏B
≡ 𝜒L𝜓(𝜔) (B.5)

here for convenience of notation we defined the dimensionless func-
ion 𝜓(𝑥) ≡ [1 + 𝑖𝑥𝜏B]−1 with the property 𝜓(0) = 1. For the third-order
onlinear susceptibility we find from Eq. (B.4)

̂Sh013 (𝜔1, 𝜔2, 𝜔3) = 𝜒̂qs
3 𝜓(𝜔1)𝜓(𝜔2)𝜓(𝜔3). (B.6)

In the zero-frequency limit, Eq. (B.6) recovers the quasi-static ap-
proximation as it should, 𝜒̂Sh01

3 (0, 0, 0) = −𝜒L𝑞∕15 = 𝜒̂qs
3 . Using Eqs.

(16)–(19), we can derive explicit expressions for the nonlinear AC-
susceptibilities within the Sh01 model,
𝜒 ′
31(𝜔)
𝜒L𝑞

=
−1 − (𝜔𝜏B)2

20[1 + (𝜔𝜏B)2]3
(B.7)

𝜒 ′′
31(𝜔)
𝜒L𝑞

=
−(𝜔𝜏B) − (𝜔𝜏B)3

20[1 + (𝜔𝜏B)2]3
(B.8)

𝜒 ′
33(𝜔)
𝜒L𝑞

=
−1 + 3(𝜔𝜏B)2

60[1 + (𝜔𝜏B)2]3
(B.9)

𝜒 ′′
33(𝜔)
𝜒L𝑞

=
−3(𝜔𝜏B) + (𝜔𝜏B)3

60[1 + (𝜔𝜏B)2]3
(B.10)

ith 𝜒 ′′
31(0) = 𝜒 ′′

33(0) = 0 as they should.

ppendix C. MRS74 EFA

Martsenyuk, Raikher, Shliomis [43] employed the so-called effective
ield approximation (EFA) to arrive at a magnetization equation that
implifies to

̇ = − 1
𝜏B

(

1 −
ℎ(𝑡)
𝜉e

)

𝑀 (C.1)

or the case where the magnetization is parallel to the magnetic field
irection. As in Appendix B, 𝜉e denotes the effective field that allows to
xpress the magnetization as 𝑀(𝑡) =𝑀sat𝐿(𝜉e(𝑡)). Historically, Shliomis

proposed the magnetization equation discussed in Appendix B as a
simplification of Eq. (C.1).

Expressing the effective field as 𝜉e = 𝐿−1(𝑚), where 𝑚 = 𝑀∕𝑀sat ,
and using the known series expansion of the inverse Langevin func-
tion [44]

𝐿−1(𝑥) = 3𝑥 + 9
5
𝑥3 + 𝒪(𝑥5), (C.2)

e find that Eq. (C.1) can be rewritten as

+ 𝜏B𝑚̇ =
ℎ(𝑡)
3

−
ℎ(𝑡)
5
𝑚2 + 𝒪(ℎ𝑚4). (C.3)

aking the Fourier-transform (7) of Eq. (C.3) and using a perturbative
olution, we recover the Debye susceptibility (B.5) for 𝜒1 and find the
hird-order nonlinear susceptibility within EFA to be given by

̂EFA3 (𝜔1, 𝜔2, 𝜔3) = 𝜒̂qs
3 𝚂𝜓(𝜔1)𝜓(𝜔2)𝜓(𝜔1 + 𝜔2 + 𝜔3), (C.4)

where 𝜓(𝑥) is defined in Eq. (B.5) and 𝚂 denotes the symmetrization op-
erator acting on the arguments 𝜔1, 𝜔2, 𝜔3. For example, 𝚂𝜓(𝜔1)𝜓(𝜔2) =
(𝜓(𝜔1)𝜓(𝜔2) + 𝜓(𝜔1)𝜓(𝜔3) + 𝜓(𝜔2)𝜓(𝜔3))∕3. From Eq. (C.4), the non-
linear AC-susceptibilities are obtained from Eqs. (16)–(19) as
𝜒 ′
31(𝜔) =

−3 + (𝜔𝜏B)2 (C.5)

𝜒L𝑞 60[1 + (𝜔𝜏B)2]3

8 
𝜒 ′′
31(𝜔)
𝜒L𝑞

=
−5(𝜔𝜏B) − (𝜔𝜏B)3

60[1 + (𝜔𝜏B)2]3
(C.6)

𝜒 ′
33(𝜔)
𝜒L𝑞

=
−1 + 7(𝜔𝜏B)2

60[1 + (𝜔𝜏B)2]2[1 + 9(𝜔𝜏B)2]
(C.7)

𝜒 ′′
33(𝜔)
𝜒L𝑞

=
−5(𝜔𝜏B) + 3(𝜔𝜏B)3

60[1 + (𝜔𝜏B)2]2[1 + 9(𝜔𝜏B)2]
(C.8)

ote that the low-frequency limit 𝜔𝜏B → 0 recovers the quasi-static
esult given in Eq. (A.1), 𝜒̂EFA

3 (0, 0, 0) = 𝜒̂qs
3 = −𝜒L𝑞∕15 and 𝜒 ′′

31(0) =
𝜒 ′′
33(0) = 0. Eqs. (C.7), (C.8) agree with the result obtained in Ref. [24]

from a perturbation analysis.
For the case of PS considered in Section 2.4, we find the quadratic

contribution to the parallel susceptibility to be given by

3𝜒̂EFA
3 (𝜔, 0, 0) = 𝜒̂qs 3 + 𝑖𝜔𝜏B

(1 + 𝑖𝜔𝜏B)2
. (C.9)

The contribution Eq. (C.9) is consistent up to quadratic order in the
static field with the familiar expression for the parallel susceptibility
within EFA [40],

𝜒EFA
||

(𝜔, ℎ0) = 𝜒L
3𝐿′(ℎ0)

1 + 𝑖𝜔𝜏
||

(ℎ0)
, (C.10)

here ℎ0 = 𝜇𝐻0∕𝑘B𝑇 , 𝐿′(𝑥) the derivative of the Langevin function
nd the field-dependent parallel relaxation time is given by 𝜏

||

(ℎ) =
Bℎ𝐿′(ℎ)∕𝐿(ℎ).

ppendix D. Müller and Liu

Based on nonequilibrium thermodynamics, Müller and Liu proposed
n alternative magnetization equation with a richer structure [45]. For
he present case of longitudinal dynamics, their magnetization equation
implifies to

̇ = −𝜁 (𝐻e −𝐻), (D.1)

here 𝐻e is the effective field, 𝜉e = 𝜇𝐻e∕𝑘B𝑇 . Following Leschhorn
nd Lücke,[46] we identify their transport coefficient as 𝜁 = 3𝜒L∕(𝜏B𝐹 )
here 𝐹 = 𝐿−1(𝑚)∕𝑚. Using the expansion (C.2) of the inverse
angevin function, the magnetization Eq. (D.1) becomes identical to
q. (C.3) obtained within EFA. Therefore, also the third order nonlinear
esponse of the Müller and Liu equation coincides with Eq. (C.4)
btained from the EFA magnetization Eq. (C.1).

ppendix E. Fokker–Planck equation (FPE) model

.1. Model definition

In their classical work,[43] Martsenyuk et al. proposed to model the
otational dynamics of individual MNPs on the level of kinetic theory.
et 𝑓 (𝐞; 𝑡) denote the time-dependent probability density of finding the
agnetization orientation 𝐞 at time 𝑡. For non-interacting rigid dipoles,

he rotational dynamics is governed by rotational diffusion and the
orque due to applied magnetic field fields [43]

𝜏B
𝜕
𝜕𝑡
𝑓 = −ℒℒℒ ⋅ [(𝐞 × 𝐡)𝑓 −ℒℒℒ𝑓 ], (E.1)

where ℒℒℒ ≡ 𝐞×𝜕∕𝜕𝐞 denotes the rotational operator. Several works have
investigated the FPE (E.1) using analytical and numerical methods (see
e.g. Refs. [21,47,48]). However, we are not aware of comprehensive
analytical results of this model for the nonlinear dynamic response.
Historically, EFA (see Appendix C) and Sh01 (see Appendix B) were
developed to simplify the FPE model.
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E.2. Time-dependent perturbation theory

Time-dependent perturbation theory is a powerful method that is
frequently used in nonequilibrium statistical mechanics [1]. The gen-
eral connection of Volterra series with regular perturbation methods
has been investigated in Ref. [49].

Consider the time-dependent probability density 𝑓 that obeys a
kinetic equation of the form
𝜕
𝜕𝑡
𝑓 (𝑡) = (𝙻0 + ℎ(𝑡)𝙻1)𝑓 (𝑡). (E.2)

For simplicity of notation, the phase space variable in 𝑓 is suppressed
in the following. In Eq. (E.2), ℎ(𝑡) denotes the time-dependent field.
The operators 𝙻0 and 𝙻1 describe the time evolution of the unperturbed
system and the influence of an applied field, respectively.

Using the Dyson decomposition, the formal solution to the kinetic
Eq. (E.2) from an initial condition 𝑓 (𝑡0) at time 𝑡0 up to the current time
𝑡 > 𝑡0 can be written as [1,50]

𝑓 (𝑡) = 𝑒(𝑡−𝑡0)𝙻0𝑓 (𝑡0) + ∫

𝑡

𝑡0
d𝑡′ 𝑒(𝑡−𝑡

′)𝙻0ℎ(𝑡′)𝙻1𝑓 (𝑡′). (E.3)

Repeatedly substituting the Dyson decomposition on the right hand
side of Eq. (E.3) generates a series expansion of the solution,

𝑓 (𝑡) =
∞
∑

𝑛=0
𝑓 (𝑛)(𝑡), (E.4)

with the first member the unperturbed propagation

𝑓 (0)(𝑡) = 𝑒(𝑡−𝑡0)𝙻0𝑓 (𝑡0) (E.5)

and the recursion relation

𝑓 (𝑛+1)(𝑡) = ∫

𝑡

𝑡0
d𝑡′ 𝑒(𝑡−𝑡

′)𝙻0ℎ(𝑡′)𝙻1𝑓 (𝑛)(𝑡′). (E.6)

Note that the 𝑛th member of the series (E.4) obeys 𝑓 (𝑛) = 𝒪(ℎ𝑛). Thus,
the perturbation series Eq. (E.4) generates a power series in the field ℎ.

For the special case of equilibrium initial conditions of the unper-
turbed system, 𝑓 (𝑡0) = 𝑓0 with 𝙻0𝑓0 = 0, we find 𝑓 (0)(𝑡) = 𝑓0, i.e.
the unperturbed system remains in equilibrium, slightly simplifying the
above series.

E.3. Perturbation theory for rigid dipoles

The FPE equation for non-interacting rigid dipoles (E.1) can be
represented in the form (E.2) with

𝙻0𝑓 = 1
2𝜏B

ℒℒℒ 2𝑓 (E.7)

𝙻1𝑓 = − 1
2𝜏B

ℒℒℒ ⋅ [(𝐞 × 𝐡̂)𝑓 ], (E.8)

where 𝐡̂ = 𝐡∕ℎ denotes the unit vector in the direction of the magnetic
field. For the unperturbed system, 𝙻0 describes free rotational diffusion
with the Brownian rotational relaxation time 𝜏B. The stationary solution
for the unperturbed system is the isotropic state, 𝑓0 = 1∕(4𝜋) with
0𝑓0 = 0. In the presence of a magnetic field, 𝙻1 describes precessional
otion.

Substituting Eqs. (E.7) and (E.8) into (E.6) we find the first order
ontribution given by

(1)(𝐞; 𝑡) = 1
4𝜋 ∫

𝑡

𝑡0

d𝑡1
𝜏B
𝑒−(𝑡−𝑡1)∕𝜏Bℎ(𝑡1)𝑃1(𝐞 ⋅ 𝐡̂), (E.9)

with 𝑃1(𝑥) = 𝑥 the first order Legendre polynomial. Linear response
theory is based on Eq. (E.9) as has been employed e.g. in Ref. [47].
The second order contribution is obtained from Eq. (E.6) for 𝑛 = 1 and
eads

(2)(𝑡) = 1 𝑡d𝑡1 𝑡1d𝑡2 𝐾2(𝑡 − 𝑡1, 𝑡1 − 𝑡2)ℎ(𝑡1)ℎ(𝑡2) (E.10)

4𝜋 ∫𝑡0 𝜏B∫𝑡0 𝜏B d

9 
with the two-point kernel function

𝐾2(𝜏1, 𝜏2) = 𝑒−3𝜏1∕𝜏B𝑒−𝜏2∕𝜏B𝑃2(𝐞 ⋅ 𝐡̂) (E.11)

with 𝑃2(𝑥) = (3𝑥2−1)∕2 the second order Legendre polynomial. Finally,
the third order term obtained from Eq. (E.6) for 𝑛 = 2 becomes

𝑓 (3)(𝑡) = 1
4𝜋 ∫

𝑡

𝑡0

d𝑡1
𝜏B∫

𝑡1

𝑡0

d𝑡2
𝜏B∫

𝑡2

𝑡0

d𝑡3
𝜏B

𝐾3(𝑡 − 𝑡1, 𝑡1 − 𝑡2, 𝑡2 − 𝑡3)ℎ(𝑡1)ℎ(𝑡2)ℎ(𝑡3)

(E.12)

with the three-point kernel function

𝐾3(𝜏1, 𝜏2, 𝜏3) = 𝑒−3𝜏2∕𝜏B𝑒−𝜏3∕𝜏B [6𝑒−6𝜏1∕𝜏B𝑃3 − 𝑒−𝜏1∕𝜏B𝑃1] (E.13)

For ease of notation, we have suppressed the argument (𝐞 ⋅ 𝐡̂) of the
Legendre polynomials 𝑃1 and 𝑃3 in Eq. (E.13). Truncating the expansion
(E.4) at 𝑛 = 3 allows us to discuss the third-order nonlinear response to
magnetic fields.

With the probability density 𝑓 (𝐞; 𝑡) at hand, the instantaneous mag-
netization parallel to the field direction can be calculated from

𝑀(𝑡) =𝑀sat ∫ (𝐞 ⋅ 𝐡̂)𝑓 (𝐞; 𝑡)d𝐞. (E.14)

nserting the expansion (E.4) together with the results (E.9)–(E.12) into
q. (E.14), the integration over the magnetization orientation can be
erformed to find

(𝑡) = 1
3
𝑀sat

[

∫

𝑡

𝑡0

d𝑡1
𝜏B
𝑒−(𝑡−𝑡1 )∕𝜏Bℎ(𝑡1)

− 1
5 ∫

𝑡

𝑡0

d𝑡1
𝜏B ∫

𝑡1

𝑡0

d𝑡2
𝜏B ∫

𝑡2

𝑡0

d𝑡3
𝜏B

𝑒−(𝑡−𝑡1 )∕𝜏B 𝑒−3(𝑡1−𝑡2 )∕𝜏B 𝑒−(𝑡2−𝑡3 )∕𝜏Bℎ(𝑡1)ℎ(𝑡2)ℎ(𝑡3) + 𝒪(ℎ5)
]

(E.15)

Note that due to orthogonality of Legendre polynomials, terms
quadratic in the magnetic field are absent in Eq. (E.15).

To rewrite Eq. (E.15) in the form of the Volterra series (2), we let
𝑡0 → −∞ and change integration variables from 𝑡𝑗 to 𝜏𝑗 = 𝑡 − 𝑡𝑗 to
find the linear susceptibility 𝜒1(𝑡) to be given again by Eq. (B.3). It is
reassuring that the different models all agree within the linear response
regime. For the third-order dynamic susceptibility we find

𝜒FPE
3 (𝜏1, 𝜏2, 𝜏3) = −

𝜒L𝑞
5𝜏3B

𝚂𝛩(𝜏1)𝛩(𝜏2 − 𝜏1)𝛩(𝜏3 − 𝜏2)𝑒−𝜏1∕𝜏B𝑒−3(𝜏2−𝜏1)∕𝜏B𝑒−(𝜏3−𝜏2)∕𝜏B

(E.16)

with 𝚂 the symmetrization operator introduced above.
Performing the Fourier transformation of Eq. (E.16) we find the

third-order complex susceptibility for the FPE model to be given by

̂FPE3 (𝜔1, 𝜔2, 𝜔3) = 𝜒̂qs
3 𝚂𝜓(𝜔3)𝜓((𝜔2 + 𝜔3)∕3)𝜓(𝜔1 + 𝜔2 + 𝜔3) (E.17)

where the function 𝜓(𝑥) was defined above from the Debye model in
Eq. (B.5) and 𝚂 the symmetrization operator introduced in Appendix C.
Note the close resemblance of Eq. (E.17) to the EFA result (C.4).

For the special case of MAOF discussed in Section 2.3, the sus-
ceptibility governing the third harmonic is obtained from Eq. (E.17)
as
𝜒 ′
31(𝜔)
𝜒L𝑞

=
−27 + 13(𝜔𝜏B)2

60[1 + (𝜔𝜏B)2]2[9 + 4(𝜔𝜏B)2]
(E.18)

𝜒 ′′
31(𝜔)
𝜒L𝑞

= −
42(𝜔𝜏B) + 2(𝜔𝜏B)3

60[1 + (𝜔𝜏B)2]2[9 + 4(𝜔𝜏B)2]
(E.19)

𝜒 ′
33(𝜔)
𝜒L𝑞

=
−3 + 17(𝜔𝜏B)2

20[1 + (𝜔𝜏B)2][9 + 4(𝜔𝜏B)2][1 + 9(𝜔𝜏B)2]
(E.20)

𝜒 ′′
33(𝜔)
𝜒L𝑞

=
−14𝜔𝜏B + 6(𝜔𝜏B)3

20[1 + (𝜔𝜏B)2][9 + 4(𝜔𝜏B)2][1 + 9(𝜔𝜏B)2]
. (E.21)

qs. (E.20) and (E.21) agree with the result obtained in Ref. [23] via a
ifferent method.
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For the case of PS considered in Section 2.4, we find

3𝜒̂FPE
3 (𝜔, 0, 0) = 𝜒̂qs 9 − (𝜔𝜏B)2 + 7𝑖𝜔𝜏B

(1 + 𝑖𝜔𝜏B)2(3 + 𝑖𝜔𝜏B)
. (E.22)

Note that this result looks qualitatively different from the one obtained
within EFA, Eq. (C.9). Nevertheless, both equations give rather similar
results, see Fig. 2.

Appendix F. Immobile and magnetically hard MNPs

The stochastic Landau–Lifshitz–Gilbert equation is often considered
the most appropriate model for the magnetization dynamics of immo-
bile MNPs [37]. However, for magnetically hard MNPs, the huge time
scale separation makes this model very impractical for numerical as
well as analytical studies. Raikher and Stepanov, for example, proposed
an ad hoc approximation to the third order MAOF susceptibility 𝜒̂33 to
simplify the lengthy and cumbersome expressions [23].

Here, instead, we consider simplified models in terms of jump
processes that can be simulated efficiently via Monte-Carlo methods
(see e.g. [38,39] and references therein). If 𝑝±(𝑡) denote the probability
that the magnetization of a given MNP is oriented parallel/anti-parallel
to its easy axis, these approaches postulate a simple rate equation of
the form 𝑝̇+ = 𝑟−𝑝− − 𝑟+𝑝+. The coefficients 𝑟± denote the rate with
which the magnetization reverses. Assuming thermal activation with
Arrhenius rates and using 𝑝+(𝑡) + 𝑝−(𝑡) = 1, the magnetization equation
reads [35]

𝜏N𝑚̇ = −𝑚 cosh(ℎ(𝑡)) + sinh(ℎ(𝑡)). (F.1)

In this section, ℎ(𝑡) denotes the projection of the instantaneous dimen-
sionless magnetic field on the (frozen) easy axis orientation.

The magnetization Eq. (F.1) can formally be solved for any field ℎ(𝑡),

𝑚(𝑡) = 𝑚(0)𝑒−𝑔(𝑡) + ∫

𝑡

0
𝑒−(𝑔(𝑡)−𝑔(𝑡

′)) sinh(ℎ(𝑡′)) d𝑡
′

𝜏N
(F.2)

ith 𝑔(𝑡) = ∫ 𝑡0 cosh(ℎ(𝑡′))d𝑡′∕𝜏N. Expanding this expression for weak
ields, we can write the magnetization response in the form (2) with
n exponential decay for the linear susceptibility,

1(𝑡) = 𝛩(𝑡) 1
𝜏N
𝑒−𝑡∕𝜏N , (F.3)

nd the third order non-linear susceptibility

MC
3 (𝜏1, 𝜏2, 𝜏3) = 𝜒1(𝜏1)𝛿(𝜏3 − 𝜏2)

[ 1
6
𝛿(𝜏2 − 𝜏1)

− 1
2𝜏N

𝛩(𝜏2)𝛩(𝜏1 − 𝜏2)
]

. (F.4)

The linear susceptibility (F.3) is given again by a Debye law

̂1(𝜔) =
3𝜒L

1 + 𝑖𝜔𝜏N
, (F.5)

ormally identical to Eq. (B.5) with the characteristic relaxation time
iven by 𝜏N. Note the extra factor 3 in the nominator compared to
q. (B.5). Eq. (F.5) applies to samples with their easy axis perfectly
ligned with the applied magnetic field. For randomly oriented MNPs,
n additional average over the random axis orientations needs to be
erformed. Therefore, the relevant amplitudes of the magnetic field are
educed by a corresponding factor.

Fourier transforming Eq. (F.4), we obtain the third order nonlinear
usceptibility for this model in the form

̂MC
3 (𝜔1, 𝜔2, 𝜔3) =

1
2
𝜒L𝑞

1 − 3𝚂[1 + 𝑖𝜔1𝜏N]−1

1 + 𝑖(𝜔1 + 𝜔2 + 𝜔3)𝜏N
. (F.6)

ote that the quasi-static response is given by 𝜒̂MC
3 (0, 0, 0) = −𝜒L𝑞, a

factor 15 larger than for the mobile case since the response is not tied
to the Langevin magnetization law.
10 
Using Eqs. (18), (19), the third order susceptibilities for MAOF
predicted by this model read

𝜒 ′
33(𝜔) = −

𝜒L𝑞
8

2 − 10(𝜔𝜏N)2

[1 + (𝜔𝜏N)2][1 + 9(𝜔𝜏N)2]
(F.7)

′′
33(𝜔) = −

𝜒L𝑞
8

𝜔𝜏N(9 − 3(𝜔𝜏N)2)
[1 + (𝜔𝜏N)2][1 + 9(𝜔𝜏N)2]

(F.8)

hese formulae are very similar to the ad hoc approximation proposed
n Ref. [23], with only small differences in the numerical prefactors in
he nominators.

We also note that the quadratic contribution to the PS parallel
usceptibility

𝜒̂MC
3 (𝜔, 0, 0) = −3

2
𝜒L𝑞

2 + 𝑖𝜔𝜏N
(1 + 𝑖𝜔𝜏N)2

(F.9)

s formally very similar to Eq. (C.9) derived for thermally blocked
NPs.
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