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Abstract

Background: Mathematical models of coagulation have been developed to mirror

thrombin generation in plasma, with the aim of investigating how variation in coagu-

lation factor levels regulates hemostasis. However, current models vary in the reactions

they capture and the reaction rates used, and their validation is restricted by a lack of

large coherent datasets, resulting in questioning of their utility.

Objectives: To address this debate, we systematically assessed current models against

a large dataset, using plasma coagulation factor levels from 348 individuals with normal

hemostasis to identify the causes of these variations.

Methods: We compared model predictions with measured thrombin generation,

quantifying and comparing the ability of each model to predict thrombin generation,

the contributions of the individual reactions, and their dependence on reaction rates.

Results: We found that no current model predicted the hemostatic response across the

whole cohort and all produced thrombin generation curves that did not resemble those

obtained experimentally. Our analysis has identified the key reactions that lead to

differential model predictions, where experimental uncertainty leads to variability in

predictions, and we determined reactions that have a high influence on measured

thrombin generation, such as the contribution of factor XI.

Conclusion: This systematic assessment of models of coagulation, using large dataset

inputs, points to ways in which these models can be improved. A model that accurately

reflects the effects of the multiple subtle variations in an individual’s hemostatic profile

could be used for assessing antithrombotics or as a tool for precision medicine.

K E YWORD S

coagulation factors, kinetics, mathematical models, systems biology, thrombin
behalf of International Society on Thrombosis and Haemostasis. This is an open access article under the CC BY

0/).

jthjournal.org - 1689

https://doi.org/10.1016/j.jtha.2024.03.009
https://twitter.com/MattJOwen_
mailto:j.l.dunster@reading.ac.uk
http://creativecommons.org/licenses/by/4.0/
https://jthjournal.org


1690 - OWEN ET AL.
1 | INTRODUCTION

Coagulation results from a complex, tightly controlled set of re-

actions in plasma between the 6 core evolutionarily-related serine

proteases (factor [F]II, FVII, FIX, FX, FXI, and FXII), 3 cofactors (FV,

FVIII, and tissue factor [TF]), and 3 inhibitors (TF pathway inhibitor

[TFPI], antithrombin [AT], and protein C), resulting in the generation

of thrombin (Figure 1A [1,2]). In addition to these, there are proteins

whose primary functions are outside of the coagulation cascade,

such as the serpins alpha-1-antitrypsin, alpha-2-macroglobulin (α2-

M), and alpha-2-antiplasmin, which can still alter the dynamics of

thrombin generation. The many positive and negative checks and

balances involved in the coagulation cascade result in thrombin

being generated in the correct place and at the correct rate to

ensure effective hemostasis. However, there is considerable varia-

tion in the levels of each factor in the plasma of individuals who have

normal hemostatic response (Figure 1B), illustrating that it is the

balance of the complex cascade that determines the overall hemo-

static capacity of the plasma rather than the level of any 1 individual

factor.

This overall coagulation response can be measured directly in

the laboratory from the rate of thrombin generation in plasma using

either a chromogenic or a fluorogenic substrate that is uniquely

cleaved by thrombin [3–5]. This thrombin generation assay (TGA)

essentially replicates the currently accepted, cell-based model of

coagulation [6], with exogenous phospholipid (PL) and TF providing a

substitute for the procoagulant surface of activated platelets and TF-

bearing cells and microvesicles, respectively. The development of

fully automated tools, such as ST Genesia (Diagnostica Stago) [7],

allows clinical applications of the TGA to assess thrombotic potential

in patients, allowing personalized treatments [8]. The TGA is plotted

as a thrombin generation curve, which can be reduced into a handful

of summary statistics (Figure 1C)—namely, the endogenous

thrombin potential (ETP), which is the area under the thrombin

generation curve; the peak height of thrombin generation and the

time to reach this peak height, which provide information on the rate

and magnitude of the response, respectively; and the lag time, which

is the time to reach 5% of the peak thrombin concentration and

approximates the traditional clotting time used clinically to test for

bleeding defects.

Since the kinetics of the reactions of individual coagulation

factors are generally well established, this enables an alternative

approach to assessing thrombin generation using mathematical

models. These capture, explain, and simulate the reactions that

lead to thrombin generation using mathematical representations

of the coagulation cascade (Figure 2A and Table [9–31]). Such

models produce time-dependent predictions of the concentrations

of all coagulation factors. They have been used to aid under-

standing of how the proteins interact [32] and are regulated [33]

and to determine the key drivers of coagulation in both healthy

subjects and patients with bleeding conditions [26,33–36]. Such

models, if accurate, could also provide invaluable tools for

assessing the effects of novel antithrombotic or therapeutic
agents designed to prevent bleeding without the need for exten-

sive experimentation.

This approach, largely pioneered by Mann et al. e.g. [11,16], has

gained increasing engagement from mathematicians in recent years

(Figure 2B). Several mathematical models of the coagulation cascade

have been developed that vary in the reactions they capture and in

the predictions they make, with models increasing in complexity

alongside biological discoveries. Early models, such as that of Khanin

and Semenov [9], comprised a limited number of reactions, focusing on

FVII, FX, FV, and FII. The model subsequently proposed by Jones and

Mann [11] contained a more complete version of the cascade but

lacked the inhibitors AT, TFPI, and protein C. This group subsequently

expanded their model to incorporate AT and TFPI [16], and this

version has been frequently used as a baseline for further models by

the same group [19,26,29] and others [25,28,30,31]. Some models

were developed independently, placing emphasis on other parts of the

coagulation cascade such as contact activation, PLs, protein C, and

platelets [18,20–24,27].

These mathematical depictions of coagulation have been used to

generate predictions [37] and test hypotheses [38], but their effec-

tiveness has been debated [39,40]. Given that these models are

validated against a single output (thrombin) under variation of few

components, Hemker et al. [40] suggest that the reaction rates used

to construct these models cannot be reliably determined by fitting

these models to a thrombin generation curve. They highlighted key

issues with the models, such as differences in their predictions for a

typical thrombin generation curve, and highlighted the significant

inconsistency in the reaction rates used for the same reactions be-

tween these models. Conversely, Mann [39] highlighted some uses

for the models, emphasizing their cost effectiveness over experi-

mentally derived data and high transparency for exploratory anal-

ysis. We agree that models can be useful tools but believe that they

need to be validated extensively against large datasets that reflect

the variation in the levels of all factors rather than only a single

factor since the resulting predictions are a composite of variation in

all factors.

One of the primary challenges in quantitative validation is

obtaining sufficient data from single studies or data consistency if

combining multiple datasets. This, along with the variation in values

for thrombin generation between different laboratories, may be why

there have been few studies in which these models have been vali-

dated against data from large numbers of healthy subjects or patients.

A study that did investigate this is that of Chelle et al. [41], which used

data from 112 subjects—40 hemophilia A patients, 40 hemophilia B

patients, and 32 healthy male controls—and found that none of the

models of thrombin generation they tested reproduced patient data.

They did not investigate the potential reasons for this failure, and

instead, they explored reparameterization of one of the models for

individual donors.

Here, we focus on mathematical representations of the coagula-

tion cascade that aim to simulate thrombin generation as it occurs

in vitro under similar conditions to experimentally derived TGA data

(Table). As such, we selected models that:



F I GUR E 1 The coagulation cascade and

thrombin generation curves. (A) A reaction

network of the coagulation cascade under

activation through the tissue factor (TF)

pathway. The reactions for protein C (PC),

shown in grey, are not included in the

simulations here as they require cell-surface-

bound thrombomodulin (TM) and endothelial

PC receptor to be activated in significant

amounts. (B) A forest plot of coagulation factor

concentrations demonstrating typical ranges in

healthy individuals. The levels for factor (F)XI

are taken from Mohammed et al. [1], and all

other healthy ranges and concentrations are

from Danforth et al. [2]. (C) An example of a

thrombin generation curve illustrating the

summary statistics that can be derived. Peak

and time to peak are the maximum thrombin

concentration and the time to reach it,

respectively. Lag time is the time to reach 5%

of the peak height. Endogenous thrombin

potential (ETP) is the integral of the thrombin

generation curve. Maximum increasing rate

(Max Inc Rate) and minimum decreasing rate

(Min Dec Rate) are the largest positive and

negative values of the gradient of the thrombin

generation curve, respectively. APC, activated

protein C; AT, antithrombin; TFPI, tissue factor

pathway inhibitor.

OWEN ET AL. - 1691



F I GUR E 2 Current mathematical models of thrombin generation. (A) A comparison of the reactions captured in the simulated models. In all

cases, reactions involving protein C, contact activation, alpha 1-antitrypsin, alpha 2-antiplasmin, alpha 2-macroglobulin, C1 inhibitor,

plasminogen activation inhibitor-1, and Boc-VPR-MCA (Boc-Val-Pro-Arg-methylcoumarin amide; a fluorogenic substrate) have been removed.

(B) A timeline depicting the development of mathematical models. Models simulated here are in bold. AT, antithrombin; TF, tissue factor; TFPI,

tissue factor pathway inhibitor.
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T AB L E Details of in vitro thrombin generation models.

Model TF pathway Common pathway XI XII AT TFPI PC Platelets Spatial

Khanin and Semenov [9] VII X, V, II - - - - - - -

Willems et al. [10] - X, V, II - - ✓ - ✓ - -

Jones and Mann [11] TF, VII X, V, II, IX, VIII - - - - - - -

Leipold et al. [12] TF:VIIa only X, V, II, IX, VIII - - - - - - -

Zarnitsina et al. [13] - X, V, II, IX, VIII ✓ - ✓ - ✓ - -

Khanin et al. [14] TF, VII X, V, II, IX, VIII - - ✓ ✓ - - -

Kuharsky and Fogelson [15] TF, VII X, V, II, IX, VIII - - ✓ ✓ ✓ ✓ -

Hockin et al. [16] TF, VII X, V, II, IX, VIII - - ✓ ✓ - - -

Xu et al. [17] TF:VIIa only X, V, II, IX, VIII - - ✓ ✓ - ✓ -

Bungay et al. [18] TF, VII X, V, II, IX, VIII ✓ - ✓ ✓ ✓ - -

Butenas et al. [19] TF, VII X, V, II, IX, VIII - - ✓ ✓ - - -

Qiao et al. [20] - X, V, II, IX, VIII - - - - ✓ - -

Xu et al. [21] TF:VIIa only X, II, IX, VIII - - - ✓ - - -

Tyurin and Khanin [22] TF, VII X, V, II, IX, VIII ✓ ✓ ✓ ✓ ✓ - -

Panteleev et al. [23] TF, VII X, V, II, IX, VIII ✓ - ✓ ✓ ✓ ✓ ✓

Zhu [24] TF, VII X, V, II, IX, VIII ✓ ✓ ✓ ✓ ✓ - -

Luan et al. [25] TF, VII X, V, II, IX, VIII - - ✓ ✓ ✓ ✓ -

Danforth et al. [26] TF, VII X, V, II, IX, VIII - - ✓ ✓ - - -

Panteleev et al. [27] TF, VII X, V, II, IX, VIII ✓ - ✓ ✓ ✓ - -

Chatterjee et al. [28] TF, VII X, V, II, IX, VIII ✓ ✓ ✓ ✓ - ✓
a -

Brummel-Ziedins et al. [29] TF, VII X, V, II, IX, VIII - - ✓ ✓ ✓ - -

Mitrophanov et al. [30] TF, VII X, V, II, IX, VIII - - ✓ ✓ - - -

Lakshmanan et al. [31] TF, VII X, V, II, IX, VIII ✓ - ✓ ✓ - - -

Models used in this investigation are shown in bold. Ticks represent factors that are included in the model.

AT, antithrombin; PC, protein C; TF, tissue factor; TFPI, tissue factor pathway inhibitor.
a Platelets are summarized using only a single parameter, and only minor effects of platelets are used.
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• Contain a comprehensive description of the reactions from initia-
tion through to the generation of thrombin (ie, include FX, FV, FII,

FIX, and FVIII)

• Include a comprehensive description of cascade initiation, having

both TF and FVII

• Contain the inhibitors AT and TFPI

• Neglect platelets, as the experimental data were collected using

platelet-poor plasma

• Neglect protein C, or inclusion of protein C is optional, as the TGA

lacks the cell surface endothelial protein C receptor that is required

for effective activation of protein C

• Neglect spatial interactions, as the TGA occurs in a well-mixed

in vitro environment

This led us to compare simulations from 8 published models,

which we refer to using the first author’s surname, namely, the models

of Hockin [16], Danforth [26], Chatterjee [28], Brummel-Ziedins [29],

Lakshmanan [31], Bungay [18], Panteleev [27], and Tyurin [22]. These
models are represented by a large number of ordinary differential

equations that include between 24 and 81 equations and between 42

and 110 parameters. It is worth noting that we excluded the models of

Mitrophanov et al. [30] and Butenas et al. [19]. While they meet the

above requirements, they have not been included in our analysis

because of their similarity to the Danforth model. The models of

Khanin et al. [14] and Zhu [24] also meet the requirements, but dif-

ficulties in implementing these models meant they were also removed.

To aid others in testing these models, we have provided complete

descriptions, including their validation methods, reactions, and reac-

tion rates for all the models used. These are given in the

Supplementary Information alongside, for the first time for some of

these models, links to download the code to run simulations.

We tested these models against measured values of coagulation

factors and inhibitors from a large dataset from 348 donors from the

Platelet Reactivity in Myocardial Infarction Study (PRAMIS) that

comprises 162 patients who suffered a myocardial infarction (MI) at

an early age (≤50 years) and 186 healthy donors matched for age,
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self-reported male/female gender, and current smoking status [42,43].

The data comprise measured levels of coagulation FII, FV, FVII, FVIII,

FIX, FX, FXI and inhibitors (TFPI and AT) [43] and ETP measurements

from a chromogenic TGA [3]. This allowed us to compare the modeled

thrombin generation outputs for all individuals to experimentally ob-

tained ETP for the same samples. This large dataset allows testing and

validation of each of the models against natural variation in coagula-

tion factors, allowing evaluation of the accuracy of these models and

identification of ways to improve them. We explored whether any of

the models are able to predict laboratory-measured ETP. We show

how these models perform in response to variation in levels of pro-

coagulants and inhibitors, and finally, we show which parts of the

coagulation cascade dominate model predictions.
2 | METHODS

2.1 | Experimental data

The demographics of the PRAMIS cohort have been described previ-

ously [42], as has the analysis of the hemostatic factors for each subject

[43]. Here, we used data from a subset of the PRAMIS subjects (86% of

the cohort) for whom coagulation factor levels and thrombin genera-

tion had been measured, comprising 162 patients (14% female) who

suffered anMI up to the age of 50 years and 186 age-matched, gender-

matched, and smoking status–matched healthy controls. The key data

demographics of these subjects, which have been described in detail

previously [43], are provided in Supplementary Table S1. While the MI

patients were receiving aspirin, none of the subjects was being treated

with antithrombotic medications or any drugs that would affect

coagulation. The MI patients were sampled >6 months after their

cardiovascular event, at a time when any hemostatic abnormalities

related to their infarct event would have stabilized. Therefore, for this

analysis, cases and controls were considered as a single group.

Blood was obtained in the morning from subjects in a fasting state

and was collected by clean venepuncture via a 21-guage butterfly

needle without tourniquet into 3.2% (w/v) citrate and processed

within 10 minutes of collection. Plasma was prepared by centrifuga-

tion at 1800g for 30 minutes and stored in single-use aliquots at −80

◦C until analysis. These conditions were standardized to minimize

artifactual activation of the hemostatic system and to minimize con-

tact activation during plasma preparation. The study was approved by

the UK Leicestershire Health Authority Ethics Committee (reference

5506; project number RFL 472), and all subjects provided written

informed consent. This study conformed to the Declaration of Helsinki

and the principles of the Belmont report.

Plasma levels of the coagulation factors and inhibitors were

measured for each subject as described previously [43]. Briefly, the

coagulation FII, FVII, FVIII, FIX, FX, and FXI were measured by 1-stage

turbidometric clotting assays using a Sysmex CA6000 coagulation

analyzer (Sysmex) and deficient plasmas from Dade Behring (Milton

Keynes). Clotting time was determined against a reference curve for

each factor. AT was measured on the Sysmex CA6000 analyzer using
an automated chromogenic method (Berichrom, Dade Behring). Data

for these factors and inhibitors are expressed as a percentage by

comparison to the protein standard for each factor. TF and TFPI ac-

tivities were measured using chromogenic assays based on generation

of FX activity (ADI), and the values were expressed in pM and units,

respectively. These measured values, which have been reported pre-

viously [43] and are shown as box plots in Supplementary Figure S1,

formed the inputs for the various mathematical models.

Laboratory measurement of thrombin generation was performed

using a chromogenic assay, initiated with 4 μM PL and an additional 5

pM of TF [3]. The TGA provided a measure of ETP, which was

compared to model outputs.
2.2 | Donor-specific simulations

To obtain model predictions for each of the 348 individuals, the

donor-specific coagulation factor concentrations of FII, FV, FVII, FVIII,

FIX, FX, FXI, and AT were used as model inputs. This produces model-

predicted concentrations of all activated and nonactivated coagulation

factors and complexes, most notably thrombin, over time.

We compared model-predicted ETP, derived from these patient-

specific model-predicted thrombin generation curves, with the

experimentally measured ETP. Model accuracy was measured through

2 metrics: R2, which measured correlation between model-predicted

and experimental ETP, reporting values between 0 (no linear corre-

lation) and 1 (perfect linear correlation); and root mean squared error

(RMSE), which gives a measure of the average error in the model

predictions of ETP in units of percentage of pooled plasma. An RMSE

between 5 and 10 would be considered good, and an RMSE of

0 means that the ETP of all individuals was predicted exactly. Further

details are provided in the Supplementary Information and summar-

ised in Supplementary Figure S2.

Simulations also yielded predictions for the full range of coagu-

lation factors over time. As will be shown later, these predictions for a

typical donor (coagulation factor concentrations in Supplementary

Table S2) were compared to identify areas of agreement and

disagreement between model reactions that lead to thrombin gener-

ation. Full model descriptions, including all reactions are reaction

rates, are given in Supplementary Tables S4 to S18.
2.3 | Model sensitivity to variation in inputs

To understand how the predicted thrombin generation curves change

with varying initial factor concentrations, we conducted a sensitivity

analysis on each of the models. The concentration of each coagulation

factor varied between 50% and 150% of their reference value,

maintaining the others fixed at their reference concentration. A set of

6 summary statistics (lag time, peak height, time to peak, ETP,

maximum increasing rate, and minimum decreasing rate;

Supplementary Figure S3) were extracted from the resulting

model-predicted thrombin generation curves and combined into a



F I GUR E 3 Formation of Xa and Xa:Va. Concentration curves for factor (F)IX, IXa:VIIIa, FX, FXa, FV, FVIII, and Xa:Va, demonstrating the

differences in FIXa and FXa activation between the models. Models that fall into the Quick group are illustrated by solid lines, while those that

fall into the Symmetrical group are shown as dashed lines.
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single sensitivity value for each coagulation factor for each of the 8

models.

A similar approach was also used, varying the reaction rates

used in each of the models. To demonstrate the sensitivity of
model output to variation in these reaction rates, we grouped

reactions into the groups TF:VIIa, Xa, Xa:Va, IIa, IXa, IXa:VIIIa, XIa,

AT, and TFPI based on their subsidiary end product. For example,

activation of FX is included within the Xa group, while activation
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of FV and binding of FXa and FVa are in the Xa:Va group. The

reactions in each group are provided in Supplementary Table S19.

This allowed us to report a single sensitivity (the largest sensi-

tivity) for each group.

Further details are provided in the Supplementary Information.
3 | RESULTS

3.1 | The models fail to capture the range in donor

responses accurately

All 8 models were used to predict thrombin generation for the 348

donors, but while the models accurately predicted ETP for some do-

nors, they failed to accurately predict the response for all (Figure 4).

The RMSE values quantify the distance between model predictions

and data and varied between 27.4 and 31.9, with the Panteleev model

giving marginally the best result (RMSE = 27.4). There was no

apparent difference in the accuracy of the model predictions between

the males and females (shown in blue and red, respectively). Also,

while there was a wider range of both measured and calculated ETP

for the cases (open circles) compared with the controls (closed circles),

the accuracy of the models does not appear to be significantly

different between the 2 groups.
3.2 | The models vary in the shape of the thrombin

generation curves they predict

In addition to determining the accuracy of the different models

against the experimental ETP values, we explored the qualitative

appearance of the thrombin generation curves that each model

generated. For this, a fixed set of initial concentrations for a typical

donor (Supplementary Table S2 [16]) was used to generate standard

thrombin generation curves. As can be seen from this modeling

(Figure 5A), there was little agreement in the shape and magnitude of

the predicted thrombin generation curves, mirroring the findings of

both Chelle et al. [41] and Hemker et al. [40], with only the Laksh-

manan model reproducing the shape of a typical curve obtained

experimentally. The Chatterjee and Tyurin models predicted a sharp,

rapid onset of thrombin generation, albeit with very different lag

times, while Hockin, Danforth, Brummel-Ziedins, and Panteleev pre-

dicted slower, more symmetrical curves. The Bungay model predicted

a sharp early curve of substantially lower peak height, likely due to its

larger rate of inhibition of FIIa by AT, which was 10 times faster than

the rates utilized by other models. We separated the models (except

Lakshmanan) into 2 groups (the Quick group included Chatterjee,

Bungay, and Tyurin and the Symmetrical group included Hockin,

Danforth, Brummel-Ziedins, and Panteleev) to identify the causes of

these differences in shape.

In addition to these qualitative differences in predictions of

thrombin generation, the models also predicted different ranges for

the values of ETP across the dataset, ranging between 100 and 2000
nM⋅min. As an example, the model by Bungay predicted low levels for

ETP (in the range of 100-250 nM⋅min), and Lakshmanan predicted

very large ETP in excess of 6000 nM⋅min in some cases. The Hockin

model predicted ETP in the range of 250 to 1250 nM⋅min, and the

Tyurin model predicted ETP in the range of 750 to 1500 nM⋅min. The

Panteleev model was unusual in that it predicted ETP in a narrow

range centred around 1000 nM⋅min, while the remaining models

predicted ETP to be in the range of 750 to 2000 nM⋅min. Experi-

mentally determined ranges for healthy ETP appear comparable with

those predicted by most of these models (1000-2000 nM⋅min [44]);

however, the range for healthy ETP was still assay-specific, and all but

the Bungay and Lakshmanan models reproduced healthy ranges

observed in at least 1 other study [45,46].

Although, as shown in Figure 4, the models did not correlate well

with the experimental ETP (R2 = 0.13-0.20), they did correlate

strongly with one another (Figure 5B; r values >0.8 for all pairings

other than Hockin-Panteleev and Hockin-Tyurin). However, while the

models all predicted ETP to be generally in the same region of their

respective distribution range, this did not mean it was likely that the

measured ETP for each donor was similar. Other summary statistics

(such as peak, time to peak, and lag time) provided a much wider

separation between model outputs, although models that shared very

similar parameters, such as those of Danforth and Brummel-Ziedins,

remained highly correlated through all summary statistics (r values

of >0.99). Panteleev and Lakshmanan were also highly correlated with

both Danforth and Brummel-Ziedins pairing (r values of >0.8). The

distribution of these summary statistics is given in Supplementary

Figure S4.
3.3 | The models vary in their predictions of the

reactions that dominate thrombin generation

As pointed out by Hemker et al. [40], contrary to predictions from all

of the models, prothrombin is not believed to be fully depleted in vitro.

It has been shown that only around 90% of FII is converted to FIIa

[47]. This discrepancy is in part related to the possible mechanisms

attributed to the inhibition of the prothrombinase complex. Only the

Tyurin and Panteleev models include a direct method of inhibition of

Xa:Va by AT (Xa:Va + AT → Xa:AT + Va), while all other models

require Xa:Va to disassociate before the FXa can be inhibited. This

means that high levels of prothrombinase activity remain in these

models for a significant amount of time, continuing activation of FII

until it is all depleted. Inclusion of some form of direct prothrombinase

inhibition is likely necessary in order for some prothrombin not to be

converted, but its presence in the models of Tyurin and Panteleev that

do include it does not appear to be sufficient since both models still

converted all the prothrombin.

Figure 3 presents plots of the concentrations of various coagu-

lation factors over time, focusing on FX and FIX. The predicted

depletion of FX and FIX clearly separated into the same groups that

were observed in the shapes of the thrombin generation curves. The

Symmetrical group produced much smaller (by a factor of 1000) levels



F I GUR E 4 Comparisons of model predictions to data. Scatter plots of predicted endogenous thrombin potential (ETP, using the measured

concentrations of coagulation factors in the dataset) against experimentally measured ETP in order to measure ETP correlation for each of the

models. The root mean squared error (RMSE) is given for each model (a smaller RMSE represents a better fit); for comparison, a linear model

(using coagulation factor concentrations to predict ETP; with 5-fold cross-validation to avoid overfitting) gives an RMSE of 25.5. RMSE

measures error compared with the solid line of best fit; R2 and P values for correlation are given for the hatched line of best fit.

OWEN ET AL. - 1697



F I GUR E 5 Variation in predicted thrombin generation curves. (A) The variation in predicted thrombin generation curves for the same

baseline coagulation factors. The Quick group is demonstrated using a solid line, while the Symmetrical group uses a dashed line. An example of

a realistic thrombin generation curve is given for comparison. (B) A cross-model comparison of predicted summary statistics. Correlograms (of

correlation coefficient r) of each model’s predictions for endogenous thrombin potential (ETP), peak, time to peak, and lag time using the scaled

coagulation factors of all patients. The angle of the ellipse demonstrates whether the correlation between the 2 models, for that summary

statistic, is positive or negative. The width of the ellipse (and the color) demonstrates the strength of the correlation (measured using the

correlation coefficient r), where a wide ellipse demonstrates a weak correlation and a narrow ellipse demonstrates a strong correlation.
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of IXa:VIIIa, which in turn caused lower levels of FXa to be generated,

and consequently lower levels of Xa:Va, causing the differences in the

thrombin generation curves. Since FV and FVIII are fully activated in

all the models, with no clear separation between the 2 groups, then

the levels of FXa and FIXa were the drivers of the differences in the

production of Xa:Va and IXa:VIIIa between the models.

We identified the primary cause of the shape of the thrombin

generation curves in the Quick group, the models that demonstrated

rapid thrombin generation, to be high levels of FIXa. The Quick group

all featured FXI, which may explain why they fully activated FIX, a fact

that is not achieved by the Symmetrical group of models. The Pan-

teleev model also includes FXI, though the activation of FIX is much

weaker than the models in the Quick group (Panteleev, kcat/Km = 4.9 ×
105M−1s−1; Chatterjee, kcat/Km = 1.6 × 107M−1s−1), resulting in far less

FIX and, subsequently, FX activation. This is demonstrated clearly in

Figure 6, where FXI is removed from the models, which strongly

affected the models of Bungay, Tyurin, and Chatterjee, reducing the

sharp onset of the curve that characterized the Quick group, while the

model of Panteleev did not change significantly, as expected.

While the Lakshmanan model does feature FXI, it does not fully

activate FIX, so activation of FX is more gradual (albeit still fully

depleted), resulting in this model falling between the Quick and

Symmetrical groups. Figure 6 suggests that, in this model, FXI acti-

vation is only relevant for low TF concentrations [31].
3.4 | The models have differential responses to

changes in plasma levels

The results of the coagulation factor–based sensitivity analysis are

shown in Figure 7A. The sensitivities are reported as proportions, split

across each model. The maximum sensitivity value for a coagulation

factor is 1, in which case only that coagulation factor changes the

thrombin generation curve, and all other sensitivities for that model

will be 0. The larger the sensitivity value, the greater the change in the

summary statistics and, therefore, the effect on the thrombin gener-

ation curve.
F I GUR E 6 The effect of factor (F)XI on model predictions. Thrombin

include FXI demonstrating the influence of FXI over model output.
Unsurprisingly, the thrombin generation curves of all models were

sensitive to the initial concentrations of FII and AT. The Hockin,

Danforth, Brummel-Ziedins, Panteleev, and Lakshmanan models gave

similar sensitivities with low sensitivity to FV and higher sensitivity to

TF, with Bungay and Tyurin reporting the reverse (low TF and high

FV). Chatterjee was the only model sensitive to FXI.
3.5 | Models differ in their response to changes in

reaction rates

Since the literature reports variable different rates for various re-

actions, this was also explored using a sensitivity analysis. Figure 7B

gives a heat map of the sensitivity of the models to changes in their

reaction rates between 50% and 150% of their given values. The

Chatterjee model was the only model sensitive to FXI reactions. The

Hockin, Danforth, and Brummel-Ziedins models all had a similar dis-

tribution of sensitivities, with AT being the most sensitive and Xa:Va

being the least. Chatterjee’s modifications to the Hockin model pro-

duced a very different sensitivity distribution with an even larger

focus on AT and a reduced focus on the initiation of the cascade, with

lower sensitivities for TF:VIIa, FXa, and TFPI.

All models exhibited FIIa inhibition by AT as the most sensitive

reaction, the same reaction identified by Hemker to contain a wide

variation in values used between different models [40]. This reaction

dominated the Bungay and Panteleev models, where only reactions

involving AT or FIIa produced any significant variation, whereas the

remaining models still showed some significant variation caused by

other reactions.
4 | DISCUSSION

Constructing a mathematical model of the coagulation cascade consists

of 3 challenging tasks. The first is to identify the reactions and in-

teractions that occur in the cascade, considering emerging information

on new interactions, for example, the recent description of inhibition of
generation curves, both with and without FXI, for the 5 models that



F I GUR E 7 Sensitivity of each model to levels of each coagulation factor. (A) Heat map of sensitivity to the initial concentration of various

coagulation factors. A high sensitivity (given in red) demonstrates that variation in that coagulation factor has a significant effect on the

thrombin generation curves predicted by that model. (B) Heat map of reaction sensitivities. Each reaction rate is placed into a group based on

the reaction’s function in the cascade (formation of tissue factor [TF]:VIIa, factor [F]Xa, Xa:Va, FIIa, FIXa, IXa:VIIIa, and FXIa; inhibition by

antithrombin [AT]; and inhibition by TF pathway inhibitor [TFPI]) and the maximum reaction-rate sensitivity for that group is given in the heat

map. A high sensitivity (given in red) demonstrates that there is a reaction rate in that group whose variation has a significant effect on the

thrombin generation curves predicted by that model. NA, not applicable, and indicates that a model does not include a specific coagulation

factor or any reactions in the given group.
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FXa generation by FVa [48] or the interactions between protein S and

TFPI [49–51]. The second is to identify the rates for each of these

reactions, with even the simplest models requiring the specification of

over 30 rate constants. The choice of a rate constant is not simple since

experimentally obtained rates in the literature vary by orders of

magnitude [40], largely due to variation in the experimental conditions

used to generate the data [41]. Additionally, the lack of availability of
rate constants for more recently discovered reactions, such as between

protein S and TFPI, hampers their inclusion into mathematical models

[50,51]. The third challenge is to validate models sufficiently to make

believable predictions. The latter requires large datasets of consistent

quality and sufficient computational methods and power, while most

models of coagulation were developed before the computational tools

and large datasets were available.
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Here, we have assessed key current mathematical models of

coagulation in light of these challenges. We have thoroughly detailed

differences in the structure of the reactions that they incorporate and

their rates. We then validated the models against a large dataset,

providing a thorough investigation into how variations in model

structures and rates contribute to variations in thrombin generation

predictions. With the aim of improving the understanding of the

models and facilitating other groups to carry out their own in-

vestigations, we have provided the code, in an open-source language,

to run each of the models, making this type of analysis more accessible

to a wider audience.

It is worth noting that the data used here encompass both the

levels of procoagulants and inhibitors (model inputs) alongside

experimentally derived, time-dependent thrombin generation curves

(model outputs). It is from a mix of MI patients and healthy matched

controls, but there are small but statistically significant differences in

the levels of many of the coagulation factors (reported previously [43])

and in the thrombin generation curves in these plasma samples [42];

these all fall within the normal range (Supplementary Figure S2)

providing a suitable dataset to test the models. Additionally, thrombin

generation is experimentally derived through the cleavage of a chro-

mogenic or fluorogenic substrate, the rate of which is not accounted

for in many models. The models also do not account for how the ef-

fects of α2-M are subtracted from the data [5], although this could be

simulated in models that feature α2-M.

We established that while existing mathematical models of

coagulation can predict thrombin generation for some donors, they

cannot do this consistently across the dataset. With the exception of

the Lakshmanan model, the predictions separate into 2 distinct

groups based on the shape of their thrombin generation curves

(which we define as “Quick” and “Symmetrical”), neither of which

exactly reflect experimentally derived thrombin generation. The in-

clusion into these groups is predominately based on differing levels

of FIX activation, which ultimately depends on the inclusion (or lack

of) FXI. Other differences in predictions reflect uncertainty in the

underlying biological mechanisms. For example, it is unclear if FIX,

FX, and FXI are fully depleted in plasma. This has not been explored

experimentally as it has been for prothrombin [47] and could be

useful for model validation. Similarly, a better understanding of the

mechanisms of AT inhibition of the prothrombinase (Xa:Va) and

tenase (IXa:VIIIa) complexes would aid discrimination between ac-

curate and inaccurate model predictions. We found that the wide

range of reaction rates utilized in the different models contributes to

considerable variation in model predictions of thrombin generation

and that this can be caused by just a single reaction rate, as seen in

the Chatterjee model for FXI autoactivation and the Bungay model

for FIIa inhibition by AT.

We believe the Lakshmanan model is able to reproduce a typical

thrombin generation curve shape because its reaction rates were

adjusted away from the original experimentally derived values used in

Hockin et al. [16] so that the model could better fit new data. Focusing
these data on the influence of FXI and low TF may have improved

robustness of the thrombin generation curve shape at high TF

concentrations.

All presented results use the free thrombin concentration

excluding complexes to replicate the conditions of the assay, where

free thrombin is calculated as the rate of activation of the chromo-

genic substrate.

While the models may be unable to reproduce experimental

thrombin generation, we believe that they are not without purpose,

still being the best tool available to quantify and explore our current

understanding of such a complex system. Through comparison to

experimental data, they allow fast iterations through possible expla-

nations of discrepancies between model predictions and observations

[32]. Given the number of possible interactions in the cascade, a

piecemeal approach to validation may be advisable, focusing on sub-

sets of reactions that can be validated before they are combined into a

full model. This approach was highlighted in the study by Naski and

Shafer [52], where they were able to develop a model for conversion

of fibrinogen into fibrin and show that this description accurately

reproduced experimental data.

A particular source of variation in the models was found to be the

inclusion or exclusion of FXI, which is known to play a role in vitro

[53,54]. It seems reasonable to conclude that the limited availability of

reaction rates for FXI activation, as mentioned in Chatterjee et al. [28],

and the large differences in model output driven by the inclusion or

exclusion of FXI result in it being a key area of improvement for these

models. Recent studies have identified reaction rates for FXI activa-

tion by FIIa in the presence of PLs [55], which we expect would be a

useful inclusion in the models. Additionally, both the models and the

experimentally derived data on thrombin generation rely on a rela-

tively fixed assumption of the contribution of the procoagulant PL

surface. New and emerging understanding of the importance of

oxidative modifications of PL may have relevance in generating both

mathematical and experimental models of thrombin generation that

more accurately reflect coagulation as it occurs in vivo [56–58].

Our systematic validation of current models of coagulation has

highlighted many potential areas for improvement. For example, the

models of Hockin, Danforth, and Brummel-Ziedins all lack inclusion of

FXI, Bungay lacks FXa activation of FII and has a low rate for FIIa

inhibition by AT, and Chatterjee is too sensitive to the effects of FXIa.

While these changes could be made, as we have noted, variations in

the reaction rates used could still lead to variability in predictions.

However, we are at a stage to address such issues. Large cohort data

are growing in number, and the computational power and techniques

to infer and validate models against such data continue to be devel-

oped [59–61]. Indeed, while mathematical models of thrombin gen-

eration are not quite there yet, this approach is the essential next step

if models of coagulation are to be used to provide detailed and cost-

effective explorations of the effects of subtle changes in the hemo-

static profile of an individual and ultimately be utilized in the context

of precision medicine.
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