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Abstract

One salient feature that has been associated with the L2 English of Polish migrants, the
largest linguistic minority in the UK (Census, 2011), is the way they pronounce /r/. Szpyra-
Koztowska (2018) and Waniek-Klimczak & Matysiak (2016) suggest the potential social
function of /r/ in Polish-accented English as a higher-level indexical (Johnstone & Kiesling,
2008; Labov, 1972; Silverstein, 2003); nonetheless, very little research on variable rhoticity
and non-prevocalic /r/ realisations had been done in the context of L2 English of Polish
migrants in the south of England. This study attempted to address this gap by providing
further evidence for variable rhoticity, investigating /r/ variants employed by these speakers
and exploring the various factors that impact their choices, focusing on SLA-related,
phonological and social constraints. Participants’ beliefs regarding indexical meanings linked
to the variable were also examined. Both quantitative and qualitative data were collected
from 26 participants. Questionnaires, semi-structured interviews and a sociolinguistic
interview in English were employed. 6,955 tokens, i.e. words with non-prevocalic /r/, were
elicited, coded using auditory analysis and visual inspection of spectrogram, analysed in

SPSS and contextualised using qualitative data.

The results confirm variability in rhoticity and non-prevocalic /r/, the most-frequently
employed variant being approximants (57% of all tokens), followed by non-rhotic realisations
(38.7%). Evidence of taps/tap-like variants and idiosyncratic realisations was also found. A
small percentage of trills was only identified in Word List data. A number of statistically-
significant SLA-related and social variables were found, including Formal Instruction in
English in Poland, Grammatical Range & Accuracy, Self-estimated Level of English and Social
Grade. Two strongest predictors discouraging non-rhoticity were NORTH and NEAR vowels.
The presence of style shifts was also identified. In addition, ample evidence for meta-
discourse regarding /r/ variants was found. [r] and [r] were found to be frequently linked to
second-order indexical meanings, signalling alignment with Poland, the notion of
foreignness, a lack of willingness to integrate into the British society or a specific brand of
“Polishness” represented by the commonly-reported stereotype of Polish-thug-in-a-track-suit.
By examining variability in /r/ realisations and its origins, the current study has made a
contribution to the body of knowledge regarding rhoticity in Polish-accented English as well
as the wider field of sociophonetics, warranting the need for further investigation of the

variable in the context of out-group stereotypes and the attached stigma and accent bias.



List of Keywords

Polish-accented English, foreign accent, accent bias, migration, variable rhoticity, rhotics,
variability, internal variability constraints, external variability constraints, socially-
conditioned variation, post-vocalic /r/, non-prevocalic /r/, trills, taps, approximants,

indexicality, indexical meanings, stereotypes, Polish migrants, England, UK.



Table of Contents

[Tl P - £ [0 OO USPRRPP 2
AADSTTACT ...ttt bbbt e e 3
LISt OF KEYWOITS. ....ceeeieee ettt e r et e e e r e s be et e eneesreeneeenes 4
I 10] (o) O] 01 (=] OSSPSR 5
LIS OF TADIES ...ttt ste et reenbeaneenre s 13
LIST OF FIQUIES ...ttt bbbttt bbbttt e e 15
ACKNOWIBAGEMENTS ...ttt 16
Chapter 1 INErOQUCTION .......ooviieiiiiiieiei et 17
1.1 Personal MOTIVATION ......c.oiiiiiiieiie et enes 17
I = 7 o 1 | (0¥ 3T USSR 18
1.3 Rationale and RESEArCh AIMS ........ccciiiiiiiiiiieiese e 20
1.4 OVErview Of the TNESIS ..ceciiiiieiiese e 22
Chapter 2 LIterature REVIEW.......ccvcuiiiiiiecie ettt ettt nne e 23
0 O 10 | (o] ) OSSPSR 23
2.1.1  Definition of RNOUCITY .......coviiiiiicc e 24
2.1.2 A Brief History of NON-RhOLICItY ..........ccociiiiiiiiiic e, 24
2.1.3  Rhoticity and PRONOTACTICS ..........ccuiiiiiiiieiieie e 25
2.1.3. 1 PrE-VOCAIIC /1] .ottt 25

2.1.3.2  POSE-VOCAIIC /1T oottt sttt ana et nne s 26

2.1.4  Ir/ Sandhi: Linking and INtrUSIVE /1/..........cccoovveiiiiiie e 27
2.1.4.1 Social and Stylistical Variation in /r/ Sandni ............cccccooviiiieiiniiieie e 28

2.1.4.2  Linguistic Variability Constraints in /r/ Sandhi ..o 30
2.1.4.2.1 Factors Affecting the Use of LINKiNG /17 ........coooiiiniiiniiiesee e 30

2.1.4.2.2 Factors Affecting the Use of INtrusive /r/ ........ccoooeieiiiieie e 31

2.1.5  RhotiCity INENGIANG ... 32
2.1.5.1 Rhoticity in Berkshire and Reading ...........ccccoveriieiiiiiniieeeees s 33



2.1.6  Rhoticity in Polish and Polish-accented English .........c.cccooviiiiiiieiniccie, 36

2.1.6.1 Constraints on Rhoticity in L2 English of Polish Speakers ...........ccccocvvininininnn. 37
2.1.7  Summary and Related Research QUESLIONS ...........ccovviiiiierieienciineeeeeeeee 39
2.2 RROTICS. ..ottt 40
2.2.1  Rhotics — Definition and Class Membership ..., 40
2.2.2  TYPES OF RNOTICS ....uviuiiiiiciises e 42
St I 41 | OSSR 43
2.2.2.1.1 Acoustic Description of TrillS.........c.coeeviiiiiieiiiie e 44
2.2.2.2  TaPS ANA FIAPS ....veiveeic ettt sttt st sb e st re e ra e renre s 45
2.2.2.2.1 Acoustic Description of Taps and FIaps ...........ccccerereieiiieieiiiseseeseseeas 46
2.2.2.3  Fricatives and APProXiMantS .........ccceieiieiieiesieeiieseeee e seesee e e e sresrae e sresraesresnes 46
2.2.2.3.1 Acoustic Description Of FIICAtIVES..........cccviiiiiiiiriieieeseieeese e 47
2.2.2.3.2  Acoustic Description of APpProXimants...........ccccevviiieieiieiesieeiie s esee e 48
2.2.3  Variation in /r/ realisations in ENGlish ............ccccoov i, 51
2.2.3.1  BritiSh ENQIISN ..o s 52
2.2.3.1.1 The “Standard” Variety of British English ..........cccccccooiniiiiii 52
2.2.3.1.2 The Accent of the Home Counties Modern Dialect Area...........cccvcvvvrerennennns 53
2.2.3.2 It/ Variants in English Accents in England.............ccccooeiiiiiiiiiiiiic e 54
2.2.3.2.1 Post-alveolar APProXimMant .........c.cooereeininirine e 54
2.2.3.2.2 Retroflex APProXiMant .........cccooiiiiririeieisisi et 55
2.2.3.2.3  AIVEOIAN TAP (oot et 55
2.2.3.2.4  AIVEOIAT THHL.c.oiiiiiiee e 55
2.2.3.2.5 Labiodental APProXimant ............cccceieiiiiiieiiieiese e e 56
2.2.3.2.6  BUNCREA /I .o 58
2.2.3.2.7  UVUIAT I1] oo 59
2.2.3.3  AMErican ENGlish........cooiiiiiic s 60
2.2.3.3.1  [r/ Variants in American ENglish.........ccoooii i 61
2.2.3.3.2 Internal Variability Constraints on /r/ realiations in American English.............. 64
2.2.3.3.3 The Issue of Regional DiStribULION ..........cccvviiiiiiineieeeese e 66
2.2.3.3.4 The Issue of Perceptual and Acoustic (IN)diStiNCINESS.........cccevervrierviiirrene 67
2.2.4  Phonetic /r/ Variation in Polish and Polish-accented English ......................... 69
2241 POLISN...ouiiee ettt nrenne s 69
2.2.4.1.1 The Polish Rhotic: the Trill versus Tap Debate..........cccevviveieniiiiiiieeee 71



2.2.4.1.2 Evidence of Social StratifiCatioN..........ocoovveeiiie ettt e e 74

2.2.4.1.3 Other Polish /r/ Realisations: Fricatives and ApproxXimants...........c.ccccccvevverveane. 74
2.2.4.2  Polish-accented ENGIISN .......ccooiiiiii s 75
2.2.5 Summary and Related Research QUESLIONS ...........cccovviiiiieiiiiini e 77
2.3 Accent and SLA-related FACIOrS ........ccveieiiiiiieiesieiese e 81
2.3.1  Age of Onset, L2 Instruction and Phonetic Training..........cccccevvrierivnriesennnnn, 82
2.3.2  Length of Residence and L2 INPUL...........ccoiiiiiiiiiiiicee e 83
2.3.3  Motivation, Attitudes to Learning, ANXIEtY.......cccvoverierenernienrieneeseeee e 84
2.3.4  Summary and Related Research QUESHIONS .........cccccevvieriiieniee e 86
2.4 Indexicality, Rhoticity and RNOLICS. ..........ccccveiiiieiicc e 87
2.4.1  Denotative, Pragmatic and Social Meaning.............cccocvevviieieiii s, 87
2.4.2  INAEXICAIILY ..c.veceeeiece s 87
2.4.3  Irlas a Sociolinguistic Variable ............ccccooeivieiiieii i 91
2.43.1 [r/ asa Social Marker in the L1 CONEXTE ........cccerveieiiiiiiineniesieee e 91
2.4.3.2 r/ as a Social Marker in the Bilingual CONtext..........cccccvvvviieiiniinic i 92
2.4.4  Related Research QUESTIONS:........cccivuiiiieiieeireeeie ettt ettt reesreeere e 94
2.5  Chapter Summary and Research QUESLIONS ...........ccoveveiievieeieiiece e, 94
(@1 T=T o) (=1 g I |V 1= 1 g oo (0] [0 | PSPPSR 96
T8 I TS T | PO USSR 96
3.2 TRE POPUIALION .. 96
3.3 SAMPING MEINOUS. ......eeuieieicitce e 96
34 TRE SAMPIE.....eeiiieeee bbbttt 97
Yo (- S 98
342 GBNUET ...t bbb 98
343 EAUCALION ....eiiiieiieiee et 98
3.4.4  SOCIO-ECONOMIC STALUS ......oviiiiiiiiieiieieee ettt 99
345 OthEr FACIOIS. ...t 100
3.5  Materials and PrOCEAUIES ..........ccoiiiiiiiieieieie e 100



3.5.1 SeMi-StrUCTUIE INTEIVIEW . ....eeeeee oo e 103

3.5.2  The QUESHIONNGITE .....ccveiivee ettt ettt b e sbe e e re e sree e 106
3.5.3  Social Networks and Language Use INtEIVIEW ...........ccccvveveieeieeriesie e 107
3.5.4  LiNQUISTIC DALA.......ccciiieiiieiiicie e ens 108
3.5.4.1  Free Speech ENICItation TaSK.........cccveiieiiiiieiiiiiie et se et 109
3.5.4.2  The WOrd LiSt TASK .....cceiuiiiiiiiiicsie et 109
3.5.4.2.1 Stressed, Open Syllables ("V(r) and "CV(1)).....ccccerereerininieiineene e 111
3.5.4.2.2 Unstressed, Open SYlables (CV(1) ..o iviiereiecieie et 112
3.5.4.2.3 Stressed, Closed Syllables ((CV(I)C) ..ooiviieririiiinineeiesiesee e 112
3.5.4.2.4 Unstressed, Closed Syllables (CV(I)C)....ccoveveiieiiiiiiciesece e 113
3.5.4.2.5  PIIMING..ciiiiiiitiiiete sttt bbbttt 113
3.5.4.3  REAAING PASSAGE.....ceciiitiiie ettt sttt st et sre et et nre s 115
3.6 Preliminary Analysis and Coding ........ccccoieiieiieiieiieese e 116
3.6.1  LiNQUISTIC DALA.......cccviieiieiiicie e 116
3.6.1.1 Free speech — Level of ENgliSh .........cooiiiiiiiiieeee e 116
3.6.1.2  Free Speech TranSCriPtioN .......cccciiiiiii it 117
3.6.1.3  Preparing Speech Data for Auditory Analysis...........ccccoeiiriieicininieneeens 119
3.6.1.4  AUCITOrY ANAIYSIS ...veoviiiiiiie ettt ettt st ettt re et et nre s 120
3.6.1.4.1 The Categories for AUItOry ANAIYSIS .........cccviiiriiinineiceeeee e 120
3.6.1.4.2 Approach and Challenges to Auditory Analysis...........ccccereviiniiniinenenenienen. 123
3.6.1.5  ACOUSHIC ANAIYSIS ...viiviiiiiie et ere s 127
3.6.2  Semi-structured Interview Data ANalysSiS.........ccccoveveiiieiicieiieceece e 129
3.6.2.1  SOCIO-ECONOMIC STALUS ......cuvivieiieiisiisiesiesie et 129
3.6.2.2  Qualitative Data ANAIYSIS ......ccceeiiiiiiiiiiie et ere s 130
3.6.3  Questionnaire Data COdiNG.........c.covveieiieiieieiiese e 131
3.6.4  Social Networks and Language Use Data Coding and Analysis...................... 132
3.7 StAtiStICal ANAIYSIS .....veiiiiiiii e s 133
3.7.1  Interrater RElbility ... 133
3.7.2  Main Statistical ANAlYSIS ........ccooiiiiiiii s 134
3.7.2.1  Observation Unit: PartiCIPANTS ..........coueiiiieririie et 134
3.7.2.1.1 Dependent Variables ...........cooiiiiiiiieeicieees e 134
3.7.2.1.2  Independent Variables. ..o 136



3.7.2.2  OBSErVAtION UNIT WOIAS ...oceeiiieeeeeeeeee ettt ettt e e e e e ettt e e e e e e e serraereeees 139

3.7.2.2.1 Dependent VariableS.........cccoiiiiiiiiiiie e 140
3.7.2.2.2 Independent Variables. ..o 140
3.7.2.3  Effect of Preceding /r/ QUALILY ..........coveiiiieiiiiie e 143

3.8 EtNICAI PrOCEAUIES.......ceieiiiiiticisit e 144
Chapter 4  ReSUItS and DISCUSSION .....ccueeveiieiireieiiesieesiesee e eeesreeste e ssee e eae e e sneenaesreas 146
AL INITUSIVE JT] ot 146
4.2 [Ir/-fullness Indices and Stylistic SNIftS..........ccccceiiiieiiieii i 147
421 AATOtal /r/-fUllNeSS INAEX ........eoveiiiiiiieiitcece e 147
4.2.2  Word List and Free Speech /r/-fullness INdICeS..........cccevveriiieiiievrciesienen, 149
4.2.3  SEYIE SNITES ...eiiiiiiiicieee s 150
4.2.4  The Direction Of Style ShiftS ........ccooiiiiiiii e 151
4.2.5  SECLION SUMIMAIY ..ottt ettt 154
4.3  Phonetic Variability in /r/ REAISAIONS ........cccooiriiiiiiiiiiieee e, 155
4.3.1  The Usage of Categories in AATotal Data Set.........cccoocevveriieiieneeieseenen, 155
4.3.2  The Usage of Categories in The Word List and The Free Speech Data. ......... 158
4.3.3  Phonetic Variability in /r/ Realisations: DiSCUSSION ...........ccccovvrvereneeneennnnn. 159
4.3.4  Impressionistically “Weak” RhOtICItY ........ccccoviiiiiiiiiiiiiicic e, 160
4.3.5  The Usage of Categories for Individual Participants............ccccceevevvivieieennenn, 162
4.3.6  SECLION SUMMEAIY ....ocviiieitiecie ettt st sbe e s e saeesneareenne e 167

4.4  Acquisitional, Attitudinal and Social Constraints on Non-prevocalic /r/ Realisations

168
441  ACQUISITIONAl FACIOTS ...c.eoviiiiiiiiiiieeeee e 169
4.4.1.1 Age-Related Factors and English-Language InStruction ...........c.ccoccvovevivnvinnnnnn 169
O I A T TSP OUS P TSPTSOTPRPPRR 169
4.4.1.1.2 Age of Onset (of Learning ENglish)........cccoooiiiiiii i 169
4.4.1.1.3 Formal Instruction in English in Poland ............ccooco oo 169
4.4.1.1.4 Amount of English Language INStruCtion ...........ccceererererinininienene e 170
4.4.1.1.5 Section Summary and DiSCUSSION.........civiierrrieie e eie e 170
4.4.1.2  Level Of ENGIISN ...ocuoiiiic e 171



4.4.1.2. 1 TELTS SCOMES ...cieiiiiieeeeitesee sttt enes 171

4.4.1.2.2 Self-estimated Level of ENglish ..o 173
4.4.1.2.3 Section Summary and DISCUSSION..........ccerveiiiririniresiesieieeeee e 173
4.4.1.3  EXPoSUre to ENGIISN .....oovviiiee e 174
44131 Estimated ENGliSh USE .........ccoiiiiiiiiicie e 174
4.4.1.3.2 Education in the Target COUNIY ........ccooveieiiiiirise e 175
4.4.1.3.3 Length of ReSIdeNCe (LOR) ......cccveiiiiiiiiiiie et e 175
4.4.1.3.4 Section SUmMmary and DISCUSSION..........cceiveiiiiirinieniesresreeeeeee e 176
O S = o) =Y (ol I UL T PSS 177
4.4.2  AITUAINGL FACIOTS ....eeviiiiiecie e 179
4.4.3  SOCIAI FACIOIS...c.uiiiiiiieiiiie ittt 180
O T R 113 To [ SRS 180
4.4.3.2  TIieSWIth POIANG.......coiiiiiiici e 181
4.4.3.3 English Use Index and Social Grade............cccoieiiiiininiieneeesesese e 182
4.4.3.3.1 ENGLISN USE INAEX c..oivveiiiieiie ettt sttt 182
e T B S Yo Tol T L ] - To SR 184
444 SECLION SUMIMAIY ...oiuiiiiiiiieiteite sttt ettt bbbt 184
4.5 Internal Constraints on Rhoticity and Non-prevocalic /r/ Realisations................... 185
T R (=T 1 | | SRS 186
45.1.1 The Use of Category ONe TOKENS.......c.cccviveieieeieiie ettt 186
45.1.2 The Use of Category TWO TOKENS .......ccoruiriiiiieiiisesie e 187
4.5.1.3 The Use of Category Three TOKENS ......cccvcveeiieicie ettt 189
4.5.2  Discussion of Internal CONSLraiNtS .........cccoveieriiiiieniieese s 190
4521  Preceding VOWEIS ......cc.oiiiiiiiiiiiiste et 190
A O o r- I/ o L= SRRSO 193
45.2.3 Onset (Preceding CONSONANTS) .......ccervirrerieieieieisiesie st 194
O S 11111 o SRS 195
4.5.2.5  SECLION SUMIMAIY ....oviiiiiiieiieiieie sttt ettt bt 199
4.6 Indexicality and /r/ RealiSatioNS...........cccueiiviiiieiie it 200
4.6.1 Accent as a Cue to Recognising Polish Migrants ...........cccoceeevenininnnieinnnn, 200
4.6.2  Beliefs Regarding Features of Polish-accented English ............ccccocveviiiienenn. 203
4.6.3  Beliefs Regarding /r/ Variants as a Feature of Polish-accented English ......... 204

10



4.6.4  “Polish to the bone” and “I don’t always need to be this ‘Marrrczak’”’: Indexical

Meanings of /r/ in Polish-accented ENGliSN ..........cccooveiieii i 207
4.6.4.1  First-order INAeXiCality .........cccccveviiiiiieie e 207
4.6.4.2 Second- And Third-Order Indexical Meanings: Being from Poland, Alignment with
o] T To B o T 1o o] LRSS 208
4.6.4.3 A “Square” Accent of “Square” People - Thugs and Aggressiveness as Examples of
Negative In-group Stereotypes of Polish Migrants...........cccccooveiiiiiiiciiicc e 212

4.6.5  Section Summary and DiSCUSSION.........cccueiverieiieiierieseseese e sre e, 215

Chapter 5 Summary and CONCIUSIONS ..........coviiiiiiiece e 218
5.1 Summary of Research FINiNGS .......ccceciieiieiiie e 219

5.1.1 Research Question 1: Is the L2 English of Polish migrants consistently rhotic,
non-non rhotic, or variably rNOTIC? .........ccoiiii e 219

5.1.2  Research Questions 2 and 2a: Do Polish migrants use intrusive /r/? If so, what
are the internal constraints on variability in the use of intrusive /r/?.........cc.ccooeveiene. 220

5.1.3 Research Question 3: Are Polish migrants living in the UK consistent in terms

of their choice of non-prevocalic English /r/ realisations, or are they variable? ........... 220

5.1.4 Research Questions 1la and 3a: What are the internal constraints on variability
in the use of rhotic and non-rhotic variants? Are there any phonetic constraints on
variability in /r/ re@liSAtIONS? .........coviiiiiieieie e 221

515 Research Question 3b: Which acquisitional variables have an impact on

variability in /r/ realiSatioNS? ..........cocoiiiiiie e 222

5.1.6  Research Question 3c: Are there any social constraints on variability in /r/

FRALISATIONS?..... et ettt e e e e e e e e et e e e e e e e e e e e eeeeas 222

5.1.7 Research Question 3d: What is the main non-prevocalic /r/ realisation in L2
English speech of Polish migrants living in the UK? ... 223

5.1.8  Research Questions 4 and 4a: Is there any evidence of stylistic stratification, i.e.
style shifts, in the use of /r/ realisations in Polish-accented English of Polish migrants

living in the south of England. What is the direction of those style shifts?................... 223

5.1.9 Research Question 5 and 5a: Is there any evidence of higher-order indexical
function linked to rhoticity or /r/ realisations in Polish-accented English of Polish
migrants living in the south of England? What are the indexical meanings linked to the

11



non-prevocalic /r/ in Polish-accented English of Polish migrants living in the south of

ENGIANA? ..o e e reenrenres 224

5.2  Research Limitations and Suggestions for Further Research.............cccocoeevvvennnne. 225
5.3 FINAI tNOUGNTS .....oiiiiiiiice e 228
LISt OF REFEIENCES ... bbb 231
AAPPENAICES. ...ttt bbbt bbbt b bR bRt R bbbt e e 243
Appendix I: Data Collection TOOIS..........coiiiiiiiiieiee e 243
Appendix 11: Free SPEECH Data..........coeiviiiiiiiiieieieie e 257
Appendix I1: Semi-Structured INterview Data...........c.ceeveieiieiecieiiece e, 343
Appendix IV: Quantitative Data AnalysisS RESUILS ..........cccveviiiieiie i, 393
Section 01 Participant DetailS..........coveiiiiiiiiic e 393
Section 02 Reliability RAtINGS ......ccecivviiiiiiciece e 395

Section 03 Percentages of Tokens per Participants in Each Category of /r/-variants in

DALA SBIS ... 398
Section 04 StYIe SHITIS ......cviiiee e 401
Section 05 Correlation Coefficients for Categories 1-4 In the AATotal Data Set......... 402
Section 06 Observation Unit: PartiCIPaNntS..........cccooeriiinininieiesesc e, 403
Section 07 Observation Unit: WOIAS ..o, 463
SECHION 08 PrIMING.....ciuiiiiiieieie ittt ettt 475

12



List of Tables

Table 1 The Structure of Data Collection SESSIONS ..........cccvvierieriiiieiiere e 102
Table 2 Categories Employed for Auditory Analysis. ..o 123
Table 3 Demographic Classifications in the UK and the ABC1 Grades ........c.ccccoeevvenenne. 130
Table 4 Scoring of the Positively-Keyed Questionnaire Scales............ccccvvvevivereiiernennene 131
Table 5 Scoring of the Negatively-Keyed Questionnaire Scales. .........cccccvveiveeiiiiniienenn 132
Table 6 Dependent Variables Employed in the Observation Unit: Participants Part of
ANAIYSIS. ..ottt ettt e b et e ae e ate e teana e e ra e te e e e nreerennes 135
Table 7 Independent Variables Employed in the Observation Unit: Participants Part of
AANBIYSES ... bbbt b bbb bbbt 137

Table 8 Dependent Variables Employed in the Observation Unit: Words Part of Analysis 140
Table 9 Independent Variables Employed in the Observation Unit: Words Part of Analysis

................................................................................................................................................ 141
Table 10 The Two Models and the Independent Variables They Comprised ....................... 142
Table 11 Total /r/-Fullness Index Based on all the Tokens, Arranged From the Lowest to the
HIGNEST VAIUR ... ettt 148
Table 12 AAWL /r/-Fullness and AAFS /r/-Fullness Index Values for Individual Participants;
Arranged From Lowest 10 HIGNESE. ..........ooviiiiieicecc e 149
Table 13 A Comparison of the Word List and Free Speech /r/-Fullness Indices.................. 150
Table 14 The Results of the Paired-Samples T Test for AAWL and AAFS ..........ccoeoeienne. 150
Table 15 Individual Values for AAWL and AAFS /r/-Fullness INdices ...........ccccvvvevirvennne 152
Table 16 Participant Mean IELTS Scores (not Including Pronunciation) .............c.cccoeue..e.. 153
Table 17 Categories Employed in the Current Study for Coding Language Data................ 155
Table 18 Percentages of Each Category of Tokens per Individual Participant in the AATotal
DALA SBL....cceeee ettt b b bt e e b e e Re e b e e e e e beenree s 162
Table 19 Spearman's Rho Correlation Coefficients for Categories 1-4 in the AATotal Data
= PR UP TR 165
Table 20 Participants’ Individual and Overall IELTS Scores Organised by Level ............. 172
Table 21 Statistically Significant Pearson's Correlation Coefficients for the Dependent
Variable IELTS Grammatical Range & ACCUIACY.........cccveeiieiiieeiieiiee et se e 173
Table 22 Categories for Onset Employed in the Study ..o 194

13



Table 23 Spearman's Rho Correlation Coefficients for the Preceding /r/ and the Following

NONEPTEVOCAIIC TT/ ettt e e e e e e e e et e e e e e e e aaeeens 196

Table 24 Participants' Comments Regarding /r/ Realisations in Polish Speakers' L2 English

14



List of Figures

Figure 1 A Map of Modern Non-Standard Dialects Showing Rhotic Areas.............cccccoeve.ee. 35
Figure 2 Rhotics in the Classification of the IPA............cco e 43
Figure 3 A Waveform Image of a Voiced Alveolar Trill ..........ccocoooiiiiiiicee, 44
Figure 4 A Spectrogram of the Spanish Word "Perro™............ccoeieeiiieneneneneseeeeeee 45
Figure 5 A Spectrogram of the Spanish Word "Pero™ ...........ccceoveievievesie e 46
Figure 6 4 Spectrogram of the Polish Word “Kawalera” (“Bachelor’s”) ........ccccevvuernnnne. 48
Figure 7 A Spectrogram Of "Read™ ..o 49
Figure 8 Main tongue Shapes for American English and British English /r/............c............ 62
Figure 9 Approximant Rhotic in the Polish Word “Karol” (“Charles”) .........ccccccuvuvcunnnnn. 75
Figure 10 A4 Waveform/Spectrogram of the Word “Lurker” .............c.cccoouoiioeneinceiveneinnnns 125
Figure 11 A Waveform/Spectrogram of the Word “Modern’ .............ccccoocueinoiininenenennn, 126
Figure 12 Total /R/-Fullness Index Presented on a HiStogram ..........cccccevvveninenieinenienen, 148
Figure 13 Percentage of Tokens in Each Category in the Data Set ..........ccccccevevveieiiennenn, 156
Figure 14 Distribution of Tokens in the WL and FS Data Sets Respectively........................ 158

Figure 15 Percentage of Tokens in Each Category for Individual Participants (AATotal) .167
Figure 16 AATotal /r/-Fullness Index per PartiCipant...........c.ccoveieeieneienineneseeeee e, 178
Figure 17 A Simple Histogram of English Use Index Values Among the Participants. ...... 183

15



Acknowledgements
I would like to thank the following individuals and institutions:

My mother, Teresa Kaminska-Trebacz for her endless support. Both my supervisors for all
their support they have given me: prof. Jane Setter for encouraging me to take a dive and
embark on this perilous journey into the unknown and Dr Sylvia Jaworska for making sure
| got to my destination safely. My fantastic PhD Directors of Studies, Dr Jacqueline Laws
and Parvaneh Tavakoli, who have always been there for me when | needed them. Ciaran for
his help with interview transcriptions and his constant support. The amazing Paul Carley for
his contribution as an inter-rater and all his advice. Nataly, Carl and Lynne for their
invaluable help assessing my participants’ level of English. All my generous, brave
participants for sharing their stories and offering their time to help me in my research — you
were the reason I kept going. Szymon Szumiat for his invaluable input on my statistical
analysis. All the staff members and colleagues at the International Study and Language
Institute and the Department of English Language and Applied Linguistics at the University
of Reading. All the colleagues at DCAD at University of Durham. All the staff at Graduate
School. All the fellow PhD students at Reading, especially Winai and Natalia. Dr Linda
Shockey for her friendship, expert advice and support. Dr Joanna Przedlacka for all the
advice, encouragement, and chats just when | needed them the most. Dr Geoff Lindsey for
inspiration and sharing his passion for English phonetics. Prof. Devyani Sharma and Dr Rob
Drummond for inspiration. Ron Paterson & Reading Scottish Pipe Band for the gift of music
and a sense of belonging. My family and friends, who, in one way or another, accompanied
me on that journey. All the pre-sessional EAP students as well all the undergraduate students

that | have had the privilege to teach and learn from at Reading and Durham.

The Hanna and Zdzislaw Broncel Charitable Trust for offering me a research grant to cover

a year of my student fees.

16



Chapter 1 Introduction

1.1 Personal Motivation
My six-years-long experience as an English pronunciation teacher working with prospective
teachers of English as a foreign language in a teacher training college in Poland left me with
many questions, but the one that puzzled me the most was one regarding a tiny segment

represented by the letter “r”.

Like many teachers fresh out of university, | started my job full of passion and with a sense
of a mission: | was determined to help my students improve their English accent as much as
possible, even to the point of sounding “native-like” should they want it... and most of them
did want that. Some of them could already boast accents that were close to native models
before they even started their phonetic training. These students | was able to teach basic
phonetic theory, which did not significantly contribute to their already almost flawless L2
performance. However, in the majority of cases, my students had relatively strong Polish
accents, even if they had lived in an L2 environment before starting the degree, and so mostly

needed and welcomed my intervention.

Hour by hour, week by week, we would learn about articulators, English consonants and
vowels; we would practice phonemic transcription and various intonation contours. As the
time passed, most of my students would get better. Some would get significantly better...

except for one thing: variable rhoticity.

The materials we used as a model employed a non-rhotic variety of English: the General
British accent. There were always two or three individuals who wanted to master General
American instead, but for some reason, the majority wanted to “sound British”: “I want to
sound like Hugh Grant!” or “I would love to sound a bit like Emma Watson!” they would
say. Normally, after several intensive sessions in a language lab, most of them would get
closer to their goals in terms of pronouncing their dental fricatives “correctly”, using the
linking sounds, or even producing the “right” quality KIT and FLEECE vowels. However, for
some inexplicable reason, very few students ever managed to develop a consistently non-

rhotic pronunciation, even despite their reassurance that they were determined to do so.

The non-prevocalic rhotic /r/ would sneak into even the most “British-sounding”
performances and come out in all the “wrong” places. Whether in spontaneous conversation

or when reading out a list of words, even the most dedicated students would mix up rhotic
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and non-rhotic variants, and the habit persisted despite my best efforts to rid them of that
cursed /r/. Even those of my students who had spent a few years living in the south of
England were “guilty” of variable rhoticity, and what frustrated me the most was that | really
was not able to understand what was quite so appealing about the retroflex or bunched up
tongue position. Was this the influence of American English? Was this spelling-influenced
pronunciation or perhaps a system mapped from Polish? Was this something to do with ease

of articulation or the salience of that rhotic approximant?

After 1 moved to the UK, I noticed the very same phenomenon among my Polish friends and
colleagues: variable rhoticity. However, their choices of /r/ variants seemed even more
interesting, as alongside /r/-less pronunciations and ones containing approximants, my fellow
migrants from Poland did something that would have been considered unthinkable in my
practical phonetics class: they also employed more Polish-sounding /r/ variants. Not all Poles
made use of all of the variants, and definitely not at all times, but the variability was striking,
which posed the question “why”. Why was it the case that the same person could pronounce
the same segment in the same sentence in three different ways? For example, the sentence
“My car was parked beside yours” could be pronounced as [mar 'ka: woz 'parkt ba'sard
'Joaz]. More questions arose: “Is this to do with their level of English?”, “Is this due to the
phonetic context?”, “Is there some sort of social, indexical meaning assigned to this

variable?”.

This thesis is a modest attempt at answering some of those questions that have been haunting
me for about a decade: “What /r/ variants do my fellow migrants use the most frequently?”,
“What factors govern their choices?”, “Do these choices have any social meaning behind
them?”. I sincerely hope that the answers I have found will be of at least half as much interest

to others as they have been to me.

1.2 Background
One of the phenomena that has shaped twenty-first century Western Europe is migration:
societies which used to be perceived themselves as relatively homogenous (e.g. Germany,
France, the UK) have been experiencing an accelerated, radical shift towards
multiculturalism and multilingualism induced by the growing number of immigrants from
Africa, the Caribbean, Asia as well as Central and Eastern Europe. Polish migrants have been

a significant part of that change.
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Polish immigration to Britain has a long history. Looking back only a hundred years, there
seem to have been at least three waves of migrants. Waniek-Klimczak (2009) focuses on two
groups: old, “post-war” immigration, which consisted of people who arrived in the UK either
during, or shortly after World War Il, and the newer, “post-Solidarity” immigration, i.e.
people who arrived in Britain seeking political and economic freedom after martial law had
been declared in Poland on 13th of December, 1981 (p. 25). More recently, another wave of
Poles landed on the British shores. Poland’s joining the European Union on 1st May 2004 led
to a new wave of migrants from Central and Eastern Europe. As a direct result of this, Polish
became England’s second language according to the National Census (2011). Even though in
the time preceding and following the 2016 EU referendum the public discourse on Polish
migration in the UK became more hostile (Rzepnikowska, 2019), which made Britain a less
welcoming environment for Poles, they are still an important part of UK society.

For the vast majority of migrants, at least a basic level of proficiency in English is
indispensable to effectively function in the host country, as their ability to communicate in
English has a significant impact on almost every aspect of their lives, be it employment
options available, social mobility, status (Trevena et al., 2013) or even their health (Pot et al.,
2018). In order to effectively communicate in English, migrants not only need a degree of
cultural competence, familiarity with English lexis and grammar, but also at least an adequate

command of L2 pronunciation.

As Milroy and Milroy (1999) point out, it is no longer acceptable to discriminate people on
the grounds of their social class, race or religion; however it appears that linguistic
discrimination is still considered acceptable by many. In particular, speaking with an easily
noticeable foreign accent can result in a range of negative consequences for L2 speakers, and
migrants, simply due to the reality of living in a foreign country, are particularly likely to
experience them. Indeed, Munro (2008) outlines several potential consequences of speaking
with a foreign accent, such as negative speaker evaluation, reduced acceptability and reduced
intelligibility, which he attributes to the particularly high salience of accents to both native
and non-native speakers, as according to him, even phonetically-naive listeners are often able
to recognize speakers from outside their own speech community based on a very limited
amount of linguistic input. Indeed, in many cases, having an accent that evokes negative bias

can even deprive individuals of life opportunities (Levon et al., 2021).
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One such salient feature that has often been associated with Polish-accented English is the
way Polish speakers pronounce /r/ in English, which has been stereotyped both in both
phonetic course books as well as Western culture. For example, Spiewak and Golebiowska
(2001) highlight the use of “a prominent rolled /r/” by Polish speakers of English, while the
popular English pronunciation textbook Ship or Sheep? mentions word-final “strongly rolled”
pronunciations as one of characteristics of Polish-accented English (Baker, 2006). In
addition, the belief that Polish speakers of English use taps and/or trills to produce /r/ while
speaking English seems to be well-represented in numerous TV and radio programmes. For
example, (Szpyra-Koztowska, 2018) provides an analysis of “fake” Polish accents employed
by an international cast in the film The Zookeeper’s Wife, and reports that not only did trilled
Ir/ realisations occur almost as frequently as approximants, but some actors employed almost
exclusively trills, which, in her opinion, hinted at a potential indexical function (Eckert, 2008,
2012; Irvine et al., 2009; Johnstone, 2009, 2010; Johnstone et al., 2006; Johnstone &
Kiesling, 2008; Labov, 1972; Silverstein, 2003) of /r/ in Polish-accented English.

Nonetheless, relatively recent studies of /r/-realisations in Polish (Coupland & Jaworski,
2009; Gillian & Jaworski, 2014; Jaworski, 2010; Jaworski & Gillian, 2011; Lobacz, 2000;
Stolarski, 2013a, 2013b, 2015) demonstrate that contrary to popular belief, the trill is not the
dominant /r/ variant in Polish. In addition, the few existing sources on the quality of /r/ in the
speech of Polish learners of English based in Poland provide evidence of both variable
rhoticity as well as high variation in terms of /r/ variants, with the trill being employed
extremely rarely, if at all (Szpyra-Koztowska, 2018; Szpyra, 2014; Zajac & Rojczyk, 2017a,
2017h).

1.3 Rationale and Research Aims
Considering Szpyra-Koztowska’s (2018) suggestion regarding the status of /r/ as a stereotype
associated with Polish-accented English and its potentially important social function in the L2
context, as well as the number of English-speaking Polish migrants in the UK, it is somewhat
surprising that, to the researcher’s best knowledge, no research investigating variable
rhoticity in Polish immigrants in the UK has been conducted so far, except for a study by
Waniek-Klimczak and Matysiak (2016). By focusing on variable rhoticity and variability in
non-prevocalic /r/ realisations in L2 English of Polish migrants living in the south of
England, as well the various factors that may potentially impact their choices of /r/ variants,

this study is hoping to contribute to the relatively small pool of existing knowledge.
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It is because of this scarcity of studies focusing on the phenomenon that the current study is
largely exploratory in nature, which is reflected in its broad focus. First of all, through
auditory analysis as well as supporting acoustic analysis of speech data, the project aims to
provide further evidence for variability in the use of /r/ realisations and, subsequently, to
identify the dominant /r/ variants employed by the participants. As Zuengler (1991) points
out, variability in the context of L2 is often developmental rather than “sociolinguistic” in
nature. In other words, it is the result of the speaker’s acquisitional trajectory. Therefore, even
though the focus of this study is not on second language acquisition, a decision was made to
investigate a range of variables traditionally examined in SLA pronunciation research
(Birdsong, 2007; Derwing et al., 2008; Flege, 1988, 2012; Flege et al., 2006; Flege &
Fletcher, 1992; Flege & Liu, 2001; Flege et al., 1999; Munro, 2008; Munro & Derwing,
1994; Munro & Derwing, 1995; Thorsten Piske et al., 2001; T. Piske et al., 2001; Yeni-
Komshian et al., 2000), such as Age of Arrival or Length of Residence, as it was felt that

acquisition of a specific phonetic variant was a prerequisite to controlled variability.

Another aim of the study was to identify factors contributing to variability in non-prevocalic
r/ realisations. Sociolinguistic studies traditionally differentiate two main types of
conditioning factors: internal and external ones. External constraints encompass an extremely
wide range of factors typically exploited by the early school of variationist sociolinguistic
research (Labov, 1972; Trudgill & Trudgill, 1974) as well as the more recent studies which
emerged from that early approach (Eberhardt & Downs, 2015; Eckert, 2012), such as e.g.
age, gender, class, which are social in nature, as opposed to internal constraints, i.e. aspects of
the language itself which contribute to variability of the linguistic forms in question
(Wolfram, 1997), e.g. semantic meaning, prosody or specific phonetic context. Therefore,
having examined the role of SLA factors, the study turns to investigating the role of both
internal and social constraints on /r/ variability in order to gain a fuller understanding of the

factors affecting Polish speakers’ of L2 English rhoticity and /t/ variant choices.

Finally, the study also aims to find evidence of any metalinguistic practices and investigate
the participants’ meta-awareness of the /r/ variable, which can play an important function in
the emergence and consolidation of higher-order indexical meanings (Johnstone, 2009, 2010;
Johnstone et al., 2006; Johnstone & Kiesling, 2008; Silverstein, 2003). Through examining
qualitative data obtained in interviews, the study also tries to identify indexical meanings

linked to the variable.
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It is hoped that the study will make a contribution to the understanding of the complex
reasons behind the presence of a prominent, often persistent foreign accent in some migrant
L2 English speakers from Poland, which may have implications not only for EFL/English
pronunciation teachers, but may also shed light on issues related to integration into the host
society, bias around accents, as well as the beliefs those migrants share about the members of

their own community and their own L2 speech characteristics.

1.4 Overview of the Thesis
The thesis consist of a literature review section, which first discusses the phenomena of
rhoticity and /r/ realisations in the context of English, Polish and Polish-accented English,
while outlining internal constraints on /r/variability. The section is followed by a brief
overview of key variables investigated in SLA literature, as it is believed that, particularly in
the context of L2 performance, these may have a significant impact on the speakers’
linguistic choices. The final section of the literature review focuses on the issue of
indexicality and reviews key studies in the field in order to establish a theoretical framework
for exploring indexical meanings behind the participants’ linguistic choices. The chapter ends

in a list of research questions emerging from the review of literature.

The literature review is followed by the Methodology Chapter, which presents and provides a
justification for all the research tools employed in this study. The following chapter presents
the results of both quantitive and qualitative data analysis and discusses them, outlining key
findings regarding the acquisitional, social, as well as phonetic factors affecting variability in
non-prevocalic /r/ realisations in Polish-accented English. The thesis ends with a short
chapter providing an overview of the key findings as well as a discussion of the current
study’s limitations, some conclusions, and suggestions for future research. The final part of
the thesis comprises appendices, which present the research tools employed in the study, the

interview data collected and the statistical analysis results.

22



Chapter 2 Literature Review

This chapter is divided into four main sections. The first two discuss the phenomenon of
rhoticity and various /r/ realisations employed in English and Polish, while focusing on
internal factors governing variable rhoticity and variability in non-prevocalic /r/ realisations
in L2 English of Polish migrants living in the south of England. Section 2.3 presents a brief
overview of key variables commonly investigated in SLA studies, as it is felt that successful
acquisition of a linguistic variant is a prerequisite for productively controlled variation and
higher order indexical meaning which can be linked to /r/ variants. Finally, Section 2.4
discusses the phenomenon of indexicality and reviews a number of key studies in the area.

Each main section finishes with research questions that emerge from this specific part of the
literature review; for the reader’s convenience, these research questions are also presented in

the form of a comprehensive list at the very end of this Literature Review chapter.

2.1 Rhoticity
Sections 2.1 and 2.2 discuss the phenomenon of rhoticity as well as various /r/ realisations
employed in English and Polish, while focusing on internal factors governing variable
rhoticity and variability in non-prevocalic /r/ realisations in L2 English of Polish migrants

living in the south of England.

Section 2.1 introduces the concept of rhoticity, which is followed by a short overview of the
history of rhoticity in England and a detailed discussion of English phonotactics related to /r/
distribution. In addition, the phenomena of sandhi /r/ are presented, with a focus on
constraints on sandhi /r/ variability. The latter have been included in this Literature Review
due to the scarcity of studies focusing specifically on internal constraints on variable rhoticity
in English English. It was therefore hoped that outlining phonetic constraints on sandhi /r/
use, which is variable in some varieties of native English and relatively well-documented
(Foulkes, 1997; Gick, 1999; Hannisdal, 2007, 2010), would provide a basis for investigating
phonetic environments which may favour rhoticity in L2 English of Polish migrants. This is
followed by a discussion of regional distribution of rhotic dialects within England, with a
particular focus on the area of Berkshire, as this is where most of the participants in the
current study were based. Finally, a brief discussion of rhoticity in the context of Polish and

Polish-accented English is provided.
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Section 2.2 discusses rhotics and provides an overview of a range of /r/ realisations employed

in British English, American English, Polish and Polish-accented English.

2.1.1 Definition of Rhoticity
The phonological pattern which this research focuses on is rhoticity. It is defined by
Heselwood et al. (2010) as “an English dialect feature [which] refers to the continuing
presence of constrictive realisations of /r/ in pre-consonantal and pre-pausal contexts in words
such as ‘card’ and ‘car’ (p. 331). In other words, non-rhotic accents “lack non-prevocalic
/t/” (Trudgill, 2000b, p. 9).

English accents can be classified as either “rhotic”, a label which describes most Scottish,
Irish, Welsh or North American accents (except for the southern United States and eastern
New England), or “non-rhotic”, e.g. Australian, New Zealand and South African varieties, as
well as General British English (Hughes et al., 2012; Kreidler, 2008). Brown (1988) states
that there are more native speakers of rhotic varieties of English than of non-rhotic ones. In
literature, non-rhotic varieties are also referred to as “r-less”, as opposed to “r-ful”, i.e. rhotic
ones (J.C. Wells, 1982). In the latter, the sound /r/ occurs pre-consonantally and pre-pausally,
as well as pre-vocalically, which is consistent with spelling.

However, there are also varieties of English which do not conform to this binary distinction
into rhotic and non-rhotic; for example, Trudgill (2000a) points out that there are areas in
East Yorkshire were postvocalic /r/ is retained in some phonological contexts. Similarly, in
Jamaican English speakers articulate postvocalic /r/ in the word-final position, e.g. [fa:1], but
not in the pre-consonantal position, e.g. [faim] (J.C. Wells, 1982). Another pattern that
facilitates the retention of rhoticity within otherwise non-rhotic accents is linked to the
occurrence of mid central vowels [2] and [3:] (J.C. Wells, 1982); for example, some speakers
of American English articulate postvocalic /r/ in NURSE and lettER words, but not in other
phonological contexts (J.C. Wells, 1982). Such intermediate varieties are labelled by (J.C.
Wells, 1982) as “semi-rhotic”.

2.1.2 A Brief History of Non-Rhoticity
The split of English into rhotic and non-rhotic varieties is, according to Ladefoged and
Maddieson (1996), a consequence of the position rhotics take in the syllable and their
tendency to interact with neighbouring vowels. Brown (1988) and Trudgill (2000a) state that
at some point, all varieties of English were rhotic, which became encoded in the spelling

system. However, due to the historical processes of sound change, many parts of England lost
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post-vocalic /r/ in the Early Modern English period (Ryfa, 2012). Trudgill (2000a)
hypothesises that the change started in the south-east of England and subsequently spread to
other parts of the country. This process of shifting from rhoticity to non-rhoticity is referred
to in literature as /r/-dropping (J.C. Wells, 1982), /r/-loss (Trudgill, 2000a), derhoticisation
(Stuart-Smith, 2007), /r/-vocalisation or /r/-deletion (Gick, 1999).

In Old English and Middle English, /r/ was most likely realised as an alveolar trill or a tap;
however, those realisations were later replaced first with fricated, and then with non-fricated
approximant realisations, ultimately, by the 18" century, leading to the loss of post-vocalic /r/
in the pre-consonantal and pre-pausal position, the remnant of which was the schwa [9]
attached to a preceding vowel, forming a long vowel or a diphthong (Cruttenden, 2014).
Since this “etymological /r/” has been preserved in the spelling, for many speakers of non-
rhotic varieties, an alternation in pronunciation has been created, where constrictive /r/ is

articulated pre-vocalically, but not in other contexts (Foulkes, 1997).

Ir/ dropping also resulted in mergers of lexical sets START/PALM, NORTH/THOUGHT and
lettER/commA (J.C. Wells, 1982). This process did not take place in Scottish, Irish and North
American varieties, some of which still retain the contrast between the respective pairs of
sounds (Lindsey, 2013; J.C. Wells, 1982). J.C. Wells (1982) provides an extensive, detailed
discussion of historical phonological developments leading to the loss of non-prevocalic /r/ in
the majority of English accents and resulting in differences in vowel inventories between
different varieties (pp. 212 - 231).

2.1.3 Rhoticity and Phonotactics
J.C. Wells (1982) calls rhoticity “by far the most important case of a difference in
phonotactic distribution” (p. 76). While rhotic and non-rhotic varieties of English share the
same contexts for prevocalic and intervocalic /r/, they differ in terms of constraints on non-
prevocalic /r/, i.e. one in the postvocalic, word-final or pre-consonantal position. These
phonological contexts for /r/ in English will be discussed in the following sections.

2.1.3.1 Pre-vocalic /r/

In syllable onsets, /r/occurs in the following contexts:

e in the syllable-initial position, before any vowel, e.g.: “red”, “round”, “wrist”;
e as the second element of syllable-initial, two-consonant clusters, e.g.: “pray”,

“drain”, “graze”, “shrill”’;
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e as the third element of syllable-initial, three-consonant clusters, e.g.: “spray”,

“street™, “scream’.

In accordance with the scale of sonority, /r/ always occurs in the position adjacent to the
vowel (Wiese, 2011), i.e. between obstruents and vowel sounds. In the initial position, it will
be voiced and frictionless (Hughes et al., 2012). In two-consonant clusters it can be preceded
by both voiceless and voiced stops, but only voiceless fricatives occur syllable-initially
before /r/, and these do not include /s/, which never precedes /r/ (Kreidler, 2008). In this
position, /r/ will be fully devoiced and fricated after voiceless accented plosives /p/, /t/, /k/
(e.g. “price”, “tree”, “crow”) (Hughes et al., 2012), voiced and fricated after /d/ (e.g. “dry”)
(Cruttenden, 2014; Hughes et al., 2012), and “somewhat devoiced” following voiceless
fricatives or unaccented voiceless plosives (e.g. “fry”, “shrink”, “apron”, “mattress”)
(Cruttenden, 2014). In three-consonant clusters, the initial segment is always /s/ and the
second consonant is a voiceless plosive, i.e. /p/, It/ or /k/ (Kreidler, 2008). According to
(Cruttenden, 2014), /r/ is, again, “somewhat devoiced” in this position (e.g. “street”,

“screen”).

2.1.3.2  Post-vocalic /r/
Postvocalic /r/ in syllable codas is normally only articulated in rhotic varieties of English. It

occurs in the following contexts:

e in the syllable-final position, e.g.: “bar”, “four”, “there”;

e as the first element of syllable-final, two-, three-, or four-consonant consonant
clusters, e.g.: “warp”, “word”, “march”, “work”, “berg”, “wharf”’, “birth”,
“force”, “marsh”, “arm”, “barn”, “girl”, “first”, “corpse”, “quartz”, “world”,

“firsts”.

In addition, as Cruttenden (2014) observes, pre-consonantal /r/ may occasionally be
pronounced even by non-rhotic speakers as a result of elision, for example, in the word

“carol” [kaul].

In syllable codas, rhotics come immediately after the vowel and before obstruents. If two
liquids (/r/ and /I/) or a rhotic and a nasal (for example, /r/ and /m/) occur syllable-finally, the
rhotic again comes first (e.g. “twirl”, “farm”) (Kreidler, 2008). The exact number of specific
contexts for the postvocalic /r/ depends on the vowel inventory of the variety in question; e.g.

although in his description of American (Kreidler, 2008) mentions nine “/r/ vowels”,
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including two different vowels for “war” and “door”, he also acknowledges the fact that a

growing number of American English speakers are losing this distinction.

Phonetically, the sequence VOWEL + r can be realised in different ways, ranging from a
sequence of a vowel plus /r/, for example, /a:r/, with r- colouring occurring only in the final
part of the vowel, to an /r/-coloured vowel, with a /r/-colouring occurring throughout the
whole duration of the vowel, as often is the case for [>] and [3:] in many varieties of
American (Delattre & Freeman, 1968; Kreidler, 2008; J.C. Wells, 1982) and Canadian
English (Kreidler, 2008). Moreover, the type of the consonantal /r/ employed varies
depending on the speaker, variety, or even style (see section 2.2). However, it should be
pointed out that regardless of its actual phonetic realisation, the V+r sequence is
phonologically interpreted as V+C. For example, the sequence of /o/ and /r/ in word-final
unstressed syllables can be realised either as a non-syllabic sequence of /o/ and /r/, or as a
syllabic consonant (Collins & Mees, 2013), i.e. acting as syllable nuclei and represented as

[2] or /r/. In either case, it is phonologically interpreted as /o/ plus /r/ (Kreidler, 2008).

2.1.4 /r/ Sandhi: Linking and Intrusive /r/
The phenomena of linking and intrusive /r/ are related, as they are only distinct
orthographically and etymologically (Trudgill, 2000a; J.C. Wells, 1982); as such, they are
often discussed under an umbrella term, i.e. “liaison” (Cruttenden, 2014), “linking /r/”
(Cruttenden, 2014; Lindsey, 2013), “/r/ sandhi” (Foulkes, 1997) or “/r/ insertion” (J.C. Wells,
1982). To avoid potential confusion, this thesis uses the term “linking /r/” to refer to the
etymological /r/, the term “intrusive /r/” is employed to refer to the unwritten /r/, while the

term ““/r/ sandhi” is used to encompass both phenomena.

In many non-rhotic accents, postvocalic /r/ can be articulated word-finally after the non-high
vowels NEAR, SQUARE, PURE, NORTH, NURSE, START or lettER (Cruttenden, 2014),
if it is immediately followed by a vowel sound, and if both words occur in the same prosodic

unit (“here at last”, “far away”). This phenomenon is known as linking /r/.

Interestingly, this phenomenon does not occur in all non-rhotic accents; while there is
evidence for the use of linking /r/ in England, the New York City area and Australia
(Lindsey, 2013), it is absent in the accents of the American south and South African English
(Kreidler, 2008; Lindsey, 2013), where speakers do not produce a consonantal /r/ either in
“the car” or in “the car is”, but where a centring offglide (Kreidler, 2008) or a glottal stop

(J.C. Wells, 1982) may be employed, respectively.
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While linking /r/ is essentially a manifestation of the etymological /r/ preserved in the
spelling (Foulkes, 1997), intrusive /r/ is un-etymological and, therefore, unwritten. According
to J.C. Wells (1982), intrusive /t/ is the result of “the natural tendency to give identical
treatment to words with identical endings” (p. 223). Even though citations forms of words
belonging to START/PALM, FORCE/THOUGHT and lettER/commA lexical sets have
shared the same vowel respectively since they merged in the 18" century (Lindsey, 2013; J.C.
Wells, 1982), words containing <r> have actually had two forms: a prevocalic and a non-
prevocalic one. For instance, “store” is pronounced /sto:r/ in the former context, and /sto:/ in
the latter. In effect, the non-prevocalic form of “store” /sta:/ rhymes with e.g. “law” /lo:/; this,
according to J.C. Wells (1982), has led to the alignment of former members of the
THOUGHT set with the prevocalic forms of members of the FORCE set before vowels,
resulting in regularizing of the language (Trudgill, 2000a), i.e. the phenomenon of intrusive
Irl, e.g. law and order /lo:r an o:da/. Therefore, /r/ sandhi is a process which occurs only in
non-rhotic varieties, since rhotic accents have never lost non-prevocalic /r/, which was the

initial trigger for both linking and intrusive /r/.

2.1.4.1  Social and Stylistical Variation in /r/ Sandhi

Even in the accents that do make use of /r/ sandhi, both linking/r/ and intrusive /r/ are
optional; their use may depend on contextual style and speech rate (J.C. Wells, 1982). While
Brown (1988) states that linking /r/ is “a feature of fluent, colloquial style, and is not so
common in careful declarative style” (p. 145), according to (Cruttenden, 2014), it is
relatively frequent in all styles of speech. On the other hand , intrusive /r/ is most frequent in
fixed phrases and common collocations, such as “Pizza Express” or “law and order”
(Lindsey, 2013). When speakers do not employ /r/ sandhi, the boundary between the final
vowel of the first word and the initial vowel of the second word can also be marked with a
glottal stop (Cruttenden, 2014; Lindsey, 2013; J.C. Wells, 1982), which may occur in slow,
deliberate speech or when the speaker is pronouncing words and phrases which they are less
familiar with (Lindsey, 2013).

Another factor that may play a role in the variable use of /r/ sandhi is social in nature;
namely, the strong negative attitudes evoked by intrusive /r/. Since linking /r/ reflects the
spelling, it is not stigmatised by people with strong prescriptive attitudes to language use
(Brown, 1988; J.C. Wells, 1982). On the other hand, intrusive /r/, which does not enjoy the
benefits of being “legitimised” by literacy, is commonly labelled as “incorrect” or “slovenly”,
particularly, according to both Cruttenden (2014) and J.C. Wells (1982), word-internally, as
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in “drawing” /dro:rm/, “gnawing” /no:rm/ or “withdrawal” /widdro:ral/. However, despite the
claims that word-internal intrusive /r/ is the most stigmatised and, as such, relatively rare,
Hannisdal’s (2007) study on change in RP, which examined speech recordings of British
television newsreaders, reveals that this type of sandhi /r/ occurred in about 33% of the

tokens.

Since the ability to suppress the stigmatised intrusive /r/ while simultaneously retaining the
socially acceptable linking /r/ requires an extensive working knowledge of spelling,
according to J.C. Wells (1982), many speakers have adopted the strategy of suppressing all
forms of /r/ sandhi. Nevertheless, despite the “negative press” that intrusive /r/ has been
receiving as a slovenly recent development in the English language, on his online blog,
Lindsey (2013) provides a substantial body of evidence in the form of audio clips from old
films to prove that the phenomenon can be documented at least as far as early 20™ century,
while probably dating back to the 18" century, i.e. the period when /r/ dropping and the
resulting vowel mergers took place. Moreover, there is evidence that the phenomenon of
intrusive /r/ is not always perceived as stigmatised. A study by Foulkes (1997) vyields
evidence for stylistical shifts in the speech of middle-class speakers from Newcastle, but not
in the expected direction where more attention to speech predicts the use of forms regarded as
more “correct” (Labov, 1972). Surprisingly, the middle-class participants from Newcastle
produced more instances of intrusive /r/ when reading out items from a word list than during
their conversations with another participant, which Foulkes (1997) interprets as indicative of
prestige associated with intrusive /r/ by those speakers, who according to him, regard the

phenomenon as “advantageous”.

On the other hand, the aforementioned studies by Hannisdal (2007, 2010), which investigated
a number of phonetic/phonological variables in modern RP based on the analysis of speech
samples of British TV presenters, identified significant inter-speaker variation, with some
speakers avoiding it completely, and others using it frequently; nonetheless, no evidence of
statistically significant social, i.e. gender or class stratification (as operationalised by the
prestige of the TV channel) in the use of linking or intrusive /r/ was found. The fact that the
results from Hannisdal’s studies (2007, 2010) differ from those of Foulkes (1997) indicates
that the indexical meaning of the variable is different depending on the variety and the speech

community.
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2.1.4.2  Linguistic Variability Constraints in /r/ Sandhi
In terms of phonetic contexts which facilitate /r/ sandhi, older sources seem to present
somewhat contradictory views. Cruttenden (2014) states that both linking and intrusive /r/ are
the most likely to occur after /a/, for example, “vanilla essence” /vanilar 'esons/, while the
latter is not likely to be employed following /a:/ or /2:/, which he attributes mainly to the fact
that words ending in either of the former two vowels are less common in the English
language than words with a final /o/, which, as he speculates, makes the speakers more aware
of the “correct” pronunciation, i.e. one without the intrusive /r/. However, Brown (1988)
believes that intrusive /r/ occurs the most frequently following /o:/, which he links to the
existence of a large number of homophone pairs consisting of common lexical items
distinguished only by the potential final /r/, such as /lo:/ (“law” or “lore”). Such differences
between the different sources might perhaps stem from the fact that their authors made
general claims about language use based on their own intuitions rather than empirical

research.

However, more recent empirical studies shed more light on issue, explaining that although
the phonetic context for intrusive/r/ is potentially the same as for the linking /r/, it is due to
the extremely low number of words with word-final /r/-liaison vowels, which are at the same
time mostly foreign in origin, that the number of actual contexts is reduced to /o/, with the
largest number of lexical items available, followed by /o:/, followed by /a:/ and, finally, /15/
(Hannisdal, 2007).

In fact, Hannisdal (2007, 2010) identifies a number of linguistic constraints regarding the use

of /r/ sandhi, which are linked to lexical factors, stress and phonetic context.

2.14.2.1 Factors Affecting the Use of Linking /r/
Most important factors affecting the use of linking /r/ as identified by Hannisdal (2010) could

be summarised as follows:
Lexical:

e Linking /r/ almost invariably occurs in common, fixed expressions, e.g. “year-
old”, “four o’clock”, “far away”, “share index”, “Far East”, “Winter
Olympics”.

e It is most frequent between short, usually grammatical lexical items, e.g.

“there are”, “here is”, “where a”, “or a”, “your own”.
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e |t is especially frequent before and after prepositions, e.g. “for a”, “before a”,
“over a”, “after it”, “here on”, “more of”, “fear of”, “number of”.

e |t is less common between longer lexical words, e.g. “consumer attitude”,
“senior administration”, “former economic”, “tighter immigration”.

e It is /r/ is typically dropped before proper names, e.g. “Mister Annan”,

“Doctor Austen”, “Sir Alex”.
Stress-related:

e Itis significantly less likely to occur immediately before a stressed vowel, e.g.

“for hours”, “were injured”, “your e-mail”.
Phonetic:

e |t is avoided in the vicinity of another /r/, both before and after an /r/, e.g.
“career of”, “interior of”, “lecturer is” (after); “were arrested”,

“regular Iraqis”, “border area”, “Blair arrived”, “major air attack” (before).

This final constraint corresponds with previous research (Brown, 1988; Foulkes, 1997),
which states that sandhi /r/ is less common if there is another /r/ “nearby”.

While investigating the use of linking /r/ in the speech of Polish migrants is beyond the remit
of this study, phonetic constraints on its use in RP, or, using Cruttenden’s (2014) term,
General British (see section 2.2.3.1.1), may allow to draw some comparisons between the
variability in the native use of linking /r/ and the variable rhoticity in L2 English of Polish
migrants in the UK.

2.1.4.2.2 Factors Affecting the Use of Intrusive /r/

In terms of intrusive /r/, Hannisdal (2010) identified the following predictors:
Lexical:

e |t is more frequent following monosyllabic grammatical words, e.g. “Russia
is”, “dilemma of”, “China and”.

e It is less frequent following longer lexical words, e.g. “media alliance”,
“California investigate”, “Al Qaeda operative”.

e It is largely absent immediately before names, e.g. “Katya Adler”, “Patricia

Amos”, “Mugtada Al-Sadr”, “Jemaah Islamiah”, “saw Anthony”, but it is not
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affected by the same restriction following proper names, e.g. “Nelson Mandela

Ir/ is 85 today”; “Martina Navratilova /r/ has turned back the years”.
Stress-related:

e It is mostly avoided in contexts where it is followed by a stressed vowel, e.g.

“Asia analyst”, “Malaga airport”, “Al Qaeda allies”.
Phonetic:

e |t correlates with the use of linking /r/: most speakers who employed linking
Ir/ more frequently also displayed higher rates of intrusive /r/ use.

e |t is affected by the quality of the preceding vowel: in Hannisdal (2007),
intrusive /r/ was significantly more frequent after /5:/ and /a:/ than /o/, which
contrasts with Cruttenden (2014).

e It is avoided in the vicinity of another /r/, but not to the same extent as the
linking /r/.

e |t is avoided where the two /r/s are separated only by an unstressed weak
vowel, e.g. “camera is”, “Basra in”, “drama around”.

e It may be articulated following a long, stressed vowel between the two /r/-
sounds and when there are two syllables between the /r/s, e.g. “Korea /r/ and”,

“area /r/ of”, “straw /r/ is”, “draw /r/ a”.

2.1.5 Rhoticity in England
As mentioned before, up unto the Early Modern English Period, English accents were rhotic
(Trudgill, 2000a). It was not until the 18™ century that non-pre-vocalic /r/ began to disappear
from the standard variety of English (Ryfa, 2012).The innovation began to spread from the
south-east of the country into other regions and the spread still continues today (Trudgill,
2000a), affecting other regions of the UK, e.g. Scotland (Lennon et al., 2015; Stuart-Smith,
2007).

In his classification of Traditional Dialects, which he defines as those used mainly in the
“more remote and peripheral rural areas of the country” (p. 5), Trudgill (2000a) uses the
presence or absence of non-prevocalic/r/ as key feature in distinguishing between Western
and Eastern dialects within the Southern area of England. However, he also points out that

every year the traditionally rhotic areas are shrinking, with only two major regions in
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England where rhotic accents are still surviving (Trudgill, 2000a). Trudgill (2000a) identifies
these areas as parts of Lancashire, such as Blackburn and Burnley, as well as the southwest of
the country, including Cornwall, Dorset, Devon, Gloucester, Hereford Somerset and
Wiltshire.

According to Trudgill (2000a), the process of derhoticisation has accelerated due to the
impact of the British media, which have largely adopted the non-rhotic GB accent, and the
resulting low status attached to rhotic English varieties spoken in England. This low status
remains in stark contrast with the sociolinguistic status of rhoticity in the USA, where it is the
non-rhotic varieties that indicate low prestige (Eberhardt & Downs, 2015; Labov, 1972;
Trudgill, 2000a). In England, rhotic, often retroflex pronunciations of words such as fertilizer
are sometimes used to stereotype “ruralness” or even “mock country people for being

unsophisticated peasants” (Trudgill, 2000a, p. 27).

2.1.5.1  Rhoticity in Berkshire and Reading
Since most of the participants in the current study were based in Reading, with only a small
minority living in London, this section is going to focus specifically on the Reading area,

while also explaining its connections, including linguistic ones, to London.

Reading is the county town of Berkshire with a population of 155,698 (2011 Census, 2011).
It is located about 40 miles west of London in the M4 corridor at a junction of railways
running south from the Midlands and west from London (Britannica). Reading has a stable
local population, but its convenient location as well as the university have attracted numerous
international businesses and, consequently, a significant numbers of migrants (Williams &
Kerswill, 1999), both internal (domestic) and international, with a considerable proportion of
the latter being international students. Such conditions result in languages and dialects
coming into contact, which in turn triggers language change (Holmes & Wilson, 2017).
Indeed, there is evidence (Trudgill, 2000a; Williams & Kerswill, 1999) that a significant
change regarding rhoticity is currently taking place.
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In Trudgill’s (2000a) classification of Traditional Dialects the variety used in Berkshire was
grouped together with areas such as northeastern Hampshire, Sussex, Surrey and Kent as
comprising the Southeast Dialect area, which was a part of the Western Dialects subgroup of
the larger unit called simply the Southern Dialects. Like other accents in the Western Dialects
subgroup, the traditional Berkshire accent is rhotic. Indeed, a study by Williams and Kerswill
(1999) researching dialect change in the town of Reading revealed that, for working class
inhabitants of Reading above the age of 50, rhotic pronunciation was “the norm” in words
belonging to the START, NORTH/FORCE and lettER lexical sets (J.C. Wells, 1982), with
the latter being realised as an /r/-coloured schwa [2]. In addition, for words belonging to the
NURSE set, the rhotic pronunciation seemed to be the norm not only among older working-
class speakers, but, according to Williams and Kerswill (1999), was also likely to be present,
albeit sporadically, in the speech of other age groups. The study also found ample evidence of
both linking and intrusive /r/, as well as some instances of the so-called labiodental /r/
(Williams & Kerswill, 1999) (see section 2.2.3.2.5).

Despite the evidence for variability in rhoticity provided by Williams and Kerswill (1999),
the fact that /r/-ful realisations were more prevalent among older speakers might suggest that
a linguistic change is taking place. This is confirmed by Trudgill (2000a), who states that,
alongside Oxfordshire and Hampshire, Berkshire is “in the front line” of the shift towards
non-rhoticity (p. 52). Indeed, Trudgill’s (2000a) map of Modern Non-Standard Dialects
places a large part of Berkshire on the non-rhotic side of the linguistic boundary (see Figure
1), while (Ryfa, 2012) includes Reading and a significant part of Berkshire in the non-rhotic

Home Counties Modern Dialect Area, alongside, among others, Greater London.
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Figure 1

A Map of Modern Non-Standard Dialects Showing Rhotic Areas
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Note. The location of Reading has been indicated with a red circle (Trudgill, 2000a).

Apart from the already mentioned influence of media and the low prestige that rhotic
domestic accents have in England, other factors which may be facilitating the process of non-
prevocalic /r/ loss in Reading could be related to migration and the town’s proximity to
London, with the latter being linked to the spread of other linguistic innovations, such as t-
glottaling and th-fronting, into the speech of young people in Reading (Williams & Kerswill,
1999). Considering the fact that both Williams and Kerswill (1999) and Trudgill (2000a)
results are two decades old, one could expect that the Reading accent is now even more
firmly established on the non-rhotic side of Trudgill’s (2000a) dialect map. Indeed, in today’s
Reading, rhoticity is not typically heard in either working class or higher class
neighbourhoods; therefore, it seems that the local accents have moved even closer towards
the speech of London, which most likely was the cradle of /r/-dropping (Trudgill, 2000a), and

where the varieties used at all social levels have been non-rhotic for centuries, from Cockney
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and RP (Trudgill, 2000a) to General British (Cruttenden, 2014) and Multicultural London
English (Kerswill, 2014) today.

2.1.6 Rhoticity in Polish and Polish-accented English
Polish is a West Slavic language spoken mainly by the majority of the population in Poland
as well as Polish citizens living abroad; according to the 2011 Census, the high number of
Polish speakers made Polish England’s second language (2011 Census, 2011). Polish is
“rhotic” in the sense that constrictive /r/ realisations are produced regardless of the
phonological context (Szpyra-Koztowska, 2018); whenever <r> occurs in the spelling, it is
articulated in speech. Therefore, as in the case of rhotic accents of English, the phenomenon
of linking /r/ does not apply to the language. In addition, since Polish, unlike English or
French, does not display the tendency to avoid glottalisation in the context of phrase-medial
word initial vowels in favour of linking processes (Schwartz, 2017), to the native speakers of

Polish, intrusive /r/ is a foreign concept.

To the best of the researcher’s knowledge, no literature on the topic of variable rhoticity in
the English of Polish migrants in the UK has been published to date apart from a conference
abstract by Waniek-Klimczak and Matysiak (2016), and there have been very few published
studies on rhoticity in Polish-accented English in general, apart from a single paper by
Szpyra-Koztowska (2018) and a few abstracts of relatively recent conference presentations
often reporting on ongoing projects (Waniek-Klimczak & Zajac, 2017; Zajac, 2016) and, as
such, lacking detailed results.

The study by Waniek-Klimczak and Matysiak (2016) investigated the use of post-vocalic /r/
in two groups of Polish migrants in the UK with various proficiency levels upon arrival
labelled as “experts” and “ learners”. Waniek-Klimczak and Matysiak (2016) found evidence
for variable rhoticity, with higher variability rates in the lower proficiency group. However,
the proportion of non-rhotic realisations increased in the learners with longer length of
residence and higher proficiency level in English upon arrival.

Szpyra-Koztowska (2018) investigated rhoticity in L2 English of Polish secondary school
students in the south-east of Poland. She elicited English speech samples using several
diagnostic sentences containing /r/ in different phonetic contexts from 25 students aged 15 to
16. The results show evidence of variable rhoticity, with “some speakers” consistently
producing rhotic or non-rhotic forms respectively, and others displaying varying degrees of

variability. Interestingly, the author reports that “non-rhotic” participants seemed to be less
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variable in their productions then the “rhotic” ones; however, it is not fully clear what criteria
were employed to classify a token as rhotic or non-rhotic, especially that the study did not
involve any acoustic analysis. Since all the participants were reported to have the same level
of proficiency in English (“pre-intermediate”), unlike in Waniek-Klimczak & Matysiak
(2016), the study did not explore the link between the proportion of non-rhotic realisations

and L2 proficiency levels, which will be investigated in this study.

2.1.6.1 Constraints on Rhoticity in L2 English of Polish Speakers
In terms of phonetic environments conducive to non-rhoticity, the “rhotic” participants
“occasionally” produced non-rhotic forms when /r/ occurred word-finally, e.g. in the word
“our” (it is not known whether the form produced was strong or weak), and words such as
“over”, “rubber”, “September” (Szpyra-Koztowska, 2018), i.e. lexical items belonging to the
lettER lexical set (J.C. Wells, 1982). Another context which seemed to favour non-rhotic
variants, albeit reportedly “very rarely”, involved the occurrence of postvocalic /r/ before
consonants, e.g. “morning”, “birthday”, “darling” (Szpyra-Koztowska, 2018). While it is
interesting to see evidence of internal constraints on rhoticity in L2 English Polish speakers,
it is not clear whether the author made use of statistical measures and hence, it is not known
whether the two phonetic environments discussed above were indeed statistically significant
and thus generisable to a wider population. In addition, another reason for a cautious
approach to the generalisability of Szpyra-Koztowska’s results to other Polish speakers of L2
English is that all the participants in the study had a similar level of proficiency in English,
attended the same class and were taught by the same teacher. For the above-mentioned
reasons, it seems that the findings of Szpyra-Koztowska (2018) might be best regarded as

tentative.

Nevertheless, the study’s main contribution seems to be establishing the existence of the high
degree of variability in rhoticity characterising the speech of Polish speakers of English
despite the fact that GB still seems to be the dominant model accent used by English teachers
in Poland (Szpyra-Koztowska, 2018; Waniek-Klimczak & Matysiak, 2016). Szpyra-
Koztowska’s (2018) evidence for variable rhoticity corresponds both with Waniek-Klimczak
and Matysiak (2016) as well as the current study’s author’s previous experience both as an
English pronunciation tutor in a teacher training college in Poland, and as a member of the

Polish migrant community in the south of England.
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It is extremely difficult, if not impossible, to identify a factor which would on its own account
for variability in rhoticity in L2 speech of non-native speakers of English. Factors mentioned
in literature include the influence of American English (Brown, 1988; Szpyra-Koztowska,
2018) and the potential appeal of a rhotic model as “the easier option” for international
learners (Jenkins, 2000), including Poles (Spiewak & Golebiowska, 2001); the impact of
spelling, which foreign learners of English are reported to be particularly susceptible to
(Brown, 1988), and which often leads to “spelling-induced” (mis)pronunciations (Szpyra,
2014); as well as possible effects of language transfer from the learners’ “rhotic” L1 (Szpyra-
Koztowska, 2018). An interesting explanation, based on the phonological structure of Polish
lexical morphemes, is offered by (Szpyra-Koztowska, 2018): since in Polish stems of
masculine nouns almost invariably end in a consonant, non-rhotic realisations of lexical items
containing word-final postvocalic /r/ may seem “morphologically incomplete” to Polish
speakers of English, who might feel the need to “improve” the phonological structure of
English words by adding a consonant, i.e. producing a constrictive realisation of the word-
final /r/.

In addition to the factors discussed above, speakers of L2 English also affected by a whole
range of SLA-related (Zuengler, 1988), as well as social factors, even if they reside in their
home countries, as evidenced by Rindal’s study (2010) on the accents of Norwegian
adolescents learning English, or as tentatively suggested by Waniek-Klimczak and Matysiak
(2016). Both acquisitional as well as social factors are addressed at more depth in sections 2.3
and 2.4.

It perhaps worth pointing out that all of the sources on Polish-accented English discussed
above were published when this research project was already ongoing, which is why this
study was meant as largely explorative, due to the fact that no literature on the subject existed
when the research questions were formed. Nevertheless, the results presented in the
abovementioned abstracts and Szpyra-Koztowska (2018) article seem to confirm the
researcher’s intuitions while offering opportunities for comparison. By focusing on migrants
rather than secondary school learners or university students in Poland, the current study
contributes to the body of knowledge regarding rhoticity in Polish-accented English which
seems to be coming into existence. While EFL classrooms are undeniably important learning
spaces, the context can be regarded as artificial; unlike EFL learners, members of the Polish
diaspora in England operate in an authentic English-speaking environment, which means that

their choices of linguistic variables can have meaningful social consequences. It is hoped that
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this study will provide further understanding of the various constraints on Polish migrants’
rhoticity, their choice of non-prevocalic /r/ variants, as well as the indexical meanings linked

to the variable.

2.1.7 Summary and Related Research Questions
Having a shared L1 background, all the participants are expected to be influenced by the
rhotic pattern of /r/ distribution in Polish. However, since all the participants in this study live
and work in Reading or London, at least as far as any generalisations are possible, it could be
assumed that, through their use of British media as well as through their social networks, they
have been, albeit in varying degrees, mainly exposed to non-rhotic accents (Williams &
Kerswill, 1999). This means that Polish migrants living in the south of England might be
experiencing a wide range of factors working in two opposite directions: rhoticity vs. non-
rhoticity, with the former resulting from linguistic transfer from their L1 as well as exposure

to rhotic native dialects of English. This leads to the main research question:

Is the L2 English of Polish migrants consistently rhotic, non-non rhotic, or variably
rhotic?

As mentioned before, to the best of the researcher’s knowledge, very few publications on the
topic of rhoticity in Polish-accented English currently exist. However, considering results of
Szpyra-Koztowska (2018); Waniek-Klimczak and Matysiak (2016), it is predicted that the
participants” L2 English will be variably rhotic. It is also expected that, to some extent,
whether a rhotic or non-rhotic form is used may also depend, like in the case of variably
rhotic accents or /r/ sandhi, on the phonetic context; for example, on the presence of another
consonant in the syllable coda, vicinity of another /r/ (Hannisdal, 2007) or the type of

preceding vowel (J.C. Wells, 1982). Hence another question emerges:

What are the internal constraints on variability in the use of rhotic and non-rhotic

variants?

While investigating linking /r/ is beyond the remit of the study due to its already broad scope,
according to Hannisdal (2007), intrusive /r/ is a much more rare phenomenon. As Brown
(1988) points out, since non-native users of English are more likely to be affected by the
spelling of English than native users, many non-native speakers of English may avoid
introducing an /r/ where there is none in spelling, which should result in very low usage rates.

On the other hand, Polish migrants may not necessarily share the negative attitude towards
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intrusive /r/, but instead perceive it as a “normal”, or even prestigious feature of native speech
(Foulkes, 1997), perhaps even indexical of “native-likeness” or high fluency in English.
Indeed, this kind of “indexical reversal” or “stylistic reinterpretation” has been reported by a
number of sociolinguistic studies (Kerswill, 1994; Labov, 2001; Sharma, 2021). Therefore, it
is predicted that participants with more exposure to English and/or higher proficiency in the
language may use intrusive /r/ in their speech. Therefore, the following further research

questions arise:

Do Polish migrants use intrusive /r/?

What are the internal constraints on variability in the use of intrusive /r/?

2.2 Rhotics
Having introduced and discussed the concept of rhoticity in the context of English, Polish,
and Polish-accented English, the thesis now turns to rhotics as a class, providing articulatory
and acoustic descriptions of the various rhotic sounds and then discussing different types of
I/ realisations employed in British English, American English, Polish and Polish-accented

English.

2.2.1 Rhotics — Definition and Class Membership

The term “rhotic” is, in John Wells’ own words, his “personal contribution to the English
language” (Wells, 2014, p. 78). The word is derived from the name of the seventeenth letter
of the Greek alphabet (P/p): “rho”. Initially the term was used as an adjective to describe
varieties of English based on the presence or absence of postvocalic /r/ (see section 2.1), but
sociolinguists and phoneticians soon started using it as a noun referring to a whole class of
sounds (Wells, 2014) also, less formally, known as “r-sounds” (Ladefoged & Maddieson,
1996).

The class comprises sounds produced with a whole range of manners of articulation, such as
trills, taps, flaps, lateral flaps (Wiese, 2011), fricatives, approximants, as well as /r/-coloured
vowels and sounds sharing the features of more than one of these categories (Ladefoged &
Maddieson, 1996). Rhotics are also produced at different places of articulation: alveolar and
postalveolar (coronal) as well as velar and uvular (dorsal) (Wiese, 2011). They can also be
voiced or voiceless. Most languages have one /r/ phoneme, which is the case in nearly all
European languages (Wiese, 2011); however, some, e.g. Catalan, may have two or even three
rhotic phonemes, as evidenced in some Australian Aboriginal languages (Wiese, 2011).

40



Due to the heterogeneity of the category, it is difficult to provide a common denominator for
all its members. Although there have been different suggestions on what the unifying
property which all the members of this category share might be, according to Ladefoged and
Maddieson (1996), in the case of rhotics, group membership is “largely based on the fact that
these sounds tend to be written with a particular character in orthographic systems derived

from the Greco — Roman tradition, namely the letter ‘r’ or its Greek counterpart ‘rho
215).

(p-

Indeed, there has been no convincing evidence that would account for the existence of rhotics
as a unified class based on their articulatory features or acoustic properties. As Wiese (2011)
observes, “there is simply no articulatory feature there which is shared by all rhotics, and it is
hard to see what other, possibly more general articulatory feature might do the job” (p. 10).
Moreover, it seems equally difficult to convincingly explain rhotic group membership by
identifying a common acoustic property. Although it has been suggested that the unifying
characteristic could be a lowered third formant, this acoustic property is not shared by all
rhotics sounds (Lindau, 1980). For instance, Ladefoged and Maddieson (1996) have found
evidence for rhotics with high third formants, while Docherty and Foulkes (2001) observes

that the sound [v] used by some speakers in England also lacks F3 lowering. This

demonstrates that lower F3 value itself is not a reliable indicator of group membership for

rhotics.

Lindau (1985) suggested that for rhotics, group membership could be explained through the
concept of family resemblance, where each member of the category shares some property
with at least one other member of that category, while no single property is shared by all the
members of that category. However, this approach has been challenged by Ladefoged and
Maddieson (1996), who point out that the principle of family resemblance could also be
extended to sounds which are not normally regarded as belonging to the class of rhotics (e.g.
bilabial trills), and as such does not convincingly account for the unity of rhotics as a group.
Moreover, in some cases, the same sound can be labelled as a rhotic or not depending on the
language in question. For example, voiced uvular fricatives in French are classified as rhotics,
while in Classical Arabic they are not (Watson, 2002, as cited in Wiese, 2011).

Taking into consideration all the difficulties with establishing clear criteria for the existence
of rhotics as a class, it may indeed seem tempting to fall back on the conventions of spelling

as the only available explanation, as suggested by Ladefoged and Maddieson (1996).
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However, Wiese (2011) criticises this proposal and argues that “to assume that . . . spelling
has pervasive cross-linguistic influence and thereby constitutes the sole basis of the
development of a class of rhotic sounds worldwide does not seem to be well founded” (p. 11).
Instead, he offers an alternative proposal to move beyond the level of segmental, phonetic
description and define the group based on their behaviour in terms of phonological patterning
(Wiese, 2011). Wiese (2011) points out that while rhotics exhibit a high degree of phonetic
variability, they are quite stable in terms of their syllabic constraints: they occupy the position
immediately adjacent to the vowel in syllables regardless of their actual phonetic quality, e.g.
a trill, an approximant or an r-coloured vowel. Therefore, he argues, rhotics could be defined
as “a particular relative point on the sonority scale, the point between vowels and laterals™ (p.

12).

Similarly, Ladefoged and Maddieson (1996) also acknowledge that what seems to bring all
the distinct phones together into one class of rhotics is their “privileged” position in syllable
structure. They point out that in many languages rhotics (along with lateral approximations
and nasals) are allowed as the first element of consonant clusters in syllable codas, or as the
second element of syllable-initial consonant clusters (Ladefoged & Maddieson, 1996).
Moreover, in certain contexts, rhotics can merge with neighbouring vowel sounds or become
syllabic. Wiese (2011) convincingly argues that his approach to rhotics in terms of sonority
accounts for their position in the syllable, their interaction with vowels and the phenomenon
of /r/-vocalisation. It also explains the issue regarding the different classification of sounds,
as exemplified by the case of voiced uvular fricatives in Classical Arabic and French
highlighted above: while in French the fricative in question follows the phonotactic
characteristic of rhotics, occurring between obstruents and vowel sounds, in Arabic the
segment has the same distribution as other fricatives, occurring even after the rhotic [r]
(Wiese, 2011). Therefore, while there is no convincing phonetic evidence for the unity of
rhotics as a class, it seems that Wiese’s (2011) phonology-based approach provides some

evidence for approaching rhotics as a distinct group of sounds.

2.2.2 Types of Rhotics
As stated before, rhotics are an extremely heterogeneous group, displaying a whole range of
places and manners of articulation. The International Phonetic Association provides the

following symbols for rhotics:
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Figure 2

Rhotics in the Classification of the IPA

Alveolar Retroflex Uvular
Trill r R
Tap or flap r r
Fricative B
Approximant 1 1
Lateral flap 1

Note. (Wiese, 2011, p. 2).

However, this list of symbols is by no means exhaustive, as other types of rhotics exist, as
evident in regional and individual variation, e.g. in disordered speech. For example, Wiese
(2011) points out that the IPA does not contain a separate symbol for the uvular approximant
rhotic, which nevertheless, is part of the sound inventory of Danish and standard German.
Similarly, (2017) observes that the IPA lacks a symbol for the bunched approximant /r/
occurring in both British and American English (Lindsey, 2012; Wells, 2010) . Although the
lack of dedicated symbols can be seen as a potential difficulty, it could be argued that most of
those “missing” sounds can be transcribed by using a combination of the existing symbols
and diacritics. For example, Wells (2010) proposes the use of [1] or [¢¥] as sufficient
representations of the bunched /r/. The following section will provide an overview of the

most common types of rhotics discussed in the literature.

2221 Trills
Both Ladefoged and Maddieson (1996) and Wiese (2011) regard trills as the most
prototypical members of the class of rhotics, with the most common type of trill being the
apical one. It is, however, important to point out that, despite the fact that apical trills are all
produced with the same active articulator, the exact place of contact with the passive
articulator and the actual shape of the tongue behind the point of contact differ across
speakers and varieties (Ladefoged & Maddieson, 1996; Lindau, 1985).

Trills are produced by the vibration of one articulator against another, which is caused by the
current of air passing through the aperture between the articulators and results in a pattern of
closures and openings of that aperture. Ashby (2013) refers to this type of articulation as
repeated “shock excitation”, i.e. “repeated striking of the active articulator against the passive
one” (p. 57). According to Ladefoged and Maddieson (1996), trills used in speech production

normally comprise 2 - 5 successive cycles of contact between articulators, which are also
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referred to as “closed phases”, and openings, or “open phases”, with the first closure being

somewhat longer than the others.

However, Ladefoged and Maddieson (1996) point out that since the articulation of trills does
not involve muscular effort to control each individual vibration, but is rather the result of a
very specific configuration of articulators and the air pressure applied, even very small
variations in airflow or the size of the aperture may result in a whole range of “failed”
realisations. Catford (2002) comments: “with two little airflow a trill may degenerate into a
fricative, and with a further decrease in airflow and/or slight increase in the cross-sectional
area of the articulatory channel the fricative may become an approximant” (p. 171).
Therefore, trills are particularly prone to phonetic instability, which is why Ladefoged and
Maddieson (1996) define trills as sounds “made with an articulatory configuration for

vibration, regardless of whether vibration actually occurs” (pp. 217-218).

22.2.1.1 Acoustic Description of Trills
Fully articulated trills can be relatively easy to identify on a waveform image, as the closed

phases are visible as very short throughs in the waveform (Ashby & Maidment, 2005).

Figure 3

A Waveform Image of a Voiced Alveolar Trill

R TR T 5 P S NS 5 S O 0 P P P e

Note. VVoiced alveolar trill pronounced between two vowels (Ashby & Maidment, 2005, p. 60).

Individual closed phases are visible on a spectrogram as gaps in the vertical striations
representing individual pulses of the vocal folds. If there is full contact between articulators,
the gaps will be relatively clear and well defined, as in the case of the first three closed
phases in Figure 4, as indicated by the three solid arrows. However, if the closure is not
complete, there might simply be a reduction in acoustic energy, as indicated by the dashed

arrow in Figure 4.

44



Figure 4

A Spectrogram of the Spanish Word "Perro"
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Note. The Spanish word “dog” containing a trilled [r], the three upper arrows indicate closure phases (Ladefoged, 2003).

2.2.2.2  Tapsand Flaps
Taps are acoustically similar to trills in that, as Ladefoged and Maddieson (1996) note, “a trill
is not unlike a series of taps” (p. 245) as they both have short closure duration. However,
whereas for the production of trills articulators make contact multiple times, taps and flaps
involve only a single strike of the active articulator against the passive one. Indeed, apical
taps are normally articulated in 30-40ms, which makes them the fastest consonant (Lehiste,
1979, as cited in Shockey, 2008). Due to this brevity, taps are often characterised by
incomplete closure (Recasens, 1991), resulting in, as in the case of trills, “degenerate”
realisations (Catford, 2002), i.e. fricatives or approximants. It is also the brevity of the
constriction that distinguishes alveolar trill from otherwise similar alveolar plosives (Laver,
1994; Shockey, 2008). Taps are normally voiced (Shockey, 2008), but voiceless taps do
occur, e.g. Russian and Polish (Jaworski, 2010). In comparison to trills, taps are more
affected by adjacent vowels, as the production of the former requires a more constrained

tongue position (Dhananjaya et al., 2012).

Even though both taps and flaps occupy the same column on the IPA chart, some
phoneticians (Ashby, 2013; Ladefoged & Maddieson, 1996) make a clear distinction between
the two manners of articulation. While a tap is defined as a “deliberate gesture on the part of
the active articulator, which moves to strike the passive articulator”, a flap is “a function of
the active articulator being drawn out of its inherent alignment with a passive articulator and

then being allowed to spring back to its original rest position, striking once against the
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relevant passive articulator as it does so” (Ashby, 2013, p. 57). This distinction corresponds
with that of Ladefoged & Maddieson (1996), who also note that while the most typical
articulation of flaps involves “retracting the tongue tip behind the alveolar ridge and moving
it forward so that it strikes the region in passing”, i.e. anticipatory retraction of the tongue tip
during the preceding vowel, taps are usually produced “by a direct movement of the tongue

tip to a contact location in the dental or alveolar region” (p. 231).

22221 Acoustic Description of Taps and Flaps
According to Ladefoged (2003), spectrograms can be particularly useful in distinguishing
between trills and taps and flaps, as they allow for a precise determination of the number of
strikes of the active articulator against the passive one. The spectrogram below shows the
Spanish word “pero” (dog), with the arrow indicating the single closed phase characteristic of

taps and flaps.

Figure 5

A Spectrogram of the Spanish Word "Pero”
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Note. The Spanish word “but” containing a tapped [r] (Ladefoged, 2003).

2.2.2.3  Fricatives and Approximants
The category of “r-sounds” also comprises fricatives and approximants, i.e. sounds produced
with articulators in narrow approximation and wide approximation respectively (Ashby,
2013). As discussed in section 2.2.2.1, these realisations can be the result of “failed”

articulation of the “canonical” variant, i.e. a trill or a tap, or they may occur in disordered
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speech (Ball, 2017); in addition, they can also demonstrate allophony, i.e. occur in specific
phonological contexts. For example, in most varieties of English, fricated realisations of /r/
are employed when /r/ occurs as the second element in syllable-initial consonant clusters
following alveolar plosives /t/ or /d/, since in this environment, /r/ is articulated with a narrow

air channel, which results in friction (Ball, 2017).

Fricative and approximant /r/s occur not only in disordered speech, due to ‘“careless”
articulation or allophonic variation, but they also function as principal members of their
respective categories in numerous languages. For example, according to Ladefoged and
Maddieson (1996), a uvular fricative is the most common realisation of /r/ in French, while a

uvular approximant is a characteristic of Standard German.

2.2.2.3.1 Acoustic Description of Fricatives
Since in the production of fricatives air is forced through a narrow gap, the result is
turbulence, i.e. random variations in air pressure (Ladefoged & Disner, 2012), which is
perceived as friction. This noise component of fricatives can be identified in waveform
images in the form of “irregular”, aperiodic soundwaves, as well as in spectrograms, as bands
of noise scattered throughout the higher range of the acoustic spectrum (Ladefoged, 2003;
Ladefoged & Disner, 2012), usually in the region of F3 and F4 (Jaworski, 2010). Alongside
the noise component, voiced fricatives are characterised by vowel-like formants; they are also
weaker compared to their voiceless counterparts, as the action of the vocal folds in vibration
impacts the airstream flowing through the constriction (Ladefoged & Disner, 2012), resulting
in lower amplitude. Therefore, as pointed out by (Jaworski, 2010), determining on a
spectrogram whether a sound should be categorised as a voiced fricative or an approximant

may not always be straightforward.
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Figure 6

A Spectrogram of the Polish Word “Kawalera” (“Bachelor’s”)

Frequessy (W)

Tinte (2

Note. The word “kawalera” produced with a fricative, the /r/ segment marked by two vertical lines (Jaworski, 2010).

2.2.2.3.2 Acoustic Description of Approximants
The acoustic structure of rhotic approximants is similar to that of vowel sounds (Cruttenden,
2014; Foulkes & Docherty, 2000); since unfricated approximants are sonorants, they are
produced with non-turbulent airflow, resulting in mostly periodic acoustic wave and, in
spectrographic representation, visible bands of acoustic energy known as formants
(Ladefoged & Disner, 2012).

It is commonly acknowledged in literature that a lowered third formant is an important cue
for approximant realisations of /r/, distinguishing them from /I/ and /w/ (Espy-Wilson, 2004;
Espy-Wilson et al., 2000; Ladefoged, 2003; Ladefoged & Disner, 2012); a low-frequency F3
closely approximating F2 is shown on the spectrogram below. Ladefoged and Disner (2012)
state [1] can typically be identified by F3 value below 2,000 Hz, or even below 1,500 Hz (p.
54). However, there is evidence that F3 alone may not be sufficient as the sole reliable

acoustic correlate of rhoticity.
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Figure 7

A Spectrogram of "Read"

-5 kHz

500me

Note. Spectrogram of "read" with an initial [x] pronounced by a male speaker of British English (Docherty & Foulkes, 2001),
formants clearly visible as bands of acoustic energy, with a low-frequency F3 closely approximating F2.

First of all, it is important to note that low F3 value does not characterise all approximant
variants of /r/. According to Lindau (1985), formant values in approximant rhotics depend on
the location of the constriction, which varies for different rhotics: for example, dental and
uvular approximants are characterised by relatively high F3. Similarly, Docherty and Foulkes
(2001) report that the labiodental variant [v] employed by a growing number of speakers in
England (see section 2.2.3.2.5) also lacks the F3 lowering. Thus, it could be argued that a
decrease in the frequency of F3 is a correlate of the lingual approximant /r/ variants employed

in British and American English.

Another potential difficulty with regarding F3 as a straightforward correlate of rhoticity in
lingual approximants is that a lowered F3 can be the result of a number of different
articulatory strategies. Apart from a lingual constriction in the alveolar or palatal region
(Fant, 1968, as cited in Lindau, 1985) resulting from either tongue retroflexion or bunching
(Foulkes & Docherty, 2000), speakers may employ lip rounding, which is common in both
General British and American English and which, incidentally, also lowers other formants
(Delattre & Freeman, 1968; Ladefoged & Disner, 2012; Lindau, 1985). Other articulatory
configurations which result in lower F3 values are the presence of a “dip” in the tongue
dorsum (Delattre & Freeman, 1968) and a constriction in the pharyngeal region (Docherty &
Foulkes, 2001; Johnson, 2011; Lindau, 1978), both typical of the bunched realisations
common in American English (see section 2.2.3.3). Since all of these articulatory
configurations affect the frequency of F3, it seems that straightforward, unambiguous

mapping of articulatory gestures onto corresponding formant values is hardly possible.
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Rather than focus solely on the lowered F3 value, a number of sources (Foulkes & Docherty,
2001; Lindau, 1985; Lindsey, 2012b) focus on the proximity of F3 and F2, with the former
approaching or meeting F2. According to Lindsey (2012b), the meeting point of the two
formants (F2 and F3) correlates with the place of constriction in the vocal tract, with “curled”

tongue shapes indicating a lower meeting-point, and the “bunched” shapes a higher one.

However, it may be argued that the role of specific acoustic cues for the production and
perception of rhotics changes with the speaker’s age and exposure to various /r/ realisations.
A study by Klein et al. (2012) reveals an interesting difference regarding the perception of /r/
in child speech between skilled and unskilled listeners, with both groups prioritising different
acoustic cues: while the clinicians’ ratings correlated more strongly with the F2-F3 distance,
the phonetically-naive listeners seemed to rely more on F3 values. The authors speculate that
this difference this could be explained by the fact that some children may not be able to lower
F3 to the level characteristic of adult /r/ realisations, which is why they rely on the F2-F3
distance to mark rhoticity. Consequently, professionals with significant exposure to child
speech learn to increase the weight of F2-F3 distance, while the perception of untrained
listeners remains focused on the strongest indicator of rhoticity in adult speech, i.e. low F3
value (Klein et al., 2012). The importance of F2-F3 distance for the perception of children’s
Ir/ realisations, at least by expert listeners, seems to be confirmed by a study by Campbell et
al. (2017), who recommend the use of a normalised distance between F2 and F3 for providing
visual-acoustic biofeedback on the accuracy of children’s production of rhotic lingual

approximants.

Another interesting insight into the role of F2-F3 distance in the perception of rhoticity by
adults is offered by a relatively recent study by Heselwood and Plug (2011). The authors
claim that the closeness of F2 and F3 results in perceptual integration of the two formants and
the emergence of a single, dominant formant in the F2 auditory region of the spectrum, which
they refer to as “F-rho” (Heselwood & Plug, 2011). According to Heselwood and Plug
(2011), it is F-rho that listeners are sensitive to and that is the “crucial auditory correlate” of
rhoticity. Therefore, as demonstrated in their experiments involving acoustically manipulated
stimuli, reducing F3 amplitude may result in a stronger perception of rhoticity, as it allows
for the dominance of F2, and, consequently, of F-rho in the acoustic spectrum. On the other
hand, diminishing the contribution of F2 seems to produce the opposite effect (Heselwood &
Plug, 2011). Nevertheless, since the respective contributions of F2 and F3 to the perception

of rhoticity are a complex issue beyond the scope of this study, for the purposes of acoustic
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analysis employed in this research it will be assumed that the overall effect of “F3 dipping
sharply into and rising sharply out of approximant /r/” (Docherty & Foulkes, 2001, p. 175) is

an adequate indicator of approximant lingual rhotic realisations.

2.2.3 Variation in /r/ realisations in English

Ladefoged and Maddieson (1996) state that it is possible to “exemplify nearly all the different
forms of rhotics . . . simply by reference to [different varieties of English alone]” (pp. 235-
236). This hardly seems to be a hyperbole, since, being a global language, English can boast a
great number of varieties, each with its own distinct palette of sounds; not only is it used as a
lingua franca (Jenkins, 2000), but it also allows daily communication among its users both in
the Quter Circle and the Inner Circle (Kachru, 1992). This impressive phonetic and
phonological diversity is also evident in the accents spoken throughout the United Kingdom,
or even just in England itself (J.C. Wells, 1982). Indeed, /r/ is not an exception; even though
is the most common realisation of /r/ in GB is described a voiced alveolar approximant
(Collins & Mees, 2013; Cruttenden, 2014), there is a high degree of variation, resulting in
realisations which are not typically associated with England, e.g. velar or uvular fricatives,
which can also be found in some parts of the country (Cruttenden, 2014; Foulkes, 1997;
Maguire, 2017).

It is not within the remit of this thesis to provide a comprehensive discussion of all /r/
realisations used throughout the United Kingdom. Since this thesis investigates the speech of
Polish migrants living in the south-east of England, the main phonological “point of
reference” besides Polish will most likely be the “standard” variety of British English
typically used in the media and by many educated speakers mainly in the south-east of
England, not only because this is the variety all the participants are likely to be exposed to in
the host country, but also because it was, and still is, used as a model in EFL classrooms in
Polish migrants’ home country (Waniek-Klimczak & Zajac, 2017). Nevertheless, other /r/
realisations which the participants may have encountered in particular contextual styles or

“non-standard” varieties will also be reviewed briefly.

Moreover, it has been felt that, due to its significant presence in the media as well as its
potential appeal to Polish speakers of L2 English as “the easier” accent (Spiewak &
Golebiowska, 2001), /r/ variants employed in American English will also be discussed. One
more reason for reviewing studies dealing with American English /r/ realisations was that,

unlike in the case of GB, there exists a comparatively large body of empirical research
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yielding both articulatory and acoustic data, providing insight which may be necessary for

data analysis in this study.
2.2.3.1  British English

2.2.3.1.1 The “Standard” Variety of British English
Before turning to /r/ variation in England, it is necessary to establish what is meant by “the
standard accent” and clarify some of the confusion regarding the use of terms such as

Received Pronunciation and General British.

Until fairly recently, the prestigious accent of British English which was, and occasionally
still is, considered standard was known as Received Pronunciation (RP). The term became
well-established in early twentieth century thanks to the publications of the renowned British
phonetician Daniel Jones and his followers. According to Cruttenden (2014), the status and
popularity of the accent itself increased significantly with the onset of BBC broadcasting in
the 1920s. Although technically the BBC had no formal policy which would explicitly favour
RP, it still exposed the listeners to this variety by recruiting presenters from the social group
which used this accent (Cruttenden, 2014, p. 77). However, today the term RP is somewhat
controversial, in that some linguists use it in a very narrow sense, to denote exclusively the
very conservative variety of British English described by Jones (1909), which currently
survives only in old BBC recordings, and the progressively diminishing group of usually
elderly, public school-educated speakers. Other authors, however, use the same term,
although usually with some modification, for a wide range of accents related to the
aforementioned ‘posh’ speech: for example, (J.C. Wells, 1982) uses terms ‘u-RP’ or ‘upper-
crust RP’, ‘mainstream RP’ and ‘adoptive RP’, while Gimson (1988, as cited in Hughes et al.,
2012) writes of ‘conservative RP, ‘general RP’ and ‘advanced RP’. To complicate matters
even further, different terms for the current standard variety have also been used in more
recent phonetics/phonology textbooks and English pronunciation course-books (aimed at
foreign learners). For example, Collins and Mees (2013) propose the term NRP, or “Non-
Regional Pronunciation”, while e.g. Hewings (2007) and Roach et al. (2003) write of “BBC
English”.

It is due to this confusion, caused by the inconsistent usage of the term “RP”, as well as the
objections, or even hostility, that the term raises due to its elitist connotations, that in the
latest edition of his book, Cruttenden (2014) abandons the “RP” label in favour of “General

British” (GB), which he simply calls “the successor to RP” (p. 6). This study has adopted
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Cruttenden’s terminology and does not employ any other terms for the accent considered
standard in England, unless it is referring to sources in which the authors themselves

employed those terms.

2.2.3.1.2 The Accent of the Home Counties Modern Dialect Area
While GB is claimed to be a non-regional accent used throughout the United Kingdom
(Cruttenden, 2014), it is clear that the origins of its predecessor, RP, are strongly linked to
public schools and the speech of the south-east (Hughes et al., 2012). Similarly, while
describing GB as a non-regional variety, Cruttenden (2014) himself admits that “there are
lesser numbers of speakers of GB” in areas other than the south-eastern part of England (pp.
80-81).

Therefore, since all the participants in this study live and work in what is referred to as the
Home Counties Modern Dialect Area (Ryfa, 2012), it could be assumed that they would be,
albeit in varying degrees, exposed to GB, or accents relatively close to GB, not only through
media, but also through their social networks. Nevertheless, it is hardly possible to single out

one accent of English as unquestionably dominant in the Southeast.

Another variety that has been reported by the media as gaining popularity and replacing other
accents in the region is the so-called “Estuary English”(Rosewarne, 1994). However, (Ryfa,
2012) refers to it as “pseudo-variety” and points out that a number of accent features
associated with Estuary English, such as e.g. t-glottaling, have in fact existed in other
varieties before the term came into existence. Similarly, Przedlacka (2002) convincingly
argues that Estuary English is not a uniform new variety, but rather a number of sound
changes spreading independently into the Home Counties most likely due to the influence of
London speech, which is consistent with the findings of Williams and Kerswill (1999), which
regard the spread of language change and the effects on the speakers in Reading. It is not
within the remit of this thesis to dispute the legitimacy of the term Estuary English; for the
purposes of this research it is sufficient to acknowledge that in terms of its phonological
features, it has been described as an amalgamation of RP and Cockney (Rosewarne, 1994),

and, like those accents, it is non-rhotic.

It is not possible to point to a single variety of English as representative of the south of
England. This is partially due to the fact that the Southeast is a “fuzzy” concept, as it has been
affected by a number of relatively recent social, political and economic changes; as a result,

one deals with a range of “Englishes . . . rather than English . . . of the Southeast” (Ryfa,
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2012). Nevertheless, it is possible to identify certain linguistic variables as characteristic of
the region. In this case, it seems legitimate to assume that through their interactions with local
people as well as through the use of the English media, the participants in this study were
mainly exposed to non-rhotic or variably rhotic accents (see section 2.1.5.1) and approximant

realisations of prevocalic /r/.
2.2.3.2 /r/ Variants in English Accents in England

22321 Post-alveolar Approximant
Especially in older literature, the term “semi-vowel” is used to refer to GB /r/ (Cruttenden,
2014). This was due to the fact that the sound meets the phonetic criteria which define
vocoids; it is oral, median (during production air is released along the central mid-sagittal line
of the tongue), continuant , and frictionless (Cruttenden, 2014, p. 27). In GB /r/ is a consonant
phonologically, i.e. it does not function as syllable nucleus (as opposed to GA, where it can
be also be syllabic (Collins & Mees, 2013).

Phonetic literature as well as phonetics and phonology textbooks (Ashby, 2013; Collins &
Mees, 2013; Cruttenden, 2014; Foulkes & Docherty, 2001; Ladefoged & Maddieson, 1996)
identify the post-alveolar approximant as the main realisation of /r/ in English as spoken in
England. In GB, the post-alveolar /r/ has three allophones, which exist in complementary
distribution: [1] , “the most common”, voiced and frictionless allophone; [1], a voiced
fricative which follows /d/; [1], a devoiced fricative which follows stressed /p, t, k/
(Cruttenden, 2014; Hughes et al., 2012).

The values of F1 and F2 vary between 120 and 600 Hz and between 700 and 1,200 Hz,
respectively (Cruttenden, 2014). The variant is usually accompanied by lip rounding, which
means that it is characterised by two anterior constrictions in the vocal tract; according to
(Foulkes & Docherty, 2000), this may account for the fact that acoustic energy in the higher
frequencies of the spectrum is often very weak. According to Zawadzki and Kuehn (1980), as
cited in (Foulkes & Docherty, 2000), the lip rounding is usually reduced in postvocalic /r/,

which results in the raising of all formants.

The key characteristic of the postalveolar [1] is the low F3, which is close to F2 (Cruttenden,
2014; Docherty & Foulkes, 2001). This decrease in F3 is linked to the degree of movement of
the tongue (Ladefoged, 2003) and the lips (Docherty & Foulkes, 2001): the larger the

articulatory movement, the more significant the drop in F3 value. Consequently, due to
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coarticulatory modification, when [1] is surrounded by other segments, articulatory targets are
less likely to be achieved, which results in higher F3 values for intervocalic /r/ than for the
initial one (Docherty & Foulkes, 2001).

2.2.3.2.2 Retroflex Approximant
Another approximant, the retroflex [{], has been attributed to the accent spoken in the South
West of England (Collins & Mees, 2013; Cruttenden, 2014; Wagner, 2012), the region
referred to as the West Country. As discussed before, this part of England has been
traditionally rhotic (see section 2.1.5), with /r/ realised as a retroflex approximant and often
colouring its phonetic environment. These qualities produce an effect typically referred to as
the “West Country burr” (Wagner, 2012).

2.2.3.2.3 Alveolar Tap
The alveolar tap represented by the symbol [r] is yet another English-English realisation of /r/
acknowledged in literature. In GB, its presence seems to be limited only to very specific
styles: according to Lindsey (2013) it is employed in the English of classical actors and
singers and some of the upper-classes. In terms of phonological contexts, it is most likely
either intervocalically following a stressed vowel (e.g. in “very”), or word-initially in
consonant clusters, especially following a dental fricative, e.g. in “three” (Hughes et al.,
2012; J.C. Wells, 1982) or bilabial or velar plosives, e.g. in “bright” or “great” (Cruttenden,
2014). Even though a few decades ago this realisation was to some extent still associated with
upper-class speech (J.C. Wells, 1982), it is now recognised as obsolete or, at the very least,

“rare even in emphatic pronunciations” (Hughes et al., 2012) and labelled as “old-fashioned”
(Collins & Mees, 2013; Lindsey, 2013).

Nevertheless, the variant still survives in regional dialects: it is employed, although variably,
in the West Midlands region (Thorne, 2013), where it seems to be particularly common in the
same phonological contexts as discussed above. In addition, according to Cruttenden (2014),
it is also the main realisation of /r/ in Liverpool and Newcastle speech.

22324 Alveolar Trill
The trill [r], also known as “rolled” /t/, was, in the words of the renowned British phonetician
Daniel Jones, “generally regarded by English elocutionists as the most correct pronunciation
of the letter r when followed by a vowel” (Jones, 2018, p. 48). However, if this indeed was

the case in 1918, when Daniel Jones’ classic book Outline of English Phonetics was
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originally published, even then the author acknowledged the fact that, despite being held in
such high regard by aforementioned speech professionals, the trill was “not generally used by
Southern English speakers” (Dalcher et al., 2008, p. 48), who usually replaced it with the
realisation which today is referred to as the postalveolar approximant (Wells, 2010).

Even though more recent sources also acknowledge the existence of the trill in GB, its
occurrence is generally restricted to “highly stylised speech” (Cruttenden, 2014), such as
stage performance or reciting poetry. In addition, this realisation seems to evoke the same

connotations of being “old-fashioned" as the tapped variant.

2.2.3.2.5 Labiodental Approximant
Another variant of /r/, which has become recognised as a feature of non-standard varieties in
the south-east of England and which has been recently gaining in popularity among younger
speakers in different parts of the country (Cruttenden, 2014; Docherty & Foulkes, 2001;
Foulkes & Docherty, 2000; Williams & Kerswill, 1999) is the realisation which does not
involve any upward curling of the tongue tip (Cruttenden, 2014, p. 85).

Although the sound evidently functions as a member of the class of rhotics for numerous
speakers across England, for some reason it has not been included on the list of rhotics by
Ladefoged and Maddieson (1996). In addition to that, somewhat confusingly, the sound has
been described as either labial or labiodental (Dalcher et al., 2008, p. 64) (p. 64) in literature;
this inconsistency is attributed by Foulkes and Docherty (2000) both to inter-speaker
variation in labial targets and the fact that based solely on acoustic data, it is not possible to
determine whether the variant is produced by retracting the lower lip, i.e. as the labiodental
approximant [v], or bilabial constriction, as the bilabial fricative [(]. In order to provide
articulatory descriptions for this variant of /r/, articulatory data would be necessary;
unfortunately, no such data currently exist either for American or British English (Dalcher et
al., 2008). Despite the existing variation and the difficulty in establishing the precise
articulation involved, in accordance with the most common practice in phonetic and
variationist literature Foulkes and Docherty (2000) propose using the phonetic symbol [v] “as

a symbolic shorthand”; this approach will be adopted in this thesis.

[v] used to be stigmatised, and, to some extent, it still is employed for humorous and/or
satirical purposes, as evidenced in numerous jokes aimed at famous British public are figures

who use the variant in their speech, e.g. the Father of the House of Commons, Sir Peter
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Hannay Bailey Tapsell (Wells, 2011). [v] evokes associations with “infantilism”, disordered
speech and/or “upper-class affectation” (Foulkes & Docherty, 2000). The former two links
may explained by the fact that for many English-speaking children, substituting [w] or [v] for
[1] is simply a developmental stage (Foulkes & Docherty, 2000; Knight, 2008). There is
evidence in literature that, at least typically, the adult variant [1] does not emerge in child
speech until after the age of four, and even then remains highly prone to variation until the
age of 6 (Knight et al., 2007). In some cases this “immature” articulation may persist into
adult speech and be perceived as a speech defect (Cruttenden, 2014; Foulkes & Docherty,
2001). On the other hand, associations with affected speech of the upper classes were already
noted by J.C. Wells (1982) and have a fairly long tradition, with Charles Dickens exploiting
this feature for satirical purposes in the speech of his character Lord Mutanhed in the novel
The Pickwick Papers in 1836 (Foulkes & Docherty, 2001).

Foulkes and Docherty (2000) hypothesise that the spread of [v] could be linked to a
significant influx of Jewish migrants into London in the late 19" century; a suggestion which
is supported by Ryfa (2012). According to Foulkes and Docherty (2000), the variant could
have initially emerged in the speech of the Jewish community as a result of attempts at
modifying the Yiddish [¥] towards the English [1], from which it spread into non-standard
adult London speech, and, subsequently, into other regional varieties. Williams and Kerswill
(1999) demonstrate that [v] is employed in both Milton Keynes and Reading speech, while a
number of articles provide evidence for its use in the Midlands and the North (Docherty &
Foulkes, 2001; Foulkes & Docherty, 2001; Foulkes & Docherty, 2000). According to Foulkes
and Docherty (2000), [v] is slowly becoming an “acceptable variant in mature speech in the
south-east” (p. 35), especially among younger speakers (Hughes et al., 2012). These changing
attitudes are also reflected in popular media, e.g. Scott (2013). Therefore, Knight’s (2008)

prediction that the variant will continue to spread in British English seems well justified.

Unlike [1], [v] is not characterised by the lowering of F3, regardless of the phonological
context it occurs in, but rather a decrease in all formant frequencies (Foulkes & Docherty,
2000). This means that acoustic cues for the perception of both sounds are different. Dalcher
et al. (2008); Knight (2008) claim that with the increasing role of the labio-dental
approximant in contemporary England, the growing exposure to the labiodental variant is
beginning to have an impact on the perception of rhotics in England. In Dalcher et al.

(2008)’s perception experiment listeners were exposed to a number of stimuli with different
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prominence of F2 and F3; the authors conclude that in GB F3 is “no longer a sufficient cue to
the /r/ - /w/ contrast” and that “F2 is overtaking this function”, which they attribute to the

increasing exposure of speakers to the labiodentals variant (Dalcher et al., 2008).

2.2.3.2.6 Bunched /r/
Although [1] is still regarded as the most prevalent, “standard” realisation of /r/ in GB (see
section 2.2.3.2.1), it is by no means the only approximant variant found in England. As
previously discussed, the usage of [v] seems to be spreading to different parts of the country
(see section 2.2.3.2.5), while [{] remains in use by some speakers from the south-west of
England (see section 2.2.3.2.2). There is, however, another approximant variant which is
typically associated with American English accents (Cruttenden, 2014) and either only briefly
mentioned in English phonetics textbooks (Cruttenden, 2014), or indeed completely omitted
(Collins & Mees, 2013), namely the “bunched” /r/. According to Cruttenden (2014), it has
been demonstrated that the sound occurs in certain environments in GB, e.g. before front
vowels as in “dream”, “curious” (p. 226). The use of the bunched /r/ in GB has also been
acknowledged by (2012b) and Wells (2010), with the latter claiming to be a user of the
variant himself. Similarly, the British phonetician Prof. Jane Setter admits to using this

variant as her main /r/ realisation (Setter, Personal Communication).

However, while an impressive body of literature on the topic exists in the context of
American English (Boyce et al., 2015; Delattre & Freeman, 1968; Espy-Wilson, 2004;
Mielke et al., 2016; Twist et al., 2007; Westbury et al., 1998; Zhou et al., 2008; Zhou et al.,
2007), and there has been a significant number studies in the context of rhoticity in Scottish
English varieties (Lawson et al., 2013; E. Lawson et al., 2011; Scobbie et al., 2015), there
are, at least to the best of the writer’s knowledge, virtually no studies on the articulatory or
acoustic properties of the variant, its social variation or phonological constraints in England,
with perhaps the exception of Carter (1999), whose study addresses the latter issue, arguing
for the presence of “clear” and “dark”, i.e. apical and dorsal [1] realisations, where the dorsal

variant corresponds to bunched /r/, in some varieties of English in England.

This striking scarcity of publications might perhaps be attributed to the fact that, although
distinct in terms of articulation, the bunched variant is commonly regarded as perceptually
and acoustically similar to (Cruttenden, 2014), or even indistinguishable from (Wells, 2010)
the postalveolar realisation, to the point that no separate IPA symbol exists for it (Ball, 2017;
Wells, 2010). An alternative explanation could be that the abundance of studies conducted on
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the sound’s acoustic and articulatory properties in America might have significantly reduced

the immediate need for similar studies in the British context.

Regardless of the reasons for the status quo, considering the vast amount of material available
on American English /r/, it seems justified to provide an articulatory description of the
bunched variants as well as a briefly discuss the issue of their perceptual and acoustic
similarity to the postalveolar /r/ in the section dealing with the phonetic variability of /r/ in
American English, i.e. section 2.2.3.3.1. However, it should also be noted that the
“equivalent” American and British variants are not necessarily identical: one difference
briefly mentioned by several sources, albeit supported only with their authors’ intuition rather
than empirical evidence, is that the English variant most likely lacks the pharyngeal
constriction characteristic of its American counterpart (Docherty & Foulkes, 2001; Wells,
2010).

2.2.3.2.7 Uvular /r/
The uvular variant may now sound somewhat exotic even to the ears of native English
speakers from the Northeast of England, but until relatively recently, i.e. mid 20" century, it
was very common in the area, to the point that it was in fact the sole realisation recorded in
Tyneside, north Durham and most of Northumberland (Maguire, 2017). The variant is
sometimes referred to as the “Northumbrian Burr” (J.C. Wells, 1982) and is described in
literature either as a fricative [¥], or as having a variable manner of articulation, i.e. either a
fricative, or a trill, [r] (Cruttenden, 2014), which perhaps may be explained by the fact that
articulating a trill requires meeting very specific articulatory and aerodynamic constraints,

which can result in “failed” fricative articulations (see section 2.2.2.1).

Despite its former prevalence in the region, the uvular /r/ is reportedly almost entirely extinct,
surviving only in the speech of older speakers in isolated rural locations, including the Holy
Island of Lindisfarne, and it is predicted that the variant will soon entirely disappear as a local
dialect feature (Maguire, 2017). Due to the sound’s strongly localised distribution and its
decaying use, it is highly unlikely that the participants in this study would have had any
exposure to the variant. Therefore, it is assumed that uvular realisations are of no significance

to this study.

This short review of /r/ variants by no means attempts to discuss all possible realisations
encountered in native speech in the British Isles, as this is not within the remit of the this

study; only the variants occurring within the territory of England have been reviewed.

59



However, it is worth mentioning that there exists vast body of literature on /r/ articulations in
Scottish English accents (Jauriberry et al., 2015; E. Lawson et al., 2011; Lennon et al., 2015;
Meer et al., 2021; Schiitzler, 2010; Stuart-Smith, 2007; Stuart-Smith et al., 2014).

2.2.3.3  American English
Since this thesis investigates the speech of Polish migrants living in the south-east of
England, it is likely that the dominant accents of English the participants are exposed to in
their daily interactions are accents close to GB, Polish-accented English and other foreign-
accented varieties. However, it has been felt that, due to its presence in the media as well as
its potential appeal to L2 English users as a rhotic, hence “easier” accent (Jenkins, 2000), GA

also has to be included as a potential source of variability in the speech sample analysed.

Even before the last decade of the previous century Brown (1988) observed that foreign
learners were increasingly more likely to be exposed to rhotic accents, since American TV
and music were “exported in greater quantities than British” (p. 146). According to him,
GA’s growing popularity worldwide was also due to the fact that it did not evoke the same
negative attitudes in post-colonial countries, e.g. Australia (Brown, 1988). Although GB is
still more prevalent in the Polish EFL classroom (Szpyra-Koztowska, 2018; Waniek-
Klimczak & Matysiak, 2016), Polish learners of English often get a significant amount of
exposure to American English through song lyrics, radio programmes as well as films
(Reichelt, 2005).

Moreover, adopting GA rather than GB can be “easier” for L2 English speakers. According
to Spiewak and Golebiowska (2001), American English is easier for Polish learners of British
English, who, in case they are willing to adopt the latter, “need to be taught not to pronounce
Irl in word-final position and before consonants” (p. 165). Moreover, GA also has the
“advantage” of simpler vowel inventory, which eliminates the need for foreign learners to
master the three centring diphthongs (i.e. /1a/, /val, /eal), as in all, /af is replaced by /r/
(Brown, 1988; Jenkins, 2000). Jenkins (2000, pp. 139-140) even argues that, at least for the
English as a Lingua Franca context, i.e. communication between non-native speakers using
English as a medium, rhotic GA-type /r/ is recommended, since, as she observes, it is
“simpler for both production . . . , and for reception, as it is always realized regardless of
which sound follows”. Even though this research focuses on migrants who interact with

native speakers of GB on a daily basis, some participants, especially those with more
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international social networks or those with a penchant for American TV, might adopt some

features of GA, such as rhoticity, into their own speech.

2.2.3.3.1 /r] Variants in American English
As mentioned before, North American accents are largely rhotic, with the southern United
States and eastern New England variably non-rhotic (Eberhardt & Downs, 2015; Kreidler,
2008; Labov, 1972). According to Eberhardt and Downs (2015), in areas such as New York,
Boston, and New England, non-rhoticity used to be an index of prestige; however, over time

it has lost this status and has now become stigmatized.

Those areas of the USA in which rhotic varieties are spoken mostly make use of an
approximant rhotic (Ladefoged & Maddieson, 1996). Most likely due to the limitations of
technology at the time, early descriptions of American English /r/ focused on the position of
the tongue (Delattre & Freeman, 1968) and generally mentioned only two “canonical” types
(Mielke et al., 2010), a retroflex /r/ and a “bunched” variant. The retroflex variant was
regarded as the main articulation (Delattre & Freeman, 1968), while the bunched or dorsal
realisation was also referred to as “dorsal”, “back”, or “molar” /r/ (Catford, 2002) and
regarded as the secondary variant. It was not until recording X-ray films became possible that

the true range of variation in American English /r/ was documented.

It is through using X-ray, sound and video recordings that Delattre and Freeman (1968)
collected data for their seminal study providing exploratory descriptions of various types of
Ir/ realisations in the main varieties of American English. Delattre and Freeman (1968)
analysed speech data from 46 male informants: 43 speakers of American English and 3
speakers of British English from Liverpool. The stimuli comprised 32 words with /r/ in
different positions, accounting for its position in the syllable, proximity to different vowels

and consonants, as well as stress. This resulted in the following categories:

e pre-consonantal (after front, centre, and back vowels, combined with bilabial,
apico-alveolar and dorso-velar consonants);

e inter-consonantal (i.e. syllabic [3-], combined with bilabial, apico-alveolar and
dorso-velar consonants);

e post-consonantal (before front, centre and back vowels, combined with
bilabial, apico-alveolar and dorso-velar consonants);

¢ intervocalic (following and preceding front and back vowels);
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e initial (before stressed front, centre and back vowels, as well as before
unstressed front and back vowels);
o final (following stressed front, centre and back vowels, as well as a stressed or

unstressed syllable nucleus) (Delattre & Freeman, 1968) pp. 39-40.

Based on their data, Delattre and Freeman (1968) identified eight basic articulatory
configurations for producing /r/, six of which were employed in American English (Types 2-
7) and two of which were almost exclusive to British English (Types 1 and 8), and which
were included in the study for comparison purposes: they are all presented here in Figure 8
below. It is important to point out that the types identified and described by Delattre and
Freeman (1968) are “types”, i.e. categories comprising different sounds sharing similar
qualities; by no means are they the only six variants employed in American English.
Consequently, intermediate realisations, i.e. ones deriving their characteristics from different

types identified, were also present (Delattre & Freeman, 1968).

Figure 8

Main tongue Shapes for American English and British English /r/

4919

Type1 Type 2 Type 3 Type 4
(curb) {curb) (curb) (curb)

Type5 Type 6 Type 7 Type 8
(curb) (y_‘at) (gat) (gat)

Note. Main tongue shapes for American English (2-7) and British English (1 & 8) /r/ in X-ray motion pictures (Delattre &
Freeman, 1968).
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Types 2 — 7 were all found in American English. Type 2, “weak American /t/”, which
involves a considerable withdrawal of the tip of the tongue from the lower teeth, a wide
constriction between the dorsum and the palato-velar vault, a wide pharyngeal constriction
and spread lips, was according to Delattre and Freeman (1968) limited to non-rhotic
American English varieties only, i.e. Easter New England and the Coastal South. Type 3,
“dorsal bunched”, was identified as ‘“the most commonly used /r/ in America”. It is
articulated with a withdrawn, lowered apex , the dorsum raised, the root forming a narrow
constriction in the pharynx and a frequent close rounding of the lips (Delattre & Freeman,
1968, p. 43). Type 4 also involves raising of the tongue dorsum, but is characterised by an
even stronger contraction of the tongue and a “dip” in the back of the tongue, between the
palato-velar and the pharyngeal constriction, resulting in “a stronger” auditory impression
and, acoustically, very low distance between the third and the second formant (Delattre &
Freeman, 1968, p. 44). Types 5 and 6 (the latter labelled as “fronted bunched”) both involve
raising of the tongue blade. However, Type 5 involves a constriction in the palato-velar
region and, like Types 2-4, raising of the dorsum or the blade, but not the apex of the tongue.
Just like Type 4, Type 5 can be also articulated with a dip between the palato-velar and the
pharyngeal constriction (Delattre & Freeman, 1968). On the other hand, Type 6 makes
involves a constriction in the postalveolar/pre-palatal region and involve apical articulation as
well as, in some cases, the tongue blade. Finally, Type 7 involves a degree of retroflection;
referred to as “apical retroflex”, it is mostly articulated with the tongue rising directly from a
low-flat position, but can also be produced by withdrawing the tongue to the position
characteristic of Type 3, and a subsequent raising of the tip and lowering of the dorsum
(Delattre & Freeman, 1968).

An important characteristic shared by all the six types of American /r/ is the presence of a
constriction in the pharyngeal region, which makes them distinct from the two British
realisations in the study (Types 1 and 8) (Delattre & Freeman, 1968). In addition, it was
found that lip rounding occurred for every type or /r/ in the pre-stress prevocalic context,
while it was absent for every type in all other positions for most of the participants (Delattre
& Freeman, 1968, p. 45). Since all the informants (even including the British ones)
demonstrated lip rounding when producing /r/ before stressed vowels, with the strongest
labialisation occurring in word-initial and intervocalic positions (e.g. “read”, “arrest”),
(Delattre & Freeman, 1968) were able to conclude that /r/s in those positions in the syllable

have lower F1, F2 and F3 values than in other phonological contexts.
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More recent literature largely confirms the articulatory characteristics of American English /r/
as described by Delattre and Freeman (1968), although Mielke et al. (2016) criticise the study
by pointing out that it failed to represent the timing of the articulatory gestures involved.
Nevertheless, Docherty and Foulkes (2001); Espy-Wilson (2004) agree that American
English /r/ realisations typically involve not only a constriction along the palatal vault, but
also a narrowing in the pharynx and a constriction at the lips, i.e. protrusion and/or rounding.
Moreover, those articulatory configurations can differ in terms of articulators involved (i.e.
the tongue tip and the alveolar ridge, the tongue tip and the palato-velar region, tongue
dorsum and the palato-velar region, or both the tongue tip and dorsum in the alveolar and
palato-velar regions respectively) and in terms of the shape of the tongue behind that
constriction (flat and sloped downward, slightly curved, humped) (Espy-Wilson, 2004).
Considering all these variables, it becomes obvious that, as Ball (2017) observes, “the binary
division between apical and bunched . . . [is] somewhat simplistic” (p. 807), and, in fact, a
wide range of different /r/ allophones is used in American English, with the “bunched”
articulations being overall more common (Delattre & Freeman, 1968; Mielke et al., 2010),

but by no means the sole variants in use.

2.2.3.3.2 Internal Variability Constraints on /r/ realiations in

American English
A number of studies (Boyce et al., 2015; Delattre & Freeman, 1968; Mielke et al., 2010,
2016; Thorne, 2013; Westbury et al., 1998) have provided evidence of both intra- and inter-
speaker variation in /r/ realisations in American English; while some speakers demonstrated
strong preference for a specific variant or variants, albeit not necessarily the same as other
speakers of the same variety, others employed multiple strategies for /r/ production,
demonstrating either free variation, or , interestingly, categorical distribution, thus providing
evidence for the existence of internal constraints, i.e. phonetic contexts governing /r/

variability.

Delattre and Freeman (1968) show that overall, the bunched, dorsal variants (Types 2-5) were
clearly prevalent in the coda position, while the onset position seemed to allow raising of the
apex, which resulted in a somewhat more frequent usage of Types 6-7 than in the coda
position. Moreover, those speakers who used the “weak”, Type 2 /r/ post-vocalically tended

to use Type 7 (retroflex) pre-vocalically (Delattre & Freeman, 1968).
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Westbury et al. (1998), who investigated the differences in lingual articulation for prevocalic
Ir/, also found that phonetic context had an impact on the tongue shape selected by the
speakers. More specifically, the tongue shape employed for stressed, syllable-initial /r/ was
somewhat affected by a preceding labial consonant (e.g. in “problem”), to a larger extent by a
preceding velar stop (e.g. in “across”), and was the most heavily affected by an alveolar

sound (e.g. in “street”) (Westbury et al., 1998).

Finally, a more recent study by Mielke et al. (2010) also provides some evidence of phonetic
constraints in approximant /r/ realisations. The study employed ultrasound imaging and
Delattre and Freeman’s (1968) “taxonomy” to rate tongue shapes used for /r/ production by
27 students at the University of Arizona. They found that for pre-vocalic /r/, retroflexion was
less frequent preceding /i/ than preceding /a/ and /o/, i.e. it was more “discouraged” before
close front vowels. Mielke et al. (2010) also report that, in line with Westbury et al. (1998),
environments where /r/ is syllable-initial or follows a bilabial consonant are more conducive
to retroflexion than contexts where /r/ follows velar or, in particular, coronal consonants. For
postvocalic /r/, retroflexion rates were generally low, but higher after /a/ and /o/ than /i/ and,
in syllables with an /r/+C rhyme, more frequent before /I/ than any other consonants (Mielke
et al., 2010).

Overall, the studies discussed above suggest that retroflexion is encouraged most strongly
with back vowels, in word-initial positions and, when in consonant clusters, in the vicinity of
labial consonants, followed by coronal, and then dorsal consonants; however, according to
Mielke et al. (2016), the findings regarding the interaction with the latter two are not
consistent. The impact of those different phonetic contexts on the tongue shape employed for
Ir/ production is attributed to the effects of coarticulation, where articulatory behaviours are
affected by different phonetic environments allowing for varying degrees of “coarticulatory
freedom” for the tongue (Westbury et al., 1998). For example, retroflexion is more likely next
to word boundaries, labials, or back vowels (Mielke et al., 2010), since these contexts do not
involve opposing articulatory demands on the apex. Similarly, the bunched variants are more
common next to segments which naturally involve a “bunched tongue body”, e.g. /i/ or /f/
(Mielke et al., 2010).

In addition to the phonetic constraints regarding the allophonic distribution of bunched and
apical /r/ observed in American English, it is perhaps worth pointing out here that in their
study on /r/ realisations in Scottish English, Scobbie et al. (2015) also discuss the
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coarticulatory effects of other /r/s in the vicinity of the rhotic in question. In their data, as
speaker had employed an apical variant in “spider”, but a bunched one in “helicopter”, which
the authors attributed to anticipatory coarticulation, since the word was immediately followed

by the plosive+/r/ cluster in “bridge”.

The studies discussed above provide have provided evidence for phonetic constraints in /r/
variation in American English; however, some of the constraints identified are not only
extremely complex, but also highly idiosyncratic, i.e. speaker-specific. Therefore, the
question that remains is why various speakers demonstrate different articulatory behaviour in
the same phonetic context. Although this issue is beyond the remit of this study, it is perhaps
worth pointing out that the question has been addressed in a recent study by Mielke et al.
(2016), who reach the conclusion that since, as they claim, the various /r/ realisations are
perceptually indistinct (see section 2.2.3.3.4), idiosyncratic /r/ distribution patterns do not
become conventionalised, i.e. community-wide allophony patterns do not emerge.
Consequently, articulatory choices made by individual speakers are determined not by the
variety they speak, but by their individual articulatory motivations and their individual
“acquisition trajectories” (Mielke et al., 2016). Although the current study does not employ
research instruments allowing for precise description of fine articulatory details, such as
ultrasound imaging, the findings of Mielke et al. (2016) indicated that speakers acquisitional
trajectories do have a significant impact on their performance, and should therefore be

investigated as a potential source of variability.

2.2.3.3.3 The Issue of Regional Distribution
Delattre and Freeman (1968) did not provide enough evidence to establish whether the results
were indeed indicative of regional variation, or simply a matter of inter-speaker, idiosyncratic
variation. This was mostly due to the small sample size and the low number of speakers per
region (only 1-3 informants for most dialect areas and 20 only for the South-west). Even
though the speakers from California seemed to produce the same type of /r/, the speakers
from other regions demonstrated very different speech patterns within each respective
location; therefore, no strong evidence for regional distribution was found (Delattre &
Freeman, 1968). This issue was subsequently addressed by Westbury et al. (1998) and, more
recently, by Boyce et al. (2015). The former study, which involved 28 residents of
Wisconsin, 16 participants from seven neighbouring upper-mid-western states and nine from
other parts of the USA, found no direct link between the tongue shapes employed for
prevocalic /r/ articulation and the regional varieties spoken by the participants (Westbury et
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al., 1998). Similarly, based on the data from eight elderly male speakers from the region of
Cincinnati, Boyce et al. (2015) conclude that variation in tongue shapes for postvocalic /r/ is
likely a matter of individual rather than regional variation. However, given the relatively
limited scope of all the studies discussed above, these results should be regarded as only
preliminary; Boyce et al. (2015) acknowledge this and state that, in order to reject the
existence of regional variation in /r/ realisations in American English, more appropriate,

larger-scale research is necessary.

2.2.3.3.4 The Issue of Perceptual and Acoustic (In)distinctness

Although approximant /r/ realisations employed in American English demonstrate a high
degree of variability in terms articulatory configurations, the prevalent view in literature
seems to be that there is little or even no difference between them in terms of both auditory
perception and acoustic properties all (Ball, 2017; Cruttenden, 2014; Delattre & Freeman,
1968; Espy-Wilson, 2004; Twist et al., 2007; Wells, 2010), although a few dissenting voices
can also be found (Lindsey, 2012b; Zhou et al., 2008; Zhou et al., 2007). The issues of
perceptual and acoustic similarity will be briefly addressed below.

In their seminal study Delattre and Freeman (1968) note that “a listener cannot detect by ear
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whether the /r/s of such words as “pry”, “rat”, “coral”, “arrest” are said with the apex raised
or the dorsum raised” (p. 55) and suggest that the lingual approximant /r/ may be the only
“clear case” of a consonant with different articulations which “produce the same auditory
impression” (p. 30). This corresponds with Mielke et al. (2016), who state that the different
realisations of approximant /r/ “do not make a perceptible difference to the listener” (p. 102).
Similarly, based on their listening experiment involving 14 native speakers of English and 11
native speakers of Mandarin, Twist et al. (2007) conclude that “speakers are at the best
weakly aware of variations in /t/ production” (p. 125). An interesting point regarding the
perceptual distinctness of the bunched and retroflex variants is made by Wells (2010), who
on his phonetic blog states that any allegedly audible difference between the molar and the
postalveolar /r/ is, in fact, solely the result of differences in secondary articulations, such as
pharyngalisation or labialisation, rather than the actual lingual configuration; therefore, the

realisations become perceptually indistinct when those secondary articulations are removed.

Overall, no convincing evidence for the perceptual distinctness or regional variation in
American English /r/s has been found so far. Therefore, it seems that Mielke et al. (2016)

were right in that, since the /r/ variants in question are not perceptually distinct, variation
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between different types of /r/ is idiosyncratic, and as such bears no social meaning. However,

evidence to the contrary can be found in the context of Scottish English.

In their study, E. Lawson et al. (2011) analysed /r/ articulation in adolescents attending two
schools in Scotland: a fee-paying school in Edinburgh with mostly middle-class students and
a state school in an economically deprived area in Livingston, where students were primarily
working-class. Speech data collected from students from each school were subject to both
impressionistic and instrumental analysis using ultrasound tongue imaging and grouped into
four categories: tip up, front up, front bunched or mid bunched (E. Lawson et al., 2011). The
results give evidence for a “socially-stratified continuum” of /r/ realisations, with working
class males producing mostly tip-up/front-up allophones, and middle class girls using
bunched tongue variants, which give the strongest impression of rhoticity. These findings
show that not only is the articulatory difference between the different /r/ allophones
perceptible, but it can also serve as a marker of social identity (see section 2.4.3). Similar
results were obtained by a series of studies on /r/ articulation in Scottish English (Lawson et
al., 2015; Lawson et al., 2013; Scobbie et al., 2015; Stuart-Smith et al., 2014), all of which
showed evidence for strongly systematic social variation in lingual shapes for /r/ predicted by
social class, which is in opposition to the seemingly idiosyncratic variation in American
English.

Since there is evidence (Klein et al., 2012) which demonstrates that not only different
listeners make use of different cues, but the relative significance of those queues may change
as a result of the listeners’ extensive exposure to different /r/ realisations (see section
2.2.2.3.2), it seems that the issue of perceptual distinctness of lingual approximant variants of
Ir/ is a complex one, and more research is necessary, particularly in the context of GB.
Therefore, for the purposes of the impressionistic analysis employed this study, no distinction
was made between the different approximant realisations of /r/; instead, a single category

encompassing all the approximant variants was employed.

As discussed before, many /r/ realisations in English are characterised by low F3 values (see
section 2.2.3.2). What is more, Delattre and Freeman (1968) report that spectrogram images
of the various types of /r/ in their data demonstrated no significant difference in frequency
values not only for F3, but for all of the first three formants, resulting in “very similar, if not
for all practical purposes identical, acoustic patterns” (p. 30). This similarity in acoustic

patterns could indeed account for the perceptual similarity of the variants; however, the
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question it poses is how it is possible for such different lingual configurations to result in

such similar acoustic profiles.

While Espy-Wilson (2004) acknowledges this acoustic similarity between the different /r/
realisations, she also points out that “the patterns of F4 and F5 show considerably more
variability than those of F1-F3” (p. 64), especially in the intervocalic context. It is this
difference in F4 and F5 values that is further investigated by subsequent studies, which argue
that there is a consistent difference in F4 and F5 acoustic patterns characteristic of bunched
and retroflex /r/ realisations (Zhou et al., 2008; Zhou et al., 2007). Zhou et al. (2008); Zhou et
al. (2007) report that the distance between F4 and F5 is larger in retroflex /r/ than in the
bunched variant, which, according to them, demonstrates that the two formants “may be
robust and reliable indicators of tongue shape” for the two different lingual configurations in
question (Zhou et al., 2008; Zhou et al., 2007). However, given that the results of Zhou et al.
(2008); Zhou et al. (2007) are based on speech data from six participants only, those findings
seem rather tentative and in need of further validation. In addition, as Mielke et al. (2016)
convincingly argues, F4 and F5 formant values are not likely to allow listeners to distinguish
between the different allophones of American English /r/, as the contribution of the first three
formants to speech perception is significantly higher than that of F4 and F5.

Regardless of the somewhat tentative status of the F4-F5 spacing as an indicator of lingual
configuration, for the purposes of this study, measuring F4 and F5 would have potentially
posed difficulties, as F5 tends to have very low amplitude in /r/ (Espy-Wilson, 2004), as well
as both F4 and F5 are notoriously difficult to identify and measure (Zhou et al., 2008).
Therefore, for the purposes of the inspection of spectrograms employed in this study, a
decision was been made not to distinguish between the bunched or apical variants of /r/, but

instead use a single category encompassing all approximant realisations.
2.2.4 Phonetic /r/ Variation in Polish and Polish-accented English

2.2.4.1 Polish
Polish is a language with a considerable phonological inventory, especially in terms of
fricatives and affricates (Gillian & Jaworski, 2014). It comprises eight vowels and 28
consonantal phonemes (Strutynski, 2006). Like English, Polish only has one rhotic sound in
its phonological inventory; however, Polish is one of the relatively rare languages in which
the rhotic can occur as the initial element of complex syllable onsets, i.e. followed by a

plosive, a fricative or an affricate, as in “rte¢”, “rze¢”, “rdza” (“mercury”, “to neigh”, “rust”)
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(Jaworski & Gillian, 2011). Moreover, unlike in English, there has been no evidence of

regional variation in /r/ realisations in Polish (Stolarski, 2013b).

According to Wierzchowska (1971), Polish /r/ can be described as a voiced alveolar trill or

tap, with one or two beats of the apex against the alveolar ridge. However, despite

Wierzchowska’s (1971) description accounting for some variability in /r/ realisations, the

majority of textbooks on Polish phonetics and phonology (with very few exceptions, such as

Dudkiewicz & Sawicka (1995)) describe the rhotic exclusively as an alveolar trill

(Ostaszewska & Tambor, 2000; Strutynski, 2006) with four different contextual variants.

Overall, the Polish allophones of /r/ are claimed to be:

the voiced alveolar trill [r], which is regarded as the principal member of the
category, since it occurs in the largest number of contexts (Lipiec & Wiecek-
Poborczyk, 2018). Preceding a voiceless consonant in the word-initial
position, as in “rt¢¢” (“mercury”), it occurs in free variation with the devoiced
allophone (Szpyra-Koztowska, 2018);

the devoiced alveolar trill [r ], which occurs following an obstruent in world
final, pre-pausal position, as in “wiatr” (“wind”) and “kadr” (“a shot” in
photography), in which case the whole cluster is devoiced, as well as between
two voiceless consonants, as in “krtan” (“larynx”) (Ostaszewska & Tambor,
2000; Strutynski, 2006), as well as, in free variation with the voiced alveolar
trill, preceding a voiceless consonant in the word-initial position (Lipiec &
Wiecek-Poborczyk, 2018; Szpyra-Koztowska, 2018);

the palatalised, voiced postalveolar/pre-palatal trill, which occurs before /i/
and /j/, as in “riksza” (“rickshaw”) and “bariera” (“barrier”’) (Ostaszewska &
Tambor, 2000; Strutynski, 2006), as well as, in free variation with the voiced
alveolar trill, preceding platal consonants, e.g. in “tarnina” (“bramble”)
(Lipiec & Wiecek-Poborczyk, 2018);

the palatalised devoiced postalveolar/pre-palatal trill, which may occur
between two voiceless consonants when the following segment is palatalised,
as in “medrkiem” [me™ntr ki €'m] (instrumental case of “a wise guy”)
(Ostaszewska & Tambor, 2000), although this phonetic context is said to be
rare in Polish (Lipiec & Wiecek-Poborczyk, 2018).

70



2.2.4.1.1 The Polish Rhotic: the Trill versus Tap Debate
The status of the Polish rhotic as a trill is propagated not only by textbooks, but also by
speech therapy literature, including not only on-line resources for speech therapists provided
both by individual practitioners (Michalak-Widera, 2010; Mieszkowicz, n.d.) as well as
official professional bodies, such as the Polish Association of Speech Therapists, but also by
academic publications (Budkowska, 2014-2015; Lipiec & Wiecek-Poborczyk, 2018). For
example, in her research on disordered /r/ realisations in six young Polish adults, Budkowska
(2014-2015) states that the only realisation of the Polish rhotic phoneme regarded as
“correct” is the trill (p. 56) and labels the apical tap articulations produced by two of the
participants as a speech disorder. Similarly, in their literature review on /r/ realisations in
Polish, Lipiec and Wigcek-Poborczyk (2018) focus on the trill as the sole acceptable variant,
while their extensive list of about 30 disordered variants includes taps. Overall, it seems like
in the world of Polish speech therapy, the trill is still commonly regarded as the sole

“correct”, acceptable realisation of the Polish rhotic.

However, this status quo has relatively recently been challenged by evidence from several
studies in the area of phonetics. Jaworski (2010) investigated which phonetic realisations of
the Polish rhotic are produced in natural speech in the intervocalic position and whether they
are influenced by factors such as stress or speech rate. Based on recordings of 20 sentences
read out by four female native speakers of Polish at two different speeds, “natural” and
“fast”, (Jaworski, 2010) argued that for native users of Polish trills “better represent the
mental representation of the phoneme” than the actual phonetic reality (p. 137), as in natural
speech the participants produced very few trills (1.3%) but employed taps (59.5%), fricatives
(23.4%) and approximants (15.8%). While there was a significant degree of inter-speaker
variability, both the lower speech rate and stress (i.e. placement of the rhotic in the onset of
the stressed syllable, as opposed a to pre-stress or post-stress position) seemed to encourage
tapping rather than the “weaker” variants, fricatives or approximants. Indeed, the results of a
subsequent study by Jaworski and Gillian (2011), which also investigated the phonetic
realisations of Polish /r/ in the intervocalic context while also taking into account the impact
of the neighbouring vowels, demonstrated that none of the eight female participants produced
a trill, but rather employed taps or “articulatory undershoot” variants of the tap (see section
2.2.2.1), i.e. fricatives or approximants, with the lenited realisations occurring somewhat

more frequently in the vicinity of high close vowels. This lead the authors to argue that
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“when the Polish rhotic is fully articulated, it should be classified as a tap” (Jaworski &
Gillian, 2011, p. 378).

The nature of the Polish rhotic in different phonological environments was also investigated
in a series of studies by Stolarski (2013a, 2013b, 2015). All the studies employed very similar
methodology: five male and five female adult native speakers of standard Polish were
recorded reading out wordlists containing lexical items with /r/ as well as foils. Classification
of speech data was mainly conveyed through spectrographic analysis as well as, in some
cases, oscillograms and intensity contours (Stolarski, 2013b). Stolarski (2013a) looked at /r/
realisations in the intervocalic position, Stolarski (2015) investigated the post-consonantal
position, while Stolarski (2013b) focused on postvocalic /r/ in the pre-consonantal and word-
final environments. All the studies provide ample evidence of tapping, with taps accounting
for 95% of all tokens in the intervocalic position (Stolarski, 2013a) and almost 79.6% in the
post-consonantal position (Stolarski, 2015). For postvocalic /r/, which is of particular interest
to this study, Stolarski (2013b) reports that in the pre-consonantal position, taps were, again,
by far the most common realisation, comprising 74.4% of the data, which would have been
even higher had taps with weak closures been included in the category of taps. Trills
accounted for 8.52% of all data, but an additional 3.33% of all realisations was constituted by
“intermediate” realisations between trill and taps, i.e. taps followed by “a vocalic element
involving friction or approximation” (Stolarski, 2013b). Finally, although in the word-final
position trills accounted for 10% of all the tokens; tapped variants were, again, the most
frequent, accounting for 80% of all postvocalic word-final /r/ productions. Overall, Stolarski
(20134, 2013b, 2015) argues that although trills do occur in Polish, especially for postvocalic
Ir/ in the pre-consonantal and word-final positions, taps are significantly more frequent and
should thus be regarded as the basis allophone of the Polish rhotic. While other phonetic
realisations, such as fricatives and approximants did occur, they were reported to be rare in
Polish.

Similar results were obtained by in a more recent and a larger study by Zajac and Rojczyk
(2017a, 2017b), which examined /r/ realisations of 26 Polish speakers of English, first year
undergraduate students at the English Department at a university in Poland, both in the
participants’ L1 (Polish) as well as L2 (English). The participants were asked to read out two
sets of sentences containing 24 tokens, i.e. lexical items with /r/ in various phonetic contexts,
in both respective languages. The speech data obtained were subject to analysis involving

visual inspection of spectrograms and oscillograms. The results demonstrate clearly that the
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main realisation of the Polish rhotic is the tap, as it was produced in 82.3% of all tokens, with

fricatives and approximants accounting for 11.3% and 6.3% respectively.

Although the studies discussed above could be challenged due to their relatively small
sample sizes, the main conclusion all the authors arrive at seems to be consistent, namely that
the main realisation of the Polish rhotic is not the trill, but the tap, which itself is also
variable. This finding corresponds with Lindau’s (1985) observation, who points out that an
actual trill realisation of an /r/ is not as common as might be expected from the descriptions
of languages, where an /1/ is often labelled as a “trill”, which still seems to the case in Polish.
According to her, even in languages where a possible realisation is a trill, not all speakers use
it, and the speakers that do, also employ tap and approximant allophones (p. 161). Since trills
are challenging in terms of articulation (Dhananjaya et al., 2012; Ladefoged & Maddieson,
1996), and thus phone to phonetic instability, their production often results in lenited variants.
As a language whose phonological inventory contains only one rhotic sound, Polish seems to
be particularly prone to lenition, as despite a high degree of phonetic variability in /r/
realisations, phonological contrasts in such languages remain intact (Jaworski & Gillian,
2011).

As Jaworski (2010) states, for Poles the trill functions as a mental representation of the
phoneme, which is why, as he argues, when asked to produce a Polish rhotic in isolation, they
will almost invariably produce a trill. However, based on the evidence from the studies
discussed above, it seems like the status of the trill as the “only correct variant” of the Polish
rhotic (Budkowska, 2014-2015) is little more but a fantasy, or a linguistic stereotype (Labov,
1972; Szpyra-Koztowska, 2018); a feature that exists in the collective consciousness of the
speech community, but which has almost certainly fallen out of use except for declamatory
style and emphatic speech, particularly swearwords (Jaworski & Gillian, 2011). One might
ponder why such a belief is so prevalent in the field of speech therapy and is only being
questioned by phoneticians. This perhaps stems from the inherent difference in attitudes
between the two related fields; while, due to the very nature of their work, speech therapists
adopt the prescriptive approach, linguists tend to follow the descriptive approach, and, as a
result, challenge the status quo. Nevertheless, in this case, adhering to an obsolete belief
about a language feature results in the stigmatisation of phonetic realisations which, in

reality, seem to be used by the majority of the population.
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22412 Evidence of Social Stratification
Interestingly, while none of the studies discussed above report on any evidence of regional
distribution of /r/ realisations in Polish, there is some tentative evidence of social
stratification both in terms of gender and age. Stolarski (2013b) points out that the male
participants in the study tended to pronounce /r/ “less clearly” than the female ones, with
women’s articulations being characterised by a higher strength of closure and a lower rate of
lenited variants, while Jaworski and Gillian (2011) report that the adult speakers in their
study were overall less prone to lenition than teenage speakers, which, according to the
authors, might be indicative of a language change. However, bearing in mind the small
number of participants in those studies it is impossible to make any strong generalisations.
Nevertheless, this highlights the need for the present study to consider the existence of

similar patterns in the L2 English of Polish migrant in the current study.

2.24.1.3 Other Polish /r/ Realisations: Fricatives and Approximants
Alongside trills and taps, the studies cited above mention also fricatives and approximants as
potential variants of the Polish rhotic. However, to avoid potential confusion, it is perhaps
worth pointing out here that the Polish /r/ realisations in non-disordered speech referred to
using the terms “approximant” and “fricative” in studies on the Polish rhotic (Gillian &
Jaworski, 2014; Jaworski, 2010; Jaworski & Gillian, 2011; Stolarski, 2013a, 2013b, 2015) are
not identical with “true” fricatives, i.e. allophones of the Polish fricatives which do not
belong to the class of rhotics, or rhotic fricatives and rhotic approximants found in some other
languages, e.g. French and English, respectively. This is due to the fact that in Polish,
fricatives and approximants which function as realisations of /r/ are the result of lenition and
are, essentially, “articulatory undershoots” of taps. As mentioned before, taps are
characterised by a very short constriction interval of 30-40ms due to the brevity of the apical
gesture (see section 2.2.2.2). Therefore, it is expected that the duration of the
“underarticulated” taps, i.e. realisations lacking complete or, indeed, any form of closure, will
be shorter than the duration of segments where a fricative or an approximant is the intended

articulatory target.

Another difference between the Polish “approximants” and English approximant /r/
realisations is that, as evident on the example from Jaworski’s (2010) data on intervocalic /r/
realisations in Polish, the approximant variant resulting from the lenition process lacks the

typical F3 lowering characteristic of English /r/ realisations. In fact, none of the formant
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values except for F4 seem to change, which perhaps could be explained by the brevity and

the vowel-like nature of the incomplete closure.

Figure 9

Approximant Rhotic in the Polish Word “Karol” (“Charles”)
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Note. Approximant /r/ in the Polish word Karol (Charles), as pronounced in fast speech by a native speaker of Polish
(Jaworski, 2010); there is a lack of the typical F3 lowering.

2.2.4.2  Polish-accented English
As mentioned before, the existing body of literature on rhoticity in Polish-accented English is
relatively small. Nevertheless, based on those limited sources as well as the researcher’s
experience, it seems like there is a discrepancy between some of the existing descriptions of
or notions about Polish-accented English and what Polish speakers of L2 English actually
sound like.

In the chapter on Polish learners’ potential problems with English in the book Learner
English: A Teacher's Guide to Interference and other Problems, Spiewak and Golebiowska
(2001) states that one of the features of Polish learners’ English accents is “a prominent
rolled /r/”, particularly in the word-final position (p. 162). Similarly, a popular English

pronunciation textbook Ship or Sheep? identifies “strongly rolled or pronounced where
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normally silent” /r/ as one of potential challenges facing Polish learners of English (Baker,
2006).

Indeed, in the researcher’s experience, many Polish speakers of English describe Polish-
accented English as characterised by trilled or tapped realisations. This belief seems to be
shared by many British and American citizens as evidenced in numerous TV and radio
programmes. For example, in her analysis of “fake” Polish accents employed by international
cast in the film The Zookeeper’s Wife, trilled /r/ realisations occur with similar frequency as
approximants, with some actors consistently employing trills regardless of the phonetic
context (Szpyra-Koztowska, 2018). This suggests that the rhotic may have an indexical

function (see section 2.4).

One of the aims of the current research project is to explore the quality of /r/ realisations in
the L2 English of Polish migrants living in the south-east of England. While reporting on an
ongoing project, Zajac (2016) refers to her previous research, stating that “Polish-like”
alveolar trills were “extremely rare” in the speech of Polish learners of English living in
Poland. Zajac and Rojczyk (2017a, 2017b) builds on that research and concludes that the
most frequently occurring realisation of /r/ was in fact an approximant, accounting for 98% of
all the tokens, followed by fricatives (1.7%) and taps (0.3%). However, it is perhaps of
significance that the study analysed the speech of university students of English in Poland,
i.e. adults with, presumably, relatively high levels of interest in the language as well as a
high proficiency required to study English at the university level. Therefore, it is possible that
the production of lower level speakers’ with different motivations would differ from the
results presented in Zajac and Rojczyk (2017a). However, another study by Waniek-
Klimczak and Matysiak (2016) reports that Polish migrants living in the UK displayed a
strong tendency to use retroflex approximant [f] rather than a tap [c] regardless of their

proficiency level.

However, Szpyra- Koztowska’s (2018) investigation of rhoticity in L2 English of Polish
secondary school students at the pre-intermediate level provides some evidence for trilled
realisations, albeit only in the speech of two out of 25 participants. Although, similarly to the
studies discussed above, the main /r/ realisation in the study was the approximant, followed
by fricatives and taps (the exact percentages of each type of /r/ realisation were not provided
in the article), the two participants who produced trilled realisation did so consistently,
regardless of the phonetic context (Szpyra-Koztowska, 2018). Speculatively, this somewhat
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surprising consistency with which the variant was produced could perhaps be explained by
the teenage students’ attitudes to the subject and/or the research project they had been
requested to take part in by their school teacher, which, again, might be an indication of the
indexical function of the “Polglish” rhotic as a stereotype. Alternatively, the presence of
trilled variants in this speech data of pre-intermediate learners of English might also mean
that lower-level learners, i.e. lower than the university students of English in Zajac and

Rojczyk (2017a) are more prone to variability in /r/ realisations.

Overall, the studies discussed above indicate that L2 English /r/ realisations of Polish
speakers generally lack the stereotypical trill; in fact, notwithstanding the issue of
distribution, i.e. rhotic versus non-rhotic, the variants employed seem to be closer to those
encountered in the “standard” varieties of British or American English rather than the
speakers’ L1, which suggests that interference from the speakers first language does not play
a significant role. Szpyra-Koztowska (2018) attributes this to the fact that mastering the
English approximant “is easy for Polish learners” even at the pre-intermediate level. This
statement echoes Budkowska (2014-2015) who claims that, since the English postalveolar
approximant requires a similar articulatory configuration to the Polish fricative [z], with some
training, Polish learners of English may find it relatively easy to acquire.

Nevertheless, despite the low rates of trilled realisations encountered in Polish-accented
English, there seems to be some degree of variability in /r/ productions. Therefore, the
relationships between the participants’ level of English, the potential indexical function of the
rhotic and the phonetic variants employed by Polish speakers of L2 English need to be

explored further.

2.2.,5 Summary and Related Research Questions
English seems to be a particularly rich language when it comes to the diversity of rhotic
sounds in its numerous varieties (Ladefoged & Maddieson, 1996). Even focusing on the
various accents used in England alone, the range of articulations is rather impressive, from
relatively obsolete taps (Collins & Mees, 2013) to still-expanding “labiodental” realisations
(Docherty & Foulkes, 2001; Foulkes, 1997; Foulkes & Docherty, 2001; Foulkes & Docherty,
2000). However, considering the fact that the participants in this study live and work in
Reading or London, it could be assumed that, through their daily interactions, they are mainly
exposed to the “standard”, postalveolar approximant characteristic of GB (Ashby, 2013;
Collins & Mees, 2013; Cruttenden, 2014; Foulkes & Docherty, 2001; Ladefoged &
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Maddieson, 1996); however, it is possible that in their interactions with older (i.e. above the
age of 70), working-class locals they might still be exposed to rhotic, retroflex approximant
realisations (Trudgill, 2000a; Williams & Kerswill, 1999), while through contact with
younger locals they might encounter the “labiodentals” variants (Foulkes & Docherty, 2000;
Williams & Kerswill, 1999). In addition, since there are no data regarding the geographical
distribution or social stratification of the bunched variant in England, it could be assumed that

the participants may have also been exposed to this variant.

Despite the frequent claims that the Polish rhotic is mainly realised as a trill (Lipiec &
Wiecek-Poborczyk, 2018; Ostaszewska & Tambor, 2000; Wierzchowska, 1971) there is
ample evidence from more recent phonetic studies that the dominant variant in Polish is, in
fact, a tap and its lenited variants (Gillian & Jaworski, 2014; Jaworski, 2010; Jaworski &
Gillian, 2011; Stolarski, 2013a, 2013b, 2015). It is therefore expected due to the effects of
language transfer, some participants may employ /r/ realisations more similar to those

employed in their L1 than in English.

Considering the diversity of /r/ realisations the participants are exposed to in England, as well

as the potential transfer from their L1, i.e. Polish, the following research questions emerge:

What is the main non-prevocalic /r/ realisation in L2 English speech of Polish
migrants living in the UK?

Are Polish migrants living in the UK consistent in terms of their choice of non-
prevocalic English /r/ realisations, or are they variable?

It is important to point out that the focus here is not on precise phonetic realisations, but
rather on the choice of more “native-sounding” or more “Polish-sounding” realisations and
the factors conditioning those choices. This is mainly due to inclusion of the sociolinguistic
dimension to the study, but also partly due to the limitations of impressionist and

spectrographic analysis.

Moreover, there is evidence for the existence of phonetic constraints which govern the use of
specific /r/ realisations. These could be systemic, like those governing the distribution of
fricated and approximant /r/ in GB Cruttenden (2014), or somewhat idiosyncratic, like those
governing lingual configurations for approximant /r/ in American English (Mielke et al.,
2016). These include the effects of preceding vowels, syllable positions and, in consonant
clusters, the vicinity of specific types of consonants. Another potential constraint is the
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vicinity of another /r/, which is a conditioning factor both in the different tongue shapes
employed in Scottish English (Scobbie et al., 2015), but also impacts the use of /r/ sandhi in
GB (Hannisdal, 2007).

There is also some evidence on the effects of phonetic environments on /r/ realisations of
postvocalic /t/ in Polish: the vicinity of sonorants favours fully articulated taps (i.e. more
complete closures) more than the vicinity of obstruents, and the proximity to alveolar sounds
encourages the lenited realisations, conducing to greater variability (Stolarski, 2013b).
Moreover, it is in the context of the pre-consonantal and word-final postvocalic /r/ that the
occurrence of trills and trill-like realisations are the most common (Lobacz, 2000; Stolarski,
2013b).

Nonetheless, many of those constraints mentioned above are related to /r/ in general,
including word-initial or intervocalic /r/. Since the remit of the current study is the non-
prevocalic /r/ only, the subset of constraints relevant to this study is relatively small, and

could be summarised as follows:

e stressed syllables; based on their analysis of rhotics in the speech of nine British
English speakers and 11 American English speakers, Love and Walker (2013)
observed lower F3 values, i.e. a stronger impression of /r/-fullness in stressed
syllables;

e syllable structure, i.e. open and closed syllables; evidence from the variably rhotic
variety that is Jamaican English provided by Wells (1982a) shows that speakers
articulate the postvocalic /r/ in the word-final position, e.g. “far” [fa:1], but not in the
pre-consonantal position, e.g. “farm” [fa:m];

e the quality of the preceding vowel; Mielke et al. (2010) report that in American
English speakers, the degree of retroflexion was higher after /a/ and /o/ than /i/; a
similar finding was reported by Love and Walker (2013), who observed lower F3
values after back vowels. In addition, Wells (1982a) states that some speakers of
American English articulate postvocalic /r/ in mid central vowels [2] and [3:], i.e.
NURSE and lettER words, but not in other phonological contexts (Wells, 1982a);

¢ the following consonant, i.e. place of articulation; this constraint has been reported by
for both American English and Polish. Mielke et al. (2010) observe that in syllables
with an /r/+C rhyme, retroflexion rates were higher before /I/ than any other

consonants, while Stolarski (2013b) states that the vicinity of post-dental, alveolar,
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post-alveolar and palato alveolar consonants, i.e. ones articulated with the apex or the
blade, discouraged the use of taps, while encouraging greater variation in /r/ variants,
including the use of otherwise rare trills;

e the presence of another /r/ in the vicinity; evidence from Scottish English discussed
by Scobbie et al. (2015) suggests that due coarticulatory effects, the realisation of a
non-prevocalic /r/ can be influenced by the presence and the choice o variant for

another /r/ in its vicinity.
The research question that emerges is as follows:
Avre there any phonetic constraints on variability in /r/ realisations?

Based on the constraints summarised above, it could be expected that Polish migrants living
in the UK

e may produce a stronger impression of /r/-fullness in stressed syllables;

e may be more likely to pronounce the postvocalic /r/ in the word-final position than in
the pre-consonantal position;

e may produce more /r/-full variants following back vowels and mid central vowels [3]
and [3:];

e may produce fewer taps but more trills in the vicinity of post-dental, alveolar, post-
alveolar and palato alveolar consonants or produce impressionistically stronger
approximants higher before codas ending in /I/;

e may be influenced by the the presence of another /r/ in the vicinity of the non-

prevocalic /r/.

Nonetheless, these predictions must be approached as extremely tentative, as it is not possible
to establish a priori whether L2 English speech of Polish migrants living in England is
governed by the grammar of their L1, L2 or some form of interlanguage (Selinker & Gass,
2008). In addition, even if some of the constraints discussed in literature are indeed
indentified in the data collected, as discussed above, they may not be relevant for the whole

cohort, but rather different constraints may be adhered to by different individuals.

Brown (1988) states that rhoticity of speakers of L2 English depends on the pronunciation
model they have adopted and the phonological transfer from their L1. However, as
demonstrated by the studies discussed above many more factors seem to be at play, especially
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that the choice between rhotic on non-rhotic forms has, at least according to Brown (1988),
no impact on intelligibility of L2 English speakers. As evident in the literature reviewed
(Szpyra-Koztowska, 2018; Waniek-Klimczak & Matysiak, 2016; Zajac & Rojczyk, 2017a)
and the author’s personal experience, L2 English users from Poland adopt different strategies.
Even though the effects of language transfer are expected, perhaps in combination with the
effects of phonetic context, considering the fact that different speakers with the same L1
display different articulatory behaviour in the same phonetic context in L2, it is clear that
other factors must be also at play.

Although learner differences undeniably play a crucial role in L2 acquisition (Doérnyei, 2006),
for practical reasons a decision was made not to extend the scope of the study to include
psycholinguistic constructs such as phonological memory (Carroll & Sapon, 1960), phonetic
ability (Jilka, 2009) or talent (Jilka, Lewandowski & Rota, 2011). Instead, this study focuses
on internal as well as social constraints on /r/ variability, while also accounting for the

participants acquisitional trajectories.

2.3 Accent and SLA-related Factors
The main focus of the current study is internal as well as socially-conditioned variability in /r/
realisations in L2 English of Polish migrants living in the south of England; in other words,
linguistic variability in a second language. However, one of the conditions for a variable to
convey higher order indexical meaning (Johnson, 2011; Johnstone, 2009, 2010; Johnstone et
al., 2006; Johnstone & Kiesling, 2008; Labov, 1972; Ladefoged & Johnson, 2014;
Silverstein, 2003) is that the various ideologically-charged linguistic variants need to be
available to the speaker as part of his repertoire. Unless the speaker has productive control
over those variants, one cannot speak of intra-speaker socially-conditioned variation,
although it should be pointed out that the feature can still convey higher order meaning to a
listener. For example, Johnstone et al. (2006) report that in their study of Pittsburghese, a
participant used a regional feature not to convey higher-order indexical meaning, but simply
because he did not have productive control over the choice of variants of that feature.
Similarly, Zuengler (1991) points out that in L2 performance, variability can be
developmental, i.e. related to the speakers’ acquisitional trajectories, rather than
“sociolinguistic” in nature. Therefore, since the acquisition of a variant is a prerequisite for
controlled production of socially meaningful variation, it seemed necessary to account for at

least the key factors linked to pronunciation in SLA literature.
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Flege (2012) discusses the following factors linked to L2 acquisition which have been
proposed for more than half a century as affecting learners’ success: interference between the
L1 and L2, individual differences such as working memory or auditory acuity; age-related
phenomena; motivational differences and L2 input. Since all the participants in this study
share the same L1, the differences between participants’ /r/ variant choices cannot be
attributed to their different L1 background, which is why this factor has not been considered
relevant for the current study. In addition, individual psycholinguistic differences such as
working memory or phonetic ability (Jilka, 2009) are beyond the remit of this study, which
focuses mainly on internal and social constraints. The remaining factors related to age,

motivation and input will be briefly discussed in the following sections.

2.3.1 Age of Onset, L2 Instruction and Phonetic Training
One of the factors regarded as key in SLA research is the age at which individuals come into
contact with L2, either through exposure in naturalistic settings or through formal instruction.
Lenneberg’s (1967) hypothesis regarding the existence of a critical period in language
acquisition influenced a number of researchers, such as Seliger (1978) and Diller (1981), who
proposed the existence of multiple critical periods, i.e. ones for the acquisition of L2
phonology, syntax or lexis, arguing that successful acquisition of L2 pronunciation was only
possible for young learners. A similar stance was represented by Scovel (1988), who claimed
that a critical period existed for pronunciation only. He argued that pronunciation was the
only component of language that required “neuro-motor involvement” (p. 101), and therefore
was significantly different from its other aspects in terms of neurological correlates, which
meant that even successful post-pubescent learners were going to retain a strong foreign
accent. However, as Thorsten Piske et al. (2001) claim, “no study has as yet provided
convincing evidence for the claim that L2 speech will automatically be accent-free if it is
learned before the age of about 6 years and that it will definitely be foreign-accented if

learned after puberty” (p. 192).

What a number of studies comparing early and late-onset learners found was that those
immigrants who arrived in the L2 country at a younger age were indeed more native-like in
terms of their pronunciation. For example, a study involving 240 native Korean immigrants
who arrived in the United States between the ages of one and 23 (Flege et al., 1999) showed
that the age of arrival was positively correlated with the degree of foreign accent. The idea
that younger learners can be more successful is a common approach in SLA, shared by both
non-specialists and some specialists alike (Ellis et al., 2005; Kuhl, 2000). However, the
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results of a study by Jia et al. (2006) involving Chinese immigrants in the US as well as
Chinese students of English in China demonstrated that in the formal instruction setting it
was the older group who outperformed younger learners, while in the immigration setting the
situation reversed with increasing L2 immersion, again confirming the “younger is better”
view. Therefore, as Dornyei (2009b) states, although young learners, who learn mainly
thorough implicit learning, are privileged in naturalistic SLA contexts, where they can freely
interact with native speakers, late-onset learners, who rely more on explicit learning, may
outperform younger learners in formal foreign language instruction (2009, pp. 249 - 252).
Although all the participants in the current study were adults who moved to the UK after the
age of 19, most of them had received EFL instruction prior to leaving their home country.
Therefore, it is expected that individuals who received more instruction at a younger age will
be more native-like in terms of their choice of /r/-variants. Nonetheless, since all those
participants who learnt English before migrating did so mostly through formal instruction,
which seems to favour slightly older learners, a straightforward negative correlation between

the age of onset of learning English and native-likeness is not expected.

Another factor that has been identified as significant for the quality of L2 pronunciation of
adult L2 speakers was phonetic training. Studies such as Bongaerts et al. (1997) or Birdsong
(2007) report that the most successful learners who were able to reach a native-like level of
performance had reported having received phonetic training. These results provide some
evidence that even post-pubescent learners are not necessarily doomed to fail in L2 accent
acquisition, provided they receive phonetic instruction. Since three participants in the cohort
have received phonetic training, it is expected that these participants will be less variable in

terms of rhoticity and more native-like in their choice of /r/ variants.

2.3.2 Length of Residence and L2 Input
Length of residence (LoR) in the host country is another variable common in SLA studies.
However, its effects differ over across studies, with some studies reporting an effect of LoR
on L2 pronunciation (Drummond, 2010, 2010b, 2011, 2013; Flege et al., 1999), and other
studies not finding any links between the two (Flege, 1988; Flege et al., 2006; Moyer, 1999;
Ryan, 2018).

While LoR is a variable that is easy to operationalise, it is problematic for a number of
reasons. First of all, there is a lack of consensus about LoR values that are required in order

for changes in migrants’ pronunciation to take place. For example, Flege (1988) suggested
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that is likely that upon arrival into the host country migrants experience a short period of
accelerated learning, which plateaus after about 12 months, which means that LoR values
beyond one year would not significantly contribute to L2 phonological attainment. On the
other hand, Drummond’s research on Polish immigrants in Manchester (2010, 2010b, 2011,
2012, 2013) demonstrates that while LoR positively correlated with more native-like
pronunciation, LoR shorter than 2 years showed practically no evidence of any change in
pronunciation. It was only LoR of 4-6 years that resulted in significantly higher rates of
production of variants similar to the local accent variant. Similar results were reported by
Sharma and Sankaran (2011) in their study of British Asian speech in London, where India-
born participants showed a similar three-year “lag” in terms of the onset of accent change

towards the British variants.

Another issue with LoR is that, according to Flege (2012), it is simply “a crude measure of
amount of L2 input”, as generally, the longer the length of residence, the larger the amount of
L2 input migrants have been exposed to. However, these two variables cannot always be
equated, as the relation between them is not linear. Thus, Flege and Liu (2001) state that
adults' L2 performance will improve over time only if they are exposed to a significant
amount of native speaker input. Indeed, Flege (2012) states that his “hunch” is that since
input is crucial for L1 acquisition, it is likely to be the most important predictor of
phonological attainment in L2. Therefore, the current study included both LoR as well as L2
input, as operationalised by a number of measures (see the Methodology chapter). Since
longer residence might enable more interactions in L2 as well as more passive exposure, it is
expected that participants with higher LoR values and higher use of English will be more

native-like in terms of their choice of non-prevocalic /r/ variants.

2.3.3 Motivation, Attitudes to Learning, Anxiety

Motivation and attitudes are an integral part of SLA research. One of the most popular
models created to account for those is Gardner’s Socio-Educational Model (Gardner, 2010;
Gardner et al., 1992; Gardner & Maclintyre, 1991, 1993). The model was initially created to
account for the variables governing instructed learning, i.e., Anglophone students learning
French in Canada. Both the model and the measurement instrument it proposed (the Attitude
Motivation Test Battery, abbreviated to AMTB) aimed to develop a scientific basis for the
investigation of affective individual differences in second language acquisition. The model
proposed six classes of variables, which were: Ability, Motivation, Integrativeness,
Educationally Relevant Variables, Language Anxiety and Instrumentality (Gardner, 2010).
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Gardner’s (2010) research paradigm identifies motivation as one of the most important
factors for achievement in second language learning. He also suggests that the motivation for
language learning is directly influenced by the student’s attitudes towards the learning
situation and “Integrativeness”, i.e. “the ability to emotionally incorporate material foreign to
[the student’s] own culture” (p. 26). Integrativeness represents a true interest in learning the
second language in order to be able to communicate with members of the target language
community (Gardner, 2010). As the learner progresses, the more the learning process
involves dealing with “cultural features” of the target language community, and the greater
the engagement of the affective element, to the extent that individuals may “experience
changes in their self-identity and find themselves identifying in part, at least with the other
community” (Gardner, 2010, p. 3). According to Gardner (2010), in its extreme form,
Integrativeness may involve complete identification with the target language community, as

well as potential abandonment of the speaker’s L1 group identity (Gardner, 2010).

Alongside Integrativeness, Gardner’s (2010) socio-educational model acknowledges the role
of instrumental motivation; nevertheless, it is the former which he recognised as the main
driving force behind successful language learning (Gardner, 2010, p.72), while
Instrumentality is proposed more as “a potential support for motivation”. The reason Gardner
(2010) claims it is less significant than Integrativeness is that, according to him, the former is
effective only as long as the personal reason for learning the language is being accomplished
(p. 25). Nevertheless, according to Major (2001), the difference between the two types of is
not a matter of kind, but a degree, and instrumental motivation can also play a part in L2

learners’ success.

Gardner’s model has attracted a great deal of criticism (Dornyei, 2009a; Dornyei et al., 2006).
The concept of Integrativeness in particular has been critiqued as enigmatic and having no
direct equivalent in mainstream motivational and educational psychology theories. Dérnyei
(20093, p. 29) himself proposed a re-conceptualization of Gardner’s model in terms of his L2
Motivational Self System, in which it is “the ideal L2 self” that acts as a powerful
motivational factor to “reduce the discrepancy between our actual and ideal selves”.
However, as Maclintyre et al. (2009) argue, both Gardner’s and Dornyei’s theories share
conceptual common grounds and are not mutually exclusive: while, as they point out, the
latter approach can be used to examine the sources of language learning motivation, the focus
of the proposed research will be not the discrepancy between individuals™ current and future

selves, but the interplay between learners’ motivation and attitudes to the target language
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group and its culture. Therefore, implementing a methodology based on Gardner’s work and
its subsequent adaptation by Drummond (2010, 2010b, 2012) seems appropriate for the
purposes of this study.

Based on the model, it is expected that migrants with higher Integrativeness scores will again
be more native-like in terms of their choice of /r/ variants. Such a result would align with
Ryan (2018, 2021), who investigated the acquisition of several local sociolinguistic variables
in the speech of 14 teenage migrants from Poland attending a school in Glasgow, and who
reported integrative motivation as a significant predictor of the use of word-medial glottal
replacement, which functioned as a marker of a stronger sense of Glaswegian identity.

Another variable frequently investigated in SLA studies which is also included in Gardner’s
model (2010) as well as Drummond’s research (2010, 2010b, 2011, 2012, 2013) is language
use anxiety. Several SLA studies (Dewaele, 2002; Gardner & Maclintyre, 1993; Oxford,
1999) demonstrate that when anxiety is conceptualised as specifically linked to L2, it has a
negative effect on L2 speakers’ performance, also for Polish users of L2 English (Baran-
Lucarz, 2014). As Gardner & Maclntyre (1993) explain, speakers who report higher levels of
anxiety will usually display lower levels of verbal production; they are also less willing to
engage in interaction (Baran-Lucarz, 2014). Similarly, Gardner (2010) points out that
language use anxiety often stems from L2 users’ concerns about being misunderstood. While
there have been a few exceptions (Staglen, 1987), anxiety has also been reported to negatively
affect L2 pronunciation (Major, 2001), also in terms of accuracy (Feigenbaum, 2007).
Therefore, it is expected that participants who will have reported higher anxiety levels will

produce lower ratios of native-like /r/ variants.

2.3.4 Summary and Related Research Questions
This study presents a snapshot of the participants L2 performance and investigates internal
and social constraints on non-prevocalic /r/-variability and explores indexical meanings
attached to that variable. As such, is does not investigate the second language acquisition
process per se. However, as stated before, acquisition is a prerequisite to controlled variation,
which is why key SLA variables have been included. The research question that emerges is as

follows:

Which acquisitional variables have an impact on variability in /r/ realisations?
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2.4 Indexicality, Rhoticity and Rhotics.

2.4.1 Denotative, Pragmatic and Social Meaning
In semantics, the term “denotative” or “referential” meaning involves “the relationship
between a linguistic unit (especially a lexical item) and the non-linguistic entities to which it
refers” (Crystal, 2003, p. 129). However, it is clear that the way in which humans use
language is more intricate, and the meaning of an utterance may change significantly
depending on the context in which it is produced. To account for this, the notion of
“pragmatic” meaning has been introduced. Pragmatic meaning can be defined as an
additional “layer of calculations about the context” that the speaker and the hearer add “on

top of” the referential meaning (Johnstone, 2010, p. 30).

Nevertheless, human speech alone conveys a multitude of “clues” on the speaker. These are
used to infer biological, psychological and social information. While some of them may
simply be the result of the constrains of physics or the speaker’s physiological characteristics,
such as e.g. their vocal tract size, the size of articulators, etc., some, such as the speaker’s
accent (i.e. segmental features, connected speech features and prosody), are largely a social
product (Foulkes et al., 2010). The very choice of linguistic form itself can be meaningful:
speakers, consciously or subconsciously, modify their speech characteristics to indicate their
social identity (class, age, gender, ethnic affiliation), their stance, or the persona they want to
project. It is precisely this kind of “social” meaning that is in the remit of sociolinguists as

well as one of the foci of this study.

2.4.2 Indexicality
One concept that has frequently been used in the discussion of how linguistic forms can
“evoke and/or construct . . . ‘social meaning’” (Johnstone et al., 2006, p. 81) is “indexicality”.
In semiotics, an “index” is a type of sign which is “inherently or directly connected to its
referent” (Kiesling, 2011, p. 105) unlike a symbol, which is arbitrary. Speakers often link
linguistic forms, be it grammatical or phonological, with other, non-linguistic characteristics
or features, e.g. the pronunciation of the word “path” as /pa:0/ indexes southern Englishness,

and for some might be associated with elite education in a public school (Joseph, 2010).

Within the field of sociolinguistics, the notion of indexicality goes back to the seminal work
of Labov (1972), who proposed three types of indices: indicators, markers and stereotypes.

While according to Labov (1972) indicators show social, but no stylistic stratification, i.e.
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link particular set of phonological features to a geographical region, but are not yet linked to
the ideology of “correctness”, markers indicate both group membership and are prone to shift
across styles. Finally, stereotypes are defined as “socially marked forms, prominently labelled
by society” (Labov, 1972, pp. 314-315). They can be stigmatised, i.e. evoke strong negative
attitudes, but may also “enjoy varying prestige”(Labov, 1972, p. 314). It is this bias, this
strong attitudinal response which they trigger that distinguishes them from markers; members
of the speech community are highly conscious of stereotypes, discuss them, and may even
refer to them using labels and phrases, such as e.g. “Brooklynese”, with its characteristic
pronunciation of thirty-third as “toity-toid”, or “Southern drawl, i.e. a set of varieties of
American English spoken across a number of southern states, represented by the phrase
“Y~all” (Labov, 1972, pp. 314-315).

In his discussion of linguistic change, Labov (1972) explains how the status of linguistic
features can change from an indicator to a marker, and subsequently, from a marker to a
stereotype. If used by a marginalised group, the feature is stigmatised, and as such avoided,
which ultimately leads to its extinction; alternatively, if it has become associated with

prestige, it enters the dominant variety replacing the standard form (Labov, 1972).

Labov’s trichotomous model was subsequently organised “into a more general theoretical
construct” of indexical order (Kiesling, 2011, p. 106) by the linguistic anthropologist Michael
Silverstein (2003). Silverstein's (2003) model makes use of terms such as “first” or “n-th
order indexicality”, “second” or “n + 1-st indexicality”; however, according to Silverstein
(2003), “competing n +1-st order presuppositions yield different n-th-order entailments” (p.
203) or, in other words, after they’ve become ideologically transparent, second-order indices
function as new n-th-order indices (p. 220) as they have been assigned new meanings,
effectively becoming what Johnstone (2010) refers to as”(n+1)+1-th” order indices, or
Labovian (1972) stereotypes. Thus, as Joseph (2010) observes, Silverstein’s (2003) indexical

order comprises “an unlimited number of layers” (p. 17).

This process of linguistic forms becoming linked to social meaning is called enregisterment
(Agha, 2007). According to Kiesling (2011), an index is enregistered when the correlation
between the index and group membership and stylistic stratification becomes more
meaningful in the community; in other words, when it becomes “more fixed into the
metapragmatic function”(p. 106), i.e. the ideologically-laden engagement of speech

community members in the use of language to discuss language use. Examples of
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metapragmatic practices may involve e.g. the circulation of folk dictionaries, caricatures of
local types speaking the local dialect appearing in the press and other media, interviews with
linguists concerning the dialect in question, or even English language classes and job
interview seminars, in which people may learn about other people’s perception of their accent
(Johnstone & Kiesling, 2008). However, as Johnstone et al. (2006) point out, not all
metapragmatic practices necessarily involve explicit “talk about talk”; for example, a variety
used by media, for example, newsreaders on a prestigious national radio station may come to
be recognised as such by its listeners “without having this explicitly called to attention” (p.

80).

While Silverstein’s concepts seem similar to their respective Labovian counterparts,
according to Kiesling (2011), Silverstein is not interested in “what is purported to be “in the
heads of speakers” (p. 106), i.e. the degree of consciousness these forms have, but categorises
indices according to their relationship with the metapragmatic function. Moreover, Labov’s
(1972) model served his sociolinguistic purpose of explaining the history of particular sound
changes; therefore, his indices follow an ordered trajectory of development. Silverstein
(2003), on the other hand, is interested in the more abstract processes through which
linguistic forms gain social meaning; his orders of indexicality do not change diachronically,
but “n +1-st order indexicality is . . . always already immanent as a competing structure of
values potentially indexed in - and - by communicative form of the n-th order, depending on
the degree of intensity of ideologization” (Silverstein, 2003, p. 194). Therefore, for
Silverstein (2003), n-th and n+1st order indices dialectically compete with one another.

Another approach to the multi-layered indexical meanings, where different-order indexicals
co-exist next to each other was presented by Eckert (2008). Largely inspired by Silverstein’s
(2003) ideas, Eckert argued that the relationship between a linguistic variable and its social
meaning is not fixed, but instead constitutes a whole gamut of potential meanings, or, what
she calls, “an indexical field”: a “constellation” meanings which are ideologically related,
where any of these meanings can be recalled through the use of the variable linked to it
Eckert (2008).

Silverstein’s model (2003) has also been challenged by e.g. Joseph (2010, p. 17) as lacking
the crucial explanation of where the indexical order exists, how speakers come to be aware of
it, and how it manifests itself. This these issues have been addressed e.g. by Johnstone and
Kiesling (2008). Johnstone’s work (Johnstone, 2010; Johnstone et al., 2006; Johnstone &
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Kiesling, 2008) drew on both the Labovian (1972) constructs and Silverstein’s model (2003)
to investigate the enregisterment of a set of linguistic features used in the American city of
Pittsburgh as the “Pittsburghese”dialect. Focusing on the monophthongal realisation of the
diphthong [av], the study described how first order indices of geographical region of origin
(Labov’s indicators) acquired the status of second order indexicals (markers) of place,
correctness and social class, to finally become “filtered” through a set of beliefs on dialect
and identity and become available for third order indexing (stereotypes) (Johnstone et al.,

2006), i.e. to project the persona of the “authentic Pittsburgher”.

An important point made by Johnstone et al. (2006) is that although speech community
members may respond to social meanings and even use linguistic forms to generate those,
they may not have a conscious awareness of the links between the two. Awareness of this
connection was further investigated by Johnstone and Kiesling (2008): in their study, 36
citizens of Pittsburgh were played two versions of the same sentence which differed only in
how a single phoneme a single word was realised (diphthongal [au] vs monophthongal [a:])
and then asked a number of questions eliciting information on the indexical meaning
associated with these realisations. The data were then compared with the participants’ speech
samples collected in sociolinguistic interviews in terms of how the variable in question was
realised by the same people. The results revealed four different types of ideological
schematisation represented by people of different ages and social backgrounds. To some
older speakers living in dense multiplex social networks, the phonetic variable in question
either bore no higher-order indexical meaning (first order indexicality) or was linked to
standard language ideology (second-order indexicality) but not localness. For younger
speakers who grew up in a more diverse sociolinguistic environment, the variable functioned
both as a second-order index of “incorrectness” and as a third level indexical of an “authentic
local identity” or, since this was not necessarily the kind of identity they themselves aspired
to, of possessing “insider knowledge about the city” and “post-industrial urban hipness”
(Johnstone & Kiesling, 2008, p. 29). Finally, for the representative of the middle-aged group,
due to their being based on the participant’s personal history, second order indexical
meanings were idiosyncratic, unstable and variable. Moreover, the speakers for whom
monophthongal [au] indexed local identity were not likely to use it in their natural speech,
while a large part of those participants who did monophthongise the variable themselves
could not distinguish it from the standard, diphthongal realisation. Johnstone and Kiesling

(2008) interpret those findings as evidence for the fact that indexical meanings vary within
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the speech community, and that while it may possible to identify repeated semiotic
relationships between linguistic forms and social meanings, their interpretation by individual
members of the community is not necessarily determined by the macro scale metapragmatic
practices. In their opinion, it is “peoples lived experiences that create indexicality. ... There
need be no correlation in the speech community at large between being a Polish Pittsburgher
and monophthongizing, nor need the indexical meaning be discussed or shared with others”
(Johnstone & Kiesling, 2008, p. 29). In other words, metapragmatic discourse is not essential
for higher-order indexical meanings to arise; however, what it does is stabilise the existing
indexical meanings for other members throughout the speech community. Therefore,
Johnstone and Kiesling (2008) call for a bottom-up approach to indexicality to supplement

the more popular top-down approach to socialistic variation.

In the light of Johnstone and Kiesling’s (2008) recommendation, relying solely on statistical
analysis in an attempt to arrive at a comprehensive, meaningful explanation for Polish
migrants’ choices of non-prevocalic /r/ variants would have seemed futile. This is why the
current study also relies on qualitative data regarding the speakers’ beliefs about their own
community and their own speech patterns, which provide both contextualisation for the
results of the quantitative analysis and allow the researcher to dig deeper in search of social,

indexical meanings behind the /r/ variable.
2.4.3 Ir/ as a Sociolinguistic Variable

24.3.1  /r/asa Social Marker in the L1 Context
Dowd et al. (1990) observe that some speech sounds are more likely to perform indexical
work than others; one of the variables that numerous studies have reported as salient and, as
such, prone to socially-conditioned variation is the one that is the focal point of the current

study: the sound /r/.

The English /r/ has a long tradition as a sociophonetic variable which has been investigated in
the context of a number of accents . One of the most well known early variationist studies
was Labov’s “department store” study in New York (1972). By collecting speech data from
supermarket employees in Manhattan, Labov (1972) investigated the “presence or absence”
(p. 44) of constrictive non-prevocalic /r/ realisations and demonstrated that this distinction
served a marker of social prestige. He concluded that the variable, i.e. the choice between
rhotic versus non-rhotic realisations, “appeared to be extraordinarily sensitive to any measure

of social or stylistic stratification” (p. 44). Labov’s (1972) work became a seminal piece of
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research, inspiring numerous researchers. More recently, the use of postvocalic /r/ as an
indexical of social status in New York was revisited in a series of publications by Eberhardt
(2018) and Eberhardt and Downs (2013, 2015).

Another “classic” study on post-vocalic /r/ was conducted by Romaine (1978) in Scotland.
She discovered a pattern of gender preference, with males choosing the tap realisation more
frequently than females, who favoured the approximant variant. Social constraints on Scottish
English /r/ realisation were later investigated by e.g. Scobbie, & Stuart-Smith (2011), who
also provided evidence for a “socially-stratified continuum”(p. 265) of /t/ realisations, with
working class males producing mostly tip-up/front-up allophones, and middle class girls
using bunched tongue variants, which give the strongest impression of rhoticity. Numerous
studies have since focused on the social stratification of the Scottish rhotic (Lawson et al.,
2015; Lawson et al., 2013; Scobbie et al., 2015; Stuart-Smith et al., 2014). Their findings
show that not only are the subtle articulatory differences between the allophones perceptible

(see section 2.2.3.3.4), but they also serve as a marker of social identity.

2.4.3.2  [r/ as a Social Marker in the Bilingual Context
The role of /r/ as an indexical is not limited to L1 speech. Although, according to Zuengler
(1991), in the context of L2, variability is often developmental rather than “sociolinguistic” in
nature, she also acknowledges the fact that the communication between non-native speakers
and native speakers does not take place in a social vacuum, but rather the two groups
“communicate within a social context that they both influence and are influenced by” (p.
223). Indeed, there is numerous evidence than /r/ is prone to socially-condition variability

even in the context of L2 performance.

In the context of American English, Zuengler (1988) investigated whether approximant /r/
realisation characteristic of GA had the status of a stereotype (Labov, 1972) in the
consciousness of Spanish speakers of L2 English. 45 participants with a range of LoR values
were presented with a set of sentences in Spanish which had previously been modified to
include certain phonetic contexts and requested to read them out first in their “normal”
accent, and then mimicking the American accent. Results revealed that the American /r/ was
not only mimicked the subjects, but the sound was also the most frequently reported by a
subset of participants as the one they had been conscious of altering (Zuengler, 1988),
demonstrating metalinguistic awareness of the variable, which shows that for those L2

English speakers, the American /r/ was linked to higher-order indexical meanings.
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A more recent study by Lybeck (2002) investigated the relationship between L2 Norwegian
pronunciation and the degree of acculturation of nine American migrants living in Oslo.
Pronunciation samples were analysed and rated in terms of the quality of /r/ realisations
(American approximant vs. Norwegian tap or trill realisations). According to Lybeck (2002),
although the use of American /r/ does not pose intelligibility problems for Norwegians, it
“immediately identifies the speaker is American” (p. 178), which again suggests that the
sound may have the status of a stereotype (Labov, 1972). The results also show that the
participants who were the most successful in the acculturation process, i.e. their social
networks included more satisfying relationships with native speakers of Norwegian, received

the highest scores in terms of their use of native -like pronunciation.

In the context of Australian English Kiesling (2005) investigated the pronunciation of word-
final <-er>, where a non-rhotic, backed and lengthened schwa-like variant was linked to
speakers with a Greek, Italian or Lebanese background, and functioned as an indexical of

“being Greek” as well as “a stance of connection and solidarity” (p. 30).

In the UK context, studies such as (Hall, 2017) and Hirson and Sohail (2007) investigated
social variation in /r/ realisations in Punjabi-English bilinguals. Hirson and Sohail (2007)
focused on the link between variation in /r/ realisations and self-identification in second-
generation Punjabi speakers living in the south-east of England. Their results show that those
speakers who identified as “British-Asian” produced almost exclusively non-rhotic variants,
while those who identified as “Asian” produced predominantly rhotic speech, realising the
rhotic as a post-alveolar [1] or a retroflex approximant [y], but also employing variants
normally associated with Punjabi, such as retroflex taps [(], which was used by all except one
“Asian-identified” participants, as well alveolar trills [r] (one participant) (Hirson & Sohail,
2007). Similarly, Hall’s (2017) investigation of /r/ variants used by bilingual adolescent
speakers of Punjabi and English reveals that their choice of either British or Punjabi-like
variants (the retroflex approximant [1], the retroflex fricative [z] and the retroflex flap [t])
was related to their identification as either “British Asians” or “Asians alienated from British

culture” respectively (p. 146).

Despite the scarcity of studies on the phenomenon, there is some tentative evidence of /r/
being linked to higher-order indexical meanings in Polish-accented English. Waniek-
Klimczak and Matysiak (2016) suggest that Polish migrants in the UK use rhoticity to index

“otherness” or an international status of the speaker. In addition, there is evidence that /r/
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variants in Polish-accented English are subject to “metapragmatic practices” which involve
caricatures of specific variety users speaking in the accent while appearing in the media
(Johnstone & Kiesling, 2008). Examples of such practices are discussed by Szpyra-
Koztowska (2018), who, while investigating “fake” Polish accents in the film The
Zookeeper’s Wife, suggests that trilled /r/ realisations by the actors playing Polish characters

have an indexical function.

2.4.4 Related Research Questions:

Research questions that have emerged from this part of the literature review are as follows:

Is there any evidence of stylistic stratification, i.e. style shifts, in the use of /r/
realisations in Polish-accented English of Polish migrants living in the south of

England?
What is the direction of those style shifts?
Avre there any social constraints on variability in /r/ realisations?

Is there any evidence of higher-order indexical function linked to rhoticity or /r/
realisations in Polish-accented English of Polish migrants living in the south of
England?

What are the indexical meanings linked to the non-prevocalic /r/ in Polish-accented
English of Polish migrants living in the south of England?

2.5 Chapter Summary and Research Questions
This chapter has reviewed literature on the phenomenon of rhoticity as well as the
articulatory and acoustic characteristics of the various members of the class of rhotics
characteristic of English, Polish, and Polish accented English. It has also outlined internal, i.e.
linguistic, SLA-related, as well as social constraints on variability in rhoticity as well as non-
prevocalic /r/ realisations. Finally, key studies investigating indexical meanings linked to /r/
both in the L1 as well as bilingual context were presented. The research questions that

emerged are as follows:

RQ1: Is the L2 English of Polish migrants consistently rhotic, non-non rhotic, or
variably rhotic?
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RQ1a: What are the internal constraints on variability in the use of rhotic and

non-rhotic variants?
RQ2: Do Polish migrants use intrusive /r/?

RQ2a: What are the internal constraints on variability in the use of intrusive
Irl?

RQ3: Are Polish migrants living in the UK consistent in terms of their choice of non-

prevocalic English /r/ realisations, or are they variable?
RQ3a: Are there any phonetic constraints on variability in /r/ realisations?

RQ3b: Which acquisitional variables have an impact on variability in /r/

realisations?
RQ3c: Are there any social constraints on variability in /r/ realisations?

RQ3d: What is the main non-prevocalic /r/ realisation in L2 English speech of

Polish migrants living in the UK?

RQ4: Is there any evidence of stylistic stratification, i.e. style shifts, in the use of /r/
realisations in Polish-accented English of Polish migrants living in the south of

England?
RQ4a: What is the direction of those style shifts?

RQ5: Is there any evidence of higher-order indexical function linked to rhoticity or /r/
realisations in Polish-accented English of Polish migrants living in the south of

England?

RQ5a: What are the indexical meanings linked to the non-prevocalic /r/ in

Polish-accented English of Polish migrants living in the south of England?
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Chapter 3 Methodology

3.1 Design
The study draws inspiration from both the “first wave” variationist studies (Labov, 1972;
Trudgill & Trudgill, 1974) as well as later variationist studies (Eckert, 2012; Johnstone, 2009,
2010; Johnstone et al., 2006; Johnstone & Kiesling, 2008) while focusing on L2 phonetic
variation. Some of the methodology was based on the approach proposed by Drummond
(2010, 2010b, 2011, 2012, 2013), while other aspects were influenced by Sharma (2011) and
Sharma and Sankaran (2011). In the part of this research concerned with motivation and
attitudes, the methodology was based on the well-established socio—educational model
proposed by Gardner (2010) and adapted in light of Drummond’s amendments in order to

meet the objectives of this project.

The study employed primarily quantitative methods (for statistical analyses of speech tokens
and questionnaires items); however, qualitative data were also collected in interviews and
used to contextualise the findings as well as explore indexical meanings behind the various /r/
realisations employed by the participants. This part was inspired by the research of Johnstone
and her colleagues (2010; 2006; 2008).

Before the actual data collection, a small pilot study was conducted with three participants.
The purpose of the pilot was to test data collection methods and analysis procedures and
amend the research tools accordingly. Where relevant, these changes are discussed below in
the context of the respective research tools they affected.

3.2 The Population
The population studied was that of L1 Polish speakers of English who arrived in England as
adults (at or after the age of 19) and who, at the time of data collection, had been living in the
south of England for at least one year. The study focused on people aged 20-40, 19 typically
being the age at which students attending academic schools (as opposed to vocational

schools) complete their secondary education in Poland.

3.3Sampling Methods
Participants were recruited through a combination of non-probability sampling techniques,

e.g. convenience sampling, snowballing and purposeful sampling (Dornyei & Csizér, 2012).
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The main sampling method employed was convenience sampling; the researcher made use of
those members of the target population who were willing to participate in the research
without any financial compensation and who mostly lived or worked on or in the proximity
of one of the University of Reading’s campuses. Hence, more than 33% of the sample
comprised participants who at the time of data collection were working or studying on a
University of Reading (UoR) campus. The study also included participants living within a
relatively short distance from Reading who belonged to the researcher’s social networks and
were thus willing to participate in the study. Those participants comprised almost 25% of the

sample.

Snowballing was also employed, as some participants provided the researcher with further
contacts or even helped recruit participants from among their friends or colleagues. Had it not
been for this recommendation, those participants would not have been available to the

researcher.

Although initially data were collected mainly through convenience sampling, during the
process of data collection it became apparent that in order to avoid recruiting participants
with similar profiles, purposeful sampling would also need to be employed to some extent.
For example, most participants working on UoR campus tended to have a similar level of
English, as good command of English was essential to work in many jobs on an international
university campus. Therefore, as data collection was progressing, some participants were
approached due to their specific level of proficiency in English, while others were recruited
based on other specific characteristics they possessed, i.e. their level of education, gender or
profession. Since the sample size was relatively small (P=26), this type of “Maximum
Variation Sampling” or "Heterogenecous Sampling" (Etikan et al., 2016) allowed the

researcher to recruit participants across a broader social and linguistic spectrum.

3.4The Sample
Data were collected from 26 participants. This number of participants was the result of a
compromise between collecting enough data to allow for making comparisons between the
different groups of participants in order to identify potential trends and support the findings
with statistical results, while still allowing the researcher to maintain a personalised
relationship with individual participants, which seemed desirable in the qualitative data
collection process. Data collection from individual participants was relatively time

consuming not only due to the number of instruments used, but also due to the friendly,
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“chatty” character of each data collection session, which extended the already significant
amount of time necessary for task completion. However, it was felt that establishing a good
relationship with each participant was necessary to facilitate the process and to make sure that
the participants would not drop out during the session, leading to the loss of valuable data.

34.1 Age

Four participants were between the ages of 22-30, while the remaining 22 were aged 31-40.

3.4.2 Gender
T. Piske et al. (2001) point out that research on L2 acquisition yields divergent findings on
the effect of gender on L2 pronunciation. Indeed, while Ryan’s (2018) research on the
acquisition of sociolinguistic variation by Polish teenagers in Glasgow does not identify
gender as a significant predictor, Drummond (2010) notes the existence of a gender effect on
t-glottaling in L2 English of Polish immigrants in Manchester, and suggests that it could be
attributed to the fact that, in general, women accommodate their speech more than men
(Woods, 1997, as cited in Drummond, 2010). Moreover, gender effects have often been
reported in numerous sociophonetic studies on the variation in /r/ realisations and rhoticity
across different varieties of English (Dickson & Hall-Lew, 2017; Hall, 2017; Hirson &
Sohail, 2007; Lawson et al., 2011; Meer et al., 2021; Stuart-Smith et al., 2014). Therefore, to
account for potential gender differences, data were collected from both male and female

participants.

It was the researcher’s intention to collect data from an equal number of men and women.
Nonetheless, this proved challenging, as on the whole, it seemed that Polish migrant women
were more inclined to take part in the study and share their experiences of migration. On the
other hand, several Polish men declined the researcher’s invitation, typically providing a
their busy schedules as their reason; however, it was strongly felt that one of the true
underlying reasons was the fear of having their English language skills scrutinised and their
linguistic “shortcomings” exposed. Eventually, 14 female and 12 male participants were

recruited.

3.4.3 Education
25 participants completed their compulsory secondary education in Poland, and one
participant attended a school in Serbia. Two participants had vocational qualifications only
(left school at the age of 17), while five obtained A-levels-equivalent qualifications

(“Matura” in Polish) only. Three participants were in the process of studying for a Bachelor’s
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degree at a UK institution, while 16 were university graduates holding a Bachelor’s (N=5),
Master’s (N=9), or a PhD (N=2) degree from Polish or English institutions of higher

education.

3.4.4 Socio-Economic Status
Sociolinguistic studies adopting the variationist perspective have traditionally relied on the
concept of class. However, as Drummond (2010) points out, the concept of class is difficult
to operationalise in the context of immigration, since the migrants’ socio-economic position
in the new country may drastically differ from the one in their country of origin. Moreover,
many migrants experience “status drop” in their host country (Sharma & Sankaran, 2011).
Therefore, in this study the concept of class was abandoned in favour of a less problematic
concept of employment. It is still important to point out that, particularly with migrants, it
often is the case that the work they perform does not match the level of qualifications they
have, and many work in jobs for which they are highly overqualified (Leschke & Weiss,
2020). Nevertheless, “recent employment history” was considered a more relevant construct

to reflect the socio-economic status of an immigrant.

Moreover, since particular employment sectors tend to have higher shares of migrant labour
(Leschke & Weiss, 2020) or, due to the routine nature of employment, require only basic
English language skills, it was felt that the participants’ employment situation played an
important role in shaping the social networks they formed, their L1/L2 language use, and the
variety of L1 they were exposed to on a daily basis. As Flege and Liu (2001) demonstrated in
their study of Chinese students/non-students with different lengths of residence in the USA,
the amount and quality of L2 input was a more accurate predictor of successful L2
acquisition than LoR. For these reasons, as far as possible, an attempt was made for the
sample to include participants working in different positions. It was hypothesised that
participants working in more skilled jobs would be exposed to more (potentially non-rhotic)
NS input, which would contribute to a higher ratio of productions of the non-rhotic pattern of

/r/ distribution and more native-like /r/ realisations.

Although a significant part of the participants in this study were employed by the University
of Reading, those participants performed different types of work in different sectors and at
different grades. On the whole, the participants’ occupations ranged from unskilled or semi-

skilled jobs (e.g. in cleaning, catering, as warehouse staff, security officers, lorry driving),

99



through administrative positions, to skilled work in education, healthcare, IT or even

relatively high-level management positions; the sample also included university students.

3.4.5 Other Factors
None of the participants included in the study reported any speech disorders or hearing
impairment; indeed, functional articulation disorder in /r/ production in Polish was the reason
why several candidates were rejected from the study despite meeting all the other criteria.
However, during one of the interviews a participant reported to have had problems with /r/
articulation in his childhood, while another appeared to have a slight lateral lisp.
Nevertheless, data from both have been included in the final analysis, since, in the
researcher’s judgement, the former issue had been resolved, while the latter did not seem to

affect the production of the linguistic variable of interest (non-prevocalic /r/).

3.5 Materials and Procedures
Data were collected during individual meetings with participants; the time of each session
varied between 70 and 120 minutes depending on how quickly the participants dealt with the
tasks and how much information they were willing to share. On average, a session lasted 90
minutes and comprised a series of tasks and activities. Every session was recorded using a

Zoom stereo audio recorder placed unobtrusively on the table.

Since obtaining good quality speech recordings was essential for this study, initially the
meetings with participants were conducted in an acoustically-treated room on the University
of Reading campus. However, after only two sessions it became apparent that interviewing
people in this particular location presented a number of difficulties. Firstly, the purpose of the
sociolinguistic interview was to collect as natural speech data as possible within that format;
however, the participants interviewed in the small studio were visibly intimidated by the
surroundings, i.e. acoustically-treated walls, large microphones and a glass panel in the front
wall. They were aware of being in a public space and felt like “during a live radio interview”,
as one of the participants noted. The lack of a more relaxed, intimate atmosphere clearly
affected their participation, as it was felt that they kept their answers to the bare minimum
and seemed quite uncomfortable sharing more personal information. Moreover, they seemed
extremely self-conscious when speaking in English or completing the speech elicitation tasks.
Secondly, the acoustically-treated space was only available within limited hours, in high
demand, and had to be booked in advance. Since participation in this study was purely

voluntary, it was felt that it was the researcher who should be flexible and work around the
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participants’ schedules, which were often extremely busy, especially during the working
hours; however, maintaining access to the studio would have practically eliminated any room
for flexibility, which could have eliminated a significant number participants from the study.
Therefore, a decision was made to arrange for the meetings to take part in other locations.

Most data collection took place in the researcher’s supervisor’s office on campus. Since a
significant part of the participants comprised of UoR employees, the campus was a familiar
and easily accessible location. As most of the meetings took place in the evenings, outside
working hours, the campus also seemed a safe public space. Although meeting in an
acoustically untreated office could potentially compromise the quality of speech recordings, it
was hoped that the more intimate atmosphere would result in much more natural speech data
and more comprehensive answers. An attempt was made to create a friendly, relatively
informal atmosphere by a short “chat” in Polish at the beginning of every session, offering

each participant a hot beverage and snacks.

For those participants who were unable or not willing to meet on campus, particularly those
living outside Reading, meetings took place in the participants’ homes. Because of this, it
was not always possible to eliminate background noise, which in a couple of cases
significantly affected the quality of recordings, making the analysis of spectrograms of
certain tokens difficult. However, this compromise enabled the researcher to collect richer
qualitative data and ample speech data from a larger number of participants.

Each participant was informed that the researcher would be collecting data on their
experience of migration as well as their language use. The core variable of interest
(postvocalic /r/ realisations and their potential indexical value) was not revealed to the
participants until after each session was finished. It was hoped that such approach would
prevent the participants from identifying the variable of interest and thus prevent potential
bias. Indeed, when asked after the session if they had been aware of what exactly the
researcher was investigating, most participants reported that they felt the main focus of the
study had “something to do with spoken English” or “English vocabulary”, and perhaps up to
50% identified the core variable of interest as their “English pronunciation”; only a few
identified the variable as “their pronunciation of /r/”, but admitted they were only able to do
so having read out the complete word list, which means that all the preceding tasks should

have been free from bias at least in this aspect.
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Participants were asked to take part in a semi-structured interview, complete a questionnaire,
provide a comprehensive answer to a question meant to elicit free speech data, read out a
reading passage, read out a wordlist and provide information regarding their social networks
and language use. The structure of a typical session was as follows (see Table 1):

Table 1

The Structure of Data Collection Sessions

Task Time Language
1. Meet and greet/warm-up 5-10 min. Polish
2. Semi-structured interview 15-20 min. Polish -
3. Questionnaire 15-20 min. Polish : % s
4. Free speech elicitation task 5-15 min. English -
5. Reading passage 10 min. English g é-’ ‘§
6. Word list task 5-10 min. English £53

7. Social networks and language use ] ] ]
) ) 20-45 min. Polish/English
interview

asn abenbue| pue
S)I0MIBU [eI120S

8. Wrap-up 5-10 min. Polish

A relatively wide range of tasks was employed in order to elicit speech data which would
enable observing potential shifts in style (RQ4 and 4a), since according to Labov (1972), the
more attention is paid to speech, the more “formal” style is produced. Tasks which collected
linguistic data were arranged in the order from the least restricted to the most restricted ones,
i.e. starting with the question meant to elicit free speech, which was followed by the
participants reading out the text passage provided and ending with the word list task. This
sequence was employed in order to minimise the chances of participants identifying the

variables of interest, i.e. the different realisations of postvocalic /r/.

Speech elicitation tasks were preceded by tasks eliciting socio-attitudinal data and qualitative
data. This was mainly due to the fact that, at least in the researcher’s experience, reading a
text passage or a word list out loud can be perceived as stressful or tedious; moreover, it was
expected that some participants would feel a certain level of anxiety when speaking in L2
(Gardner, 2010). Therefore, focusing on tasks which did not necessarily involve

communication in English before moving on to potentially more stressful tasks allowed the
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participants to get used to the presence of researcher and the fact that their responses were

being recorded.

In the small pilot study, the initial task to start each session was the questionnaire; it had been
hoped that such a relatively easy task would give the participants some time to get used to the
researcher’s presence before proceeding with more complex tasks. However, during the pilot
it was observed that some of the issues explored by the questionnaire were later on referred to
or discussed further by the participants during the semi-structured interview. For this reason,
the decision was made to start each session with the semi-structured interview instead in the
attempt to avoid affecting the participants’ responses and thus avoiding potential question-
order bias (Lewis-Beck et al., 2003).

Each session ended with the participants discussing their social networks and language use. It
was felt that this stage was less formal and not as cognitively demanding as e.g. the speech
elicitation tasks, and thus was an appropriate way to finish a relatively long and potentially
exhausting session. Moreover, sharing information about their daily interactions required a
certain level of trust between the participant and the researcher, which, it is hoped, would
have already been established at this late point in the session. Since the task did not impose
what language the participants were to communicate in with the researcher, most participants
either switched to Polish or kept code-switching between Polish and English throughout the
task, which further contributed to a fairly relaxed atmosphere, hopefully resulting in more

comprehensive and genuine responses.
Individual procedures for eliciting data are discussed in more detail in the following sections.

3.5.1 Semi-structured Interview

The main purpose of the interview was to obtain qualitative data to contextualise and support
the findings of the study, in particular to explore the indexical meanings attached to the non-
prevocalic /r/ variants and the participants’ awareness of the links between that linguistic
variable and its social meanings (RQs 5 and 5a). The format of a semi-structured interview
was chosen over that of a structured interview. This was because it was felt that the former
would seem a more natural form of interaction to the participants, thus creating a more
relaxed atmosphere of a friendly “informal chat” rather than a “serious interview”. In
addition, this format allowed the researcher to ask follow-up questions to ask for more details
and to clarify any confusion when it arose (Szombatova, 2016).
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The interview was conducted in Polish so that the participants answers would not be
restricted by their English language proficiency level. It was also felt that using the L1 shared
both the researcher and the participants allowed for more natural communication and building
rapport, which was especially important at this initial stage of the session, when many

participants felt some anxiety over being interviewed by a stranger.

While the rationale for choosing Polish has already been explained, this decision raises an
important issue, which is the potential impact of the use of Polish on the participants'
performance on speech elicitation tasks. Since both the participants and the
researcher/interviewer were Polish, using their shared L1 could have resulted in the
participants orienting to the interviewer as Polish, thus employing more Polish-like phonetic

variants during L2 speech elicitation tasks.

This concern seems partially justified in light of the work of Llamas et al. (2009), who
investigated the extent of speakers’ linguistic accommodation to in-groups and out-groups in
a town close to the border between Scotland and England. In the study, speech data were
elicited by three interviewers, each speaking English with a different accent: a Scottish one,
an English one and a non-native, Austrian accent. Indeed, Llamas et al. (2009) found that in
wordlist style, the rate of rhotic realisations was higher in interactions with the non-native
(Austrian) interviewer than with the English one, and it increased even more in interactions
with the Scottish interviewer. Yet, despite this increase, which, as the authors acknowledge,
may be interpreted as tentative evidence of convergence towards the interviewer, the rate of
rhotic variants remained very low throughout the cohort. In addition, no interviewer effect on
coda /r/ realisations was observed for conversational speech data, which lead the authors to
conclude that, at last for free speech data, “the inter-viewer effect does not . . . appear to pose
a significant problem for the compilation of a data set in terms of the increased or decreased
use of phonological variants associated with relevant in-groups and out-groups™ (p. 402).
While they do suggest that more research is necessary in the context of word list data, they
also state that “overall, the evidence for accommodation appears inconsistent and not wholly

compelling” (p. 401).

Following from the finding of Llamas et al. (2009), while it is possible that some
convergence towards the perceived variety of the interviewer may have taken place in the
word list data, this interviewer effect should not detract from the differences among the

participants in terms of their choices of postvocalic /r/ variants, or the internal constraints this
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study aims to identify. In addition, the impact of the interviewer’s Polish identity might have
been somewhat mitigated by his entirely non-rhotic L2 English accent employed for those
parts of the session where English was used (see Table 1). Therefore, while it needs to be
admitted that the participants may have interacted with a native speaker of English differently

than with a fellow Pole, those differences do not undermine the overall findings of this study.

The small pilot study employed 11 questions; however, some questions were identified as
potentially vulnerable to social desirability bias, and were thus eliminated. Therefore, the

final version of the interview consisted of six questions only (see Appendix I).

The purpose of the first question (“What jobs have you had since you moved to the UK?”)
was to elicit information on the participants’ recent employment history and their current job
situation to help establish their socio-economic status. Even though the written questionnaire
collected information regarding the participants current occupation, it was expected that some
participants would have changed jobs more frequently than others even within a relatively
short time period, which meant that information provided in the questionnaire may not have
been sufficient to really understand each participant’s career trajectory and professional
background. Including this question in the semi-structured interview allowed to collect more
in-depth information and also allowed to clarify any potential confusion regarding their

official work titles, the nature of their work and their work environment.

Questions 2-5 (2. “When talking to a stranger, €.g. in a shop, can you tell if they are from
Poland? How?”, 3. “When talking to a stranger, €.g. in a shop, are you instantly recognised as
Polish? Why?”, 4. “What is you general opinion on the English of Polish people living in the
UK?”, 5. “How do other people feel about your English? What feedback/comments do you
usually get (if any)?”) focused on indexicality and were intended to indirectly elicit any
beliefs the participant may have been holding regarding the various characteristics of Polish-
accented English (RQs 5 and 5a). Questions 2 and 3 were deliberately vague in the sense that
they did not specifically focus on accent, but allowed the participants to decide what
stereotypes they wanted to focus on: those regarding physical appearance, culture, or indeed,
language, thus helping avoid bias.

The final question (6. “Have there been any particular people or events in your life
who/which might have influenced your English?”) was intended to elicit further information
on every participant’s learning trajectory, their motivation and language learning influences

in order to further contextualise the findings regarding every individual participants’ English
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pronunciation. The question was, again, deliberately vague, focusing on “the way you speak
English” rather than “your English pronunciation”, which allowed for different

interpretations in an attempt to prevent biased answers.

3.5.2 The Questionnaire

The questionnaire distributed to the participants was translated into Polish to ensure the
questions were comprehended by the all participants regardless of their level of proficiency in
English. It consisted of four sections: the purpose of the initial three sections was to collect
socio-demographic data, information on the participants’ English-language learning
trajectory and language use, as well as additional information inspired by Drummond (2010),
while the final section was inspired by (Gardner, 2010) and comprised of 33 items meant to
elicit information on attitudes and motivation, investigate the following constructs/classes of
variables (RQs 3b and 3c):

. Motivation (Desire to sound more like a NS of GB, Attitude towards learning

English, Motivational intensity);

. Integrativeness (Integrative orientation to improve pronunciation, Interest in
foreign languages, Attitudes towards NSs of GB, Attitudes towards English

culture);
. Instrumental orientation to improve pronunciation;
. Anxiety about speaking English;
. Attitude towards the GB accent;
. Attitude towards the GA accent.

The questionnaire made use of multi-item scales, with a number of items collecting
information on the same variable. In order to ensure internal consistency reliability, Gardner
(2010) recommends using five positively-keyed, and five negatively-keyed items for each
scale (or alternatively, eight positively keyed items) while Drummond’s (2010) questionnaire
employed six items per measure only. Nevertheless, considering the already substantial
length of each individual data collection session, a decision was made to limit the number of
items in the Questionnaire to three per construct: two positively-keyed ones and one
negatively keyed one. This allowed to reduce the amount of time necessary to complete the

Questionnaire and thus minimised the fatigue factor.
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The approach taken was indirect, in that the learners were not requested to evaluate e.g. the
strength of their motivation, but the information of interest was inferred from the participants’
answers on their beliefs, aims and behaviour. This was in line with Garrett (2010), who notes
that indirect measures involve using “more subtle, often deceptive techniques than simply

asking straight questions about what people’s attitudes are to something” (p. 41).

Each statement was provided with a six-point forced-choice scale, which meant that the
participants were not presented with a neutral type of answer, such as “not applicable” or “not
sure”. According to Lewis-Beck et al. (2003), eliminating such "nonresponse” options
increases the number of responses that can be used for further analysis. The six points on the
scale were labelled “strongly disagree”, “moderately disagree”, “slightly disagree”, “slightly
agree”, “moderately agree” and “strongly agree”. Alongside the 33 statements, the
questionnaire also contained seven foils, which were intended to distract the participants by
asking them about e.g. their writing or reading skills in English, and thus to prevent them
from identifying the main constructs investigated in the questionnaire. In a further attempt to
make the purpose of the questionnaire less conspicuous, all questions were randomised using

Microsoft Excel.

3.5.3 Social Networks and Language Use Interview
Numerous sociolinguistic studies investigating speakers belonging to a specific ethno-cultural
group (e.g. Urdu or Chinese communities in the UK) have focused on the proportion of
“ethnic” ties in the participants’ individual networks (Cheshire et al., 2008; Stuart-Smith et
al., 2011; Wei et al., 1992) as either a source of innovation in the process of language change
or as an important factor determining language use. Similarly, in her study of phonetic
variation in the speech of British-born members of the Punjabi community, Sharma (2011)
employs a network measure; however, due to the fact that all the participants in her study had
predominantly Asian ties, she decided to investigate network size and diversity instead, thus
introducing a new network measure: “a Diversity Index”. Since this study focuses on first
generation migrants who are all bilingual, i.e. all have Polish as their L1 and all have varying
levels of proficiency in English, it was assumed that the language in which participants
conduct their interactions was more important than the number of different groups their
contacts fall into, i.e. network diversity. For example, having just one group that is non-
Polish and that a person regularly interacts with may be more significant than having several
groups in several different domains, which, however, are all purely Polish-speaking.

Therefore, a decision was made to abandon social network measures in favour of an index
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reflecting participants’ L1/L2 use. Nevertheless, in order to obtain reliable data on language
use, the participants’ social networks were investigated and the medium of interaction was

determined for each contact.

The approach employed in this part of the session was inspired by the approach outlined in
Sharma (2011). Participants were asked to name individuals that they regularly interact with,
such as partners, family members, friends, colleagues, fellow members of clubs or
organisations they belong to. A decision was made not to specify how many contacts each
participant should name as part of their network so as not to influence their answers.
Participants were informed that no real names were required and that reassured that the
purpose of this interview was to find out what their social world and language use looked
like. Each participant was asked to name their contacts and then provided information on
their age, gender, nationality, the domains they would interact in (e.g. work, church, home),
how long they have known this person for, the estimated amount of time spent interacting
with that individual and the language(s) used in those interactions as well as contacts shared

by the named individuals.

Typically, the researcher would provide the participant with a example of what kind of
information was expected, and then together they would identified a number of domains the
participant wanted to discuss. Then, with each domain the participant would name contacts,
while the researcher took notes and asked questions to obtain the relevant information on
each contact. As such information is quite personal, this part of the session was conducted
mainly in Polish, but code-switching between L1 and L2 was relatively frequent, which was

perhaps due to the relatively relaxed, reassuring atmosphere.

A question on how close each contact was to the participant was included initially; however,
with time it became apparent that many participants found that question difficult to answer or

found it too intrusive, so eventually a decision was made to abandon it.

3.5.4 Linguistic Data
Linguistic data was obtained through a sociolinguistic interview, which aimed to
systematically eliciting variation in rhoticity across contextual styles (Labov, 1972) (RQs 1,
2, 3d, 4, 4a). A range of tasks eliciting the variable of interest was employed: a free speech
elicitation task, reading out of a reading passage and a word list. Apart from eliciting the
variable of interest, the free speech data obtained were also used to assess each participant’s

level of spoken English.
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3.5.4.1 Free Speech Elicitation Task
Each participant was asked the question “What, in your experience, is the best and the worst
thing about being a Polish migrant living in England?”” and informed that they had five to ten
minutes to share their experiences. The topic of the experience of migration was selected
because it was deemed relevant to all the participants. Moreover, the phrasing allowed the
participants decide how specific they wanted to be in their answers and what aspect of their

experience they wanted to focus on.

Even though in this part of the session the researcher tried to refrain from speaking as much
as possible, some participants were more willing to speak, while others required prompting,
in which case the researcher provided some encouragement (“Tell me more about it”) or
asked follow up questions. In one or two extreme cases, the format of the task resembled an
unstructured interview, with the participant producing a few sentences and the researcher
asking a follow up question. Even though the differences in the willingness to speak may
have been linked to each participant’s personality, since everyone took part in the study
voluntarily and had been provided with some general information about the study prior to the
session, it seems reasonable to assume that everyone was prepared to share their experiences.
Therefore, it seems that the need for heavy prompting was mainly linked to some
participants’ lower-level of English language proficiency. Indeed, those participants’ speech
was characterised by slow delivery with long pauses, most likely to search for words, and
frequent repetitions. Thus, in order to obtain enough tokens for analysis, a significant amount
of prompting as well as providing extra time were required, which was the main reason why

the duration of the recordings varied from 4.5 minutes to even 15 minutes in one case.

3.5.4.2 The Word List Task
The main focus of this study was to investigate the variability in postvocalic /r/ realisations in
syllable codas in the L2 English of Polish immigrants. While the tasks discussed above were
aimed at investigating the potential external (social) reasons for the increase or decrease in
the frequency rates of rhotic variants and specific /r/ realisations, as well eliciting natural
speech data, the aim of the word list was to elicit data that would enable the researcher to
identify potential internal constraints on variability, i.e. the aspects of the language itself
which contribute to variability of the linguistic form in question (Coupland & Jaworski,
2009), such as phonological context (RQs 1a and 3a). The wordlist comprised 250 items, out

which 22 were foils and the rest were individual words containing a postvocalic /r/.
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Even though the literature on L2 English of Polish migrants is rather scarce, with the
exception of Waniek-Klimczak and Zajac (2017), the body of literature on rhotics in Polish,
American English and Scottish English reviewed in the Literature Review chapter mentions a
wide range of internal constraints on allophonic variability in /r/ realisations. However, many
of those constraints are related to the position of /r/ in the syllable, i.e. intervocalic versus
word-initial (e.g. Delattre and Freeman, 1968; Scobbie et al., 2015). Since the current study
focuses on non-prevocalic /r/ only, the subset of constraints investigated in this study is

relatively small.

Overall, the stimuli for the wordlist were selected to account for the following factors:

. lexical stress, i.e. stressed and unstressed syllables;

. syllable structure, i.e. open and closed syllables;

. the quality of the preceding vowel;

. the following consonant, i.e. place of articulation and the number of

consonants in the coda following the /r/, i.e. one consonant or a two-
consonant cluster;

. priming, i.e. the presence of a preceding pre-vocalic and postvocalic /r/.

To account for the various combinations of these factors, words containing a postvocalic /r/
were selected for every of the following categories: /r/ in stressed, open syllables; /r/ in
unstressed, open syllables; /r/ in stressed, closed syllables and /r/ in unstressed, closed
syllables. Within each category, the impact of various vowel and consonantal segments was
also tested. To investigate /r/ priming effects, whenever feasible, the categories listed above
were extended to include the potential impact of a preceding pre-vocalic and post-vocalic /r/.

Lexical frequency of items was also controlled for. According to Flege (2012), who
investigated Japanese speakers’ perception of English segments /I/ and /r/, speakers’
perception of L2 segments can be significantly influenced by word familiarity. He also claims
that input has plays a crucial role in affecting the native-likeness of L2 speakers’ segmental
production (Flege, 2012). However, since it would have been extremely difficult to
objectively measure participants’ exposure to and familiarity with every lexical item on the
word list, a decision was made to include lexical frequency of every item as provided by the
British National Corpus on the premise that the more frequent a given lexical item is, the
more likely it is that the participants would have been exposed to it and therefore would be
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more familiar with it. Since the study focuses on spoken English, the spoken restriction

option was used for looking up the frequency of items.

The following sections contain a more detailed description of the word list compilation

process and of the tokens used.

3.54.21 Stressed, Open Syllables ('V(r) and 'CV(r))
This category comprised one-syllable words with no onset and no coda (Vr), as well items
with an onset (CVr). All permissible phonological contexts were identified; for each context,
items were looked up using the sound search option in the digital version of the Longman
Pronunciation Dictionary (Wells, 2008). Once each item’s lexical frequency had been

checked, the highest frequency items were retained.

When referring to vowels, this thesis frequently employs Wells’ Standard Lexical Sets
(1982), i.e. keywords representing a group of words with the same vowel sound. The vowels
represented by the tokens included the monophthongs /3:/ (NURSE), /a:/ (START), and /2:/
(NORTH/FORCE) as well as the diphthongs /ea/ (SQUARE) and /12 / (NEAR). The CURE
words (e.g. “pure”, “poor”, “sure”) were discarded due to the increasingly popular
phenomenon of cure lowering, i.e. pronouncing words from the CURE lexical set with the
same vowel as in FORCE (Hannisdal, 2010). Although, according to her, the /ua/ diphthong
is still preferred before prevocalic /r/ (e.g. “tourist”), the more common realisation for post-
vocalic /r/ in GB is FORCE (Hannisdal, 2010). Therefore, CURE words were not included in

the word list.

Although NEAR words were included, some of the high frequency words had to be discarded
and replaced with lower frequency words due to widespread variation in how the vowel is
realised; for example, “year” /jro/ was discarded due its alternative pronunciation as /j3:/
(Wells, 2008). Words with triphthongs were not included either, as in native speech these are

likely affected by smoothing, resulting in a diphthongal pronunciation.

Due to the relatively low number of Vr words in English, only one token per context was
selected. For CVr words, three items per context were selected to account for lexical effects,
i.e. lexical information influencing phoneme choices. In order to obtain a wide range of
stimuli, CVr items differed in terms of the place of articulation of the consonants in the onset,
which fell into one of the following categories: bilabial and labio-dental (A); dental, alveolar,

post-alveolar and palatal (B); velar and glottal (C); labial-velar (D).
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Where it was not possible to find any high frequency CVr words, CCVr items were used; for
example, “star” was used instead of the lower frequency “tar”. Lexical items which were less
frequent than 1 occurrence per million words were discarded, with the exception of “blur”.
Where possible, high frequency content words were prioritised over function words in order

to ensure that citation forms rather than connected speech forms were elicited.

3.5.4.2.2 Unstressed, Open Syllables (CV(r))
Items in this category consisted of two-syllable CVr words stressed on the first syllable.
However, it was not possible to find high frequency two-syllable words for every vowel
included in the previous category. Therefore, a decision was made to only include lettER

words, since most common vowel in unstressed syllable rhymes is /a/.

Since lettER words are relatively common, the spoken corpora of the British national Corpus
were used to generate frequency lists based on the spelling of the suffix, e.g. <-ter> to elicit
/ta(r)/ and the highest frequency items were then selected. Again, in order to obtain more
varied stimuli, items differed in terms of the place of articulation of the consonants in the
syllable onset. To account for lexical effects, three items per context were selected. Words
with /r/ (pre or post-vocalic) in the preceding syllable were included in a separate category.

3.5.4.2.3 Stressed, Closed Syllables ('CV(r)C)
The category comprised one s-syllable CVrC words. The vowels again included /3:/
(NURSE), /a:/ (START), /o:/ (NORTH/FORCE), /ea/ (SQUARE) and /1o/ (NEAR). The
consonants in the coda fell into one of the following categories: bilabial and labio-dental (A);
dental, alveolar, post-alveolar and palatal (B); velar (C); labial-velar (D). The categories were
based on the premise that since both Polish /r/ and most English realisations (post-alveolar
approximant as well as retroflex approximant) involve tongue tip-gestures, environments
with a following coronal consonant (B), i.e. one produced with the tip or the blade of the
tongue, may be more conducive to a rhotic realisation than those not involving lingual

articulations (A) or those involving the back of the tongue (C).

Where possible, words which presented potential challenge to Polish L1 speakers in terms of
their pronunciation, e.g. due to their similarity to Polish lexical items which may have lead to
transfer from Polish, or because of their complex spelling, were also discarded in favour of
lower frequency, but less potentially problematic tokens. Those challenging” items were
identified based on the researcher’s considerable experience of teaching English

pronunciation to Polish learners of English. For example, many Polish speakers of English
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pronounce “worse” with a vowel that is closer to /o:/ or /v/ than /3:/, which is why, in order to

elicit /3:(r)/, “worse” was discarded in favour of “nurse”.

35.4.24 Unstressed, Closed Syllables (CV(r)C)
Similarly to the “unstressed, open syllables” category, this category comprised two syllable
words with the first syllable stressed. The same procedure for finding tokens was followed.
However, since it was not possible to identify high frequency lettER words for all the
phonetic contexts, a decision was made to also include words with /3:/ in addition to those
with /a/. This was due to the fact that in GB the two vowels are very close to each other in
terms of quality (John Christopher Wells, 1982) or indeed identical (Lindsey, 2012a). Again,

the consonants n the coda belonged to one of the categories discussed above.

3.54.25 Priming
In order to account for the potential effects of a preceding /r/, the category comprised words
with the non-prevocalic /r/ preceded by a prevocalic /r/ in a number of contexts, which are
discussed below. it is important to point out that the position of the word-internal pre-vocalic
Ir/ is a somewhat controversial issue in phonology; for example, in the Longman
Pronunciation Dictionary it is analysed as a part of the coda of the previous syllable (Wells,
2008), while according to the Maximal Onset Principle (Selkirk, 2020), it belongs in the
onset of the unstressed syllable. Although those theoretical considerations do not seem to
bear any direct implications for this study, for the sake of consistency, this study will follow

the Maximal Onset Principle. The following contexts containing a priming /r/ were included:

. open, stressed syllables, with the preceding prevocalic /r/ in the onset of
the same syllable: ('tV(r)): only three lexical items with that structure were
1dentified: “rare, rear, roar”;

. closed, stressed syllables, with the preceding prevocalic /r/ in the onset of
the same syllable ('rV(r)C): only four lexical items with that structure
were identified: “rears, reared, roars, roared”;

. open, unstressed syllables, with the preceding prevocalic /r/ in the onset of
the same syllable ('VrV(r)). As in other items with non-prevocalic /r/ in
unstressed syllables, all the stimuli contained the lettER vowel; however,
in order to obtain a wider range of items, all r-liaison vowels except for

CURE were used in the initial syllable of two-syllable words, .e.g
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“nearer”, “stirrer”, as well as another lettER vowel in the penultimate
syllable of multi-syllable word, ¢.g. “lecturer”;

closed, unstressed syllables, with the preceding prevocalic /r/ in the onset
of the same syllable ('VrV(r)C). The words used were identical as in the
preceding category, with the only difference of an added consonantal
segment in the syllable onset. Since all the words in this category were
nouns, the only way to obtain unstressed closed syllables with the V(r)C
was adding the segment /s/, resulting in plural forms, for example
“explorers” or “lecturers”;

open, stressed syllables, with the preceding prevocalic /r/ in the onset of
the preceding syllable onset (rV'CV(r)). Stimuli to represent all the /1/-
liaison vowels were identified, with the exception of /a:/, as no lexical
items could be found with that vowel. Moreover, due to the limited
number of words with this particular structure, only one item was found
for /es/ (“repair”), and only two items were found for /1o/ (“revere” and
“rehear”) and /3:/ (“refer”, “recur”). Three items represented /o:/
(“rapport”, “rebore” and “restore”);

closed, stressed syllables, with the preceding prevocalic /r/ in the onset of
the preceding syllable (rV'CV(r)C). The category comprised items for all
the r-liaison vowels. An attempt was made to provide a wider range of
stimuli by including items with consonants in the onset of the second
syllable representing the four categories (A, B, C, D) for different places
of articulation discussed above. However, this was not always possible; as
a result, often fewer than three items per context were employed.

open, unstressed syllables, with the preceding prevocalic /r/ in the onset of
the preceding syllable (‘'rVCV(r)). All the items contained the vowels /a/
or /3:/ (see above). In order to provide a wider range of stimuli, the
consonants in the onset of the second syllable represented the three
categories (A, B, C, D) for different places of articulation. Three tokens
per context were included;

closed, unstressed syllables, with the preceding prevocalic /r/ in the onset
of the preceding syllable ('rVCVrC). All items contained either the vowel

/ol or /3:/; different consonants in the onset of the stressed syllable were
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employed (A, B, C) to provide a wider range of stimuli. However, it was
not possible to provide three times per category, resulting in six items on
total: “reverb”, “ringworm”, “Robert”, “Richard”, “rivers” and

“roadwork”.

The category also included items with a preceding postvocalic /r/. This was in order to test if
a constrictive realisation of the preceding /r/, i.e. a rhotic production of the word, would be a
predictor of a constrictive /r/ in the second syllable. In order to reduce length of the word list,
only two contexts were used, which included open and closed, unstressed syllables; with the
preceding prevocalic /r/ in the coda of the preceding syllable ('V(r)CV(r) and ('V(r)CV(r)C).
All unstressed syllables contained the vowel /o/ and the consonants in the onset belonged to

%9 ¢

the different PoA categories, e.g. “server”, “servers” (A) or “porker”, “forkers” (C).

Apart from all the categories described above, the list included three stimuli with word-

9% ¢¢

internal /t/: “thawing”, “drawing” and “withdrawal”.

All the tokens were randomised using an Excel formula to produce five different versions of
the word list, so that no more than five or six participants were presented with the same order
of items. The reasons behind this were to minimise any potential priming/coarticulatory
effects from other tokens as well as to account for the potential effects of participant fatigue,
which typically occurs when participants' motivation and attention decrease in the later stages
of a task (Lavrakas, 2008). Considering the significant length of the word list employed in
this study, different versions were used to prevent participant fatigue from affecting the

quality of the data.

The participants were instructed to read out the word list at a fairly natural speed, but making
sure to produce a pause between every item on the list in order to avoid any coarticulation

and connected speech effects between items.

3.5.4.3 Reading Passage
From the items compiled for word list one or two words were selected for every phonetic
context and incorporated into a reading passage, which was a short story written by the
researcher. The objective was to investigate for any stylistic shifts (Labov, 1972) between the
word list and the reading passage. The participants were asked to read out the short story at a
normal pace as if reading out to a child. However, the task turned to be challenging, with

many participants struggling to read out loud, which resulted in numerous pauses, high rates
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of repetitions and, crucially, high number of mispronounced words. This could perhaps be
explained by the challenging nature of reading out and the additional pressure of doing that in
L2. However, it could also be argued that the high frequency of errors and a clear reduction
in fluency were caused by some participants’ relatively low familiarity with vocabulary and
syntactic structures present in the text. As a result, data obtained from the reading passage

task were not included in the final analysis.
3.6 Preliminary Analysis and Coding
3.6.1 Linguistic Data

3.6.1.1  Free speech — Level of English
Free speech recordings were used to determine the participants’ level of English. This
standard employed was the International English Language Testing System (IELTS)
framework, which consists of nine “bands” corresponding to the following proficiency levels:
“non-user”, “intermittent user”, “extremely limited user”, “limited user”, “modest user”,
“competent user”, “good user”, “very good user” and “expert user”. This particular
assessment framework was selected for several reasons: not only is it commonly employed as
means of testing English language proficiency for migration, work and study (IELTS), but it
is also highly standardised, with widely available, clearly defined sets of assessment criteria.
Moreover, it was hoped that with quality control procedures as well as regular training and
monitoring of IELTS examiners (IELTS, 2019), employing examiners actively working

within the system would result in higher consistency of scores between the two assessors.

High-quality mp3 files with the recordings of the English-language part of the interview were
sent via email to two active IELTS examiners who had professional experience as teachers
and examiners at the International Study and Language Institute at the University of Reading
as well as the local IELTS examination centre. The recordings were assessed independently,
and marks were awarded according to IELTS speaking descriptors in three categories:

Fluency and Coherence, Lexical Resource, Grammatical Range and Accuracy.

The marks awarded in each category by the two assessors were compared for every
participant; where they differed by more than one band, which was the case for three
participants, a third IELTS examiner was consulted to act as a moderator (for that particular

skill). Using those marks, an average overall grade was calculated for every participant.
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Finally, an overall band score was calculated. The resulting grades were subsequently used

for statistical analysis.

It is important to point out that the Pronunciation criterion, which is normally a constituent of
IELTS grades, was not included in the overall grade, as one of the purposes of obtaining
IELTS grades was to examine the relationship between the speakers’ level of English and

their pronunciation.

3.6.1.2  Free Speech Transcription
Before the transcription process, all free speech recordings, which had been recorded in the
“.wav” format, were checked and edited in Audacity (2018) in order to facilitate the
transcription process. A few of the longer recordings were trimmed down to the maximum of
eight minutes. Apart from that, editing was kept to the minimum and was typically limited to
removing the very final part of the recording, which was the interviewer thanking the
participant, and which was not redundant for further analysis, or removing noises at the
beginning or end of each recording. In some cases where it was necessary for the researcher
to repeat follow-up questions, which was usually due to the participants’ lower proficiency in
English, those repetitions were removed from the recording in to reduce the size of the files

and speed up transcription process.

All free speech recordings were transcribed orthographically using Microsoft Word and
Audacity (2018) by two transcribers: a native speaker of English and the researcher, a native
speaker of Polish. The first transcriber focused on content only, while the second corrected
and completed the transcriptions, also indicating pauses and instances of non-verbal
communication. Any proper names that could potentially reveal the participants’ identity

were not included in the transcriptions but transcribed as “XXX”.

As indicating boundaries of individual Intonational Phrases would have been challenging and
beyond the remit of this study, a decision was made to only indicate pauses. For the purposes
of this study, no distinction was made between within- and end-of-sentence pauses. A pause
was regarded as a gap in speech production, either silent or filled by an audible breath or
noises such as throat clearing. Filled pauses were indicated as “um” regardless of their actual
quality. While by no means perfect, this approach was deemed sufficient to indicate instances

where connected speech phenomena, such as intrusive /r/, could be expected.

The following transcription key was used for all free speech transcriptions:
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e | —Interviewer

e P —Participant

e **<> ogverlapping speech/interruptions
e () unintelligible

e [] nonverbal communication

e - false start/incomplete word

e ... Dpauses

e “”aquotation

e um filled pauses

e :syllable/sound lengthening
All transcriptions are available in Appendix II.

One issue that emerged during the transcription process was how to approach contracted
forms of “to be”, as in the researcher’s experience, in Polish-accented English, forms such as
“you're”, “we’re”, “they're” are sometimes homophonous with “you”, “we” and “they”
respectively. Among all the participants, even some of those with higher levels of proficiency
in English produced clauses such as “they saying” instead of “they’re saying”, or “you
talking” instead of “you are talking”. These could be obviously interpreted as purely
grammatical errors; an omission of the auxiliary verb “to be”. However, an alternative
explanation is that these productions were the result of imperfect acquisition of the centring
diphthongs /1a/, /val, and /eal, or indeed a lack thereof. From that perspective, these
realisations could simply be an attempt on the speakers’ part to produce a non-rhotic form of
the contraction in question, which in their accent simply happen to be homophonous with
subject pronouns; for example, both “we” and “we’re” realised as [wi'] or [wi:]. This
explanation is further supported by the fact that some of the participants who produced such
forms demonstrated relatively high grammatical accuracy otherwise. Nevertheless, since it
was not possible to determine the rationale why the participants produced forms which both
transcribers recognised as, for example, “we talking”, all such forms were transcribed as
heard, i.e. without the auxiliary verb. A possible impact of that decision is that the ratio of
rhotic versus non-rhotic realisations might be skewed in favour of the latter, as by
interpreting what might essentially be non-rhotic variants as grammatical errors eliminated

them those tokens from further analysis. However, it was felt that this interpreting every
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instance of, for example, “we talking” as “we’re talking” would have been even more

difficult to justify.

3.6.1.3  Preparing Speech Data for Auditory Analysis
Once all the transcriptions had been completed, all tokens of interest, i.e. words with
postvocalic /r/, were identified using the search option in Microsoft Word and highlighted.
For each individual participant, a table was created in Microsoft Excel and all highlighted
tokens were transferred onto the tables along with each token’s immediate context, i.e. both
the preceding and the following word. All the resulting word lists were checked against the
recordings played back in Audacity (2018), and every individual item’s timing was indicated
in the minutes/seconds/milliseconds format. In addition, all tokens containing a word-final
postvocalic /r/ were coded either as pre-pausal, pre-consonantal, pre-vocalic, or preceding a

word-initial /r/:

1 = pre-pausal,

2 = pre-consonantal;

3 = pre-vocalic;

4 = preceding a word-initial /r/.

All category four words were rejected from further analysis, as in most cases it was not
possible to determine whether the /r/ pronounced at the end of the word should be treated as
the token-final segment or simply the initial segment in the following word. Category three

words were included in order to investigate the frequency of intrusive /r/ use.

Words which are not a part of the English language, but were made up by participants, were
excluded from further analysis. Quotations were not included in further analysis, unless the
participants were quoting themselves. The reason for this was that when quoting others, many
participants parts were trying to imitate their accents, including perhaps /r/ realisations or
distribution, which meant that those stretches were not representative of their “normal”
accent. Tokens which had been marked as “trailing off” were also rejected from further
analysis, as words in those were often incomplete. If a word was surrounded or followed by a

stretch of unintelligible speech, it was also rejected from further analysis.

In addition, both for word list tokens as well for the tokens extracted from free speech
recordings, the following approach was adopted: in the case of false starts involving

repetitions of a word, only the final production was selected. If a participant mispronounced
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a word, and then self-corrected, only the "correct™ production was selected. If there was self-
correction from the “correct” variant to an incorrect one, only the “correct” production was
included for further analysis. If a participant got self-conscious about a word he had managed
to pronounced correctly, although perhaps carefully or in a hesitant manner, and repeated the

word, only the most natural-sounding, the most confident production was selected.

3.6.1.4  Auditory Analysis
Once all the tokens had been extracted, they were subject to auditory analysis by the
researcher. The procedure was the same for the free speech data and the word list data: audio
recordings were played back using Audacity (2018) through a pair of Philips Fidelio M1
headphones connected to a Line 6 UX1 audio interface. Each token was played back three
times and assigned to one of the categories presented below. If it was not possible to make a
relatively confident decision on what category a token belonged to after three consecutive
plays, the syllable containing the relevant segment was played back in isolation three more

times, which was followed by three more playbacks of the whole word.

As often practised in similar studies, for example Sharma (2011), in order to check the
reliability of the auditory analysis, 20% of word-list as well as free-speech data were blindly
coded by an inter-rater, a phonetically-trained native speaker of English with years of
expertise in teaching English pronunciation to speakers of other languages and a fluent

command of Polish, who followed the same procedure outlined above.

3.6.14.1 The Categories for Auditory Analysis
The categories devised for the pilot study were based on the perceived “strength of rhoticity”
and were inspired by Heselwood et al. (2010), whose study investigated listener sensitivity to
the allophonic variation in approximant /r/ realisations. In order to assess the “strength of

rhoticity”, Heselwood et al. (2010, p. 332) employed the following rating scale:
5 = strongly rhotic, e.g. [1];
4 = moderately rhotic, e.g. [1];
3 = weakly rhotic, e.g. [1];
2 = schwa-type offglide, e.g. [€2];

1 = shorter, less prominent offglide, e.g. [3];
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0 = absorption by preceding vowel into a monophthong, e.g. [3:].
Based on this, the following categories were used in the pilot study:

0 = non-rhotic

1 = weakly rhotic

2 = moderately and strongly rhotic

3 =rhotic, Polish-sounding: lenited taps

4 = rhotic, “stereotypically” Polish-sounding: taps and trills

However, during the pilot data coding stage it became apparent that categories based on
perceived “strength of rhoticity” were problematic for the purposes of this study for a number
of reasons. Firstly, the very concept of “the strength of rhoticity” turned out rather hard to
operationalise. While Heselwood et al. (2010) demonstrated that listeners with phonetic
training had a relatively high level of agreement on the impression of strength of rhotic
tokens, their scale seemed to equate perceived strength of rhoticity with the nature of the
constriction along the palatal vault only, and not taking into consideration other articulatory
characteristics, such as e.g. labialisation or narrowing in the pharynx, which are employed by
many English speakers, and which also contribute to the perception of “rhoticity”. For
example, Delattre and Freeman (1968) pointed out that experiments with an electronic
analogue of the mouth revealed that the “auditory impression” of the American English /r/
was enhanced when the constriction along the palato-velar vault was accompanied by another
constriction in the pharynx (see Literature Review, section 2.2.3.3.1). Therefore, it was felt
that a scale based on the “strength of rhoticity” as adapted from Heselwood et al. (2010) did
not account for the complexity of the phenomenon that is the perception of rhoticity. While it
used the different tongue positions on the degree of retroflection scale for its defining points,
it did not take into account other articulatory properties of the stimuli, i.e. what articulatory

configurations the impressionistic criteria employed actually corresponded to.

Another reason why a scale based on the perceived strength of rhoticity was problematic was
that, as the pilot study demonstrated, without clear articulation-based reference points, the
researcher’s perception of strength was clearly influenced by the context in which the tokens
occurred. For example, if several tokens in a sequence were perceived as strongly rhotic (2),

the perception of the following, moderately rhotic token (also 2) was affected by the contrast
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between the two realisations, with the latter token being classified as weakly rhotic (1) rather

than moderately rhotic (2). As a result, the distinction categories 1 (“weakly rhotic”) and 2

(“moderately and strongly rhotic”) was almost arbitrary and heavily affected by the quality of

the surrounding tokens, which clearly affected internal consistency of the analysis.

It is for those reasons that the coding categories were amended for the main study and clearly

based on articulatory descriptors. While it needs to be acknowledge that auditory analysis, i.e.

one based on speech perception, cannot fully account for the actual articulation process, it

was felt that referring to articulatory configurations provided more reliable reference points

that the more abstract labels related to “strength of rhoticity”. The following categories were

employed in the main study:

1.

Ir/=@. This category comprised all tokens with no constrictive /r/ variants, where the
postvocalic /r/ was simply absorbed into the preceding vowel; a distribution pattern
which is characteristic of GB;

offglides, r-coloured vowels and approximants. This category comprised offglides
which occurred not as part of centring diphthongs, as in for example /ea/, as these
were included in the previous category, but where a schwa-like sound followed a
“steady-state” vowel, for example /o:/. The approximants included in this category
were either post-alveolar, retroflex or bunched /r/ realisations typically associated
with GB, GA, or other popular “native” varieties of English, albeit, in the case of GB,
approximant realisations are employed for prevocalic /r/ only. Other “non-standard”
approximants, for example labial, labiodental or velar ones, were not included in this
category;

flaps, taps, and “missed” taps. Alongside flaps, the category comprised tokens with
clearly-articulated taps with strong closures; taps with weak closures, often followed
by friction and “missed”, i.e. lenited taps which often occur in Polish (Jaworski &
Gillian, 2011) and are either short fricatives or approximants;

trills and lenited trills. The category comprised trills as trilled fricatives, which are
stereotypically associated with Polish despite being “extremely uncommon” in this
language (Stolarski, 2015);

other. This category comprised realisations not associated with either the participants’
L1 or L2; in other words, variants which could not be explained by linguistic transfer
from L1 and which employed articulatory configurations different from those

normally employed in L2, for example, velar approximants or fricatives.
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The table below summarises all the categories employed for coding the speech data.

Table 2

Categories Employed for Auditory Analysis

L2 (English)
L2-like distribution L1-like distribution L1-like distribution
L2-like variants L2-like variants L1-like variants
non-rhotic other
offglides, r-coloured .
g ! taps and "missed"
[r/=0 vowels,
. taps

approximants

3.6.14.2 Approach and Challenges to Auditory Analysis
The first issue was related to vowel quality. Since the precise phonetic quality of the vowel
preceding the /r/ investigated was not within the remit of this study, a great deal of variability

in vowel realisations was allowed both in free speech as well as word list tokens.

For free speech tokens, the actual quality of vowel was ignored as long as the structure of the
syllable remained intact, i.e. the word-final /r/ in a given lexical item remained final.
However, since the purpose of the word list was to elicit /r/ in different environments in order
investigate the influence of neighbouring segments on non-prevocalic /r/ realisations, tokens
in the word list were subject to stricter restrictions. Tokens with mispronounced vowels were

marked as such and excluded from further analysis of internal constraints.

L1-accented vowels were not labelled as “mispronounced” as long as the word was still
deemed recognisable, i.e. the deviations from the “standard” form could be regarded as non-
contrastive; for example, for <work>, pronunciations such as [ws:k], [w3K], [w3K], [w3k],
[wg k], [wek], [wek] were all accepted, but if a token bore more resemblance to the

NORTH/FORCE [wo:k] or the LOT set [wpk], it was labelled as “mispronounced vowel”.

For lettER words, the exact phonetic quality was not considered important as long as the
vowel produced was somewhat reduced, i.e. the speaker did not clearly follow the
orthographic pronunciation. For example, “transferor” with the last vowel pronounced as, for
example, [3] or [9] rather than a schwa-like vowel was also labelled as “mispronounced

vowel”.

The second issue was related to mispronounced tokens. Since free speech tokens were not

analysed in terms the impact of neighbouring segments on the postvocalic /r/, but simply used
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to calculate an /r/-fullness index for each speaker, pronunciation “errors” such as
mispronounced/elided segments or incorrect lexical stress placement were ignored. Only non-

words were excluded from the final analysis.

With word list tokens the approach was again different, in that tokens were labelled as
“mispronounced” and excluded from further analysis if they were affected by any or a

combination of the following:

o misplaced lexical stress, e.g. /'pkea/ instead of /a'kea/ (“occur”);

o missing segment(s) in syllable codas, e.g. /ka:/ instead of /ka:d/
“card”);

. extra segment(s) in syllable codas, e.g. /ka:d/ instead of /ka:/
(“car”);

o changed place of articulation of segments in syllable codas, so that

the coda produced belonged to a different category, e.g. a velar
consonant (C) instead of bilabial one (A);

o changed order of segments, e.g. “catered” pronounced as [ 'kertrod]
rather than [ 'kerta-d] or [ 'kertod];

o mispronunciation or omission of the preceding /r/, which was
significant for investigating the effects of priming, e.g. “rear”
pronounced as [lia] instead of [119];

. potential liaison/coarticulation effects from the following token on
the list, which was the case if the subject had failed to pause

between individual wordlist items as requested.

Another difficulty encountered at the stage of auditory analysis concerned dealing with “non-
canonical” realisations, i.e. those which did not easily fit within the pre-defined categories.
Although it is clear that no two phones are ever identical, some speakers displayed relatively
low levels of variability and consistently employed two or three allophones, which could be
relatively easily categorised, for example /r/= @, [1] and [1], while others displayed high
levels of variability, employing a wide range of relatively idiosyncratic realisations that could
not always be easily classified through impressionistic or even acoustic analysis, without

resorting to ultrasound imaging (UTI) or magnetic resonance imaging (MRI).
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One such difficulty concerned the distinction between genuine, “intended” approximants,
which were assigned to category two, and the type of lenited taps (category three) effectively
realised as approximants. However, it was decided that length could be employed as a
sufficient criterion to distinguishing between the two variants. Lenited taps, being the result
of articulatory undershoot, are characterised by a short constriction phase of about 30 - 40 ms
resulting from the brevity of the apical gesture (see section 2.2.2.2), which is why it was
expected that the duration of the “missed” taps, as they occur in Polish, would be
significantly shorter than the duration of “true” approximant, as characteristic of English,
which indeed seemed to be case. An example of such a “missed tap”, as pronounced by

P22SJ in the final position of the word “lurker”, is shown in Figure 10.

Figure 10

A Waveform/Spectrogram of the Word “Lurker”
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Note. The word "lurker" as pronounced by P22SJ during the WL task. The word-final /r/ is realised as a lenited tap
with a duration of the closure phase (indicated) of about 29 ms.

As presented in the spectrogram (Figure 10), the word-final /r/ is not characterised by a
complete closure typical of taps: acoustic energy is only briefly weakened by the apical
gesture. However, due to its short duration typical of a tap, i.e. about 29 milliseconds,

formants are stable throughout the segment: the variant lacks the typical F3 lowering
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characteristic of English approximant /r/, which corresponds with Jaworski’s (2010)

observations (see section 2.2.4.1.3 for details).

Such variants were impressionistically difficult to distinguish from fully articulated taps
(ones with strong closures), which is why no attempt was made to make this distinction;
instead, category three comprised both taps and lenited taps, which allowed for coding

consistency.

However, several participants seemed to produce “intermediate” variants, with duration
impressionistically shorter than that of English approximants, and yet longer than that of
Polish taps, which led to the question of how such realisations should be categorised. An
example of such “intermediate” realisations is presented in Figure 10, where the first /r/ in the
word “lurker” is realised as an approximant which is only marginally longer than a canonical
tap, has the duration of about 50 milliseconds Another example is demonstrated in the
spectrogram in Figure 11, where the /r/ segment in the word “modern” has a similar duration

of 50-60 milliseconds.

Figure 11

A Waveform/Spectrogram of the Word “Modern”
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Note. The word "modern”, as pronounced by PO4BK during the Word List task. The /r/ segment was labelled as
"intermediate”, with a visible dip in F3 characteristic of English [1], yet the relatively short duration of about 50 ms.



Since the duration of such variants seemed to fall in between taps and approximants, it was
difficult to evaluate it perceptually; in addition, raters’ judgements were also somewhat
influenced by the quality and length of preceding or following tokens. Therefore, considering
the limitations of auditory analysis, any token perceived as an “intermediate” variant, i.e. one
difficult to classify as a tap or an approximant, was assigned to the “Polish-like” category, i.e.

category three for the sake of consistency.

Yet another difficulty in categorisation concerned approximants realised with friction. These
were produced by several participants mainly in the word-initial position, in tokens included
to test for priming effects, such as “rear” or “ringworm”. Due to labialisation (See Literature
Review, section 2.2.3.3.1), friction accompanying word-initial /r/ is not uncommon in native
speech, so it could be assumed that such realisations belonged with other English-like
variants. Moreover, since investigating /r/ in the word-initial position was not within the
remit of this study, categorising those realisations would not have been of immediate
concern; however, approximant-like realisations followed by friction were also found in

syllable codas.

Again, the issue here was whether those realisation should be categorised as English-like
approximants despite the friction (category two), or as Polish-like sounds (category three). If
the duration of those segments was perceptually short, they could be regarded as lenited taps
and assigned to the relevant category (category three). Especially in closed syllables, in
words like “letters”, the frication in the /r/ could be explained by coarticulatory effects; if the
Ir/ was realised as a “missed tap” with frication, this could have been due to the anticipatory
effects of the following fricative /s/. However, if the perceived duration of /r/ was more
consistent with English approximants, and yet it was accompanied by clear friction, then the
that issue arose was whether this sound was to be coded as L2-like (English-like) or L1-like
(Polish-like). Ultimately, a decision was made to classify those variants, together with lenited
taps, as Polish-like variants; this decision was taken on the premise that in GB no friction

would typically occur in this context (Shockey, 2008).

3.6.1.5  Acoustic Analysis
Once auditory analysis had been completed, 10% of all speech data, both word-list and free-
speech tokens, were subjected to visual inspection of sound wave images and spectrographic
images using Praat (Boersma, 2001), which is a specialised, free programme for phonetic

analysis. Ten percent of tokens for every participant were randomly selected using an Excel
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formula. If any of the randomly-selected word list tokens had been labelled as
“mispronounced” during auditory analysis, the following token was used for acoustic analysis

instead; if there were no following tokens, a preceding token was selected instead.

Sound files in high-quality “.wav” format were imported into Praat using the “Open long
sound file” option and the randomly selected tokens were located and displayed as a sound
wave image as well as a spectrogram. Each spectrogram was inspected visually, and a
tentative decision was made regarding manner of articulation. Each token was then played
back 3 times with the researcher inspecting the visual representations, and finally a decision
was made regarding the category each token was to be assigned to. The categories employed
were the same as the ones used for auditory analysis (see section 3.6.1.4.1). Using the
Microsoft Windows Snipping Tool, a screenshot of each spectrogram was taken. For free
speech spectrograms, roughly one preceding and one following segment was included in the
capture. Due to space limitations, spectrograms of data analysed in this study have not been
included in the Appendices section; however, the whole set of spectrograms can be made

available on request.

It is important to point out that the purpose of acoustic analysis was to crosscheck and
validate the classification of tokens conducted through auditory analysis. The aim was not to
pinpoint the exact acoustic correlates of rhoticity for every token displayed as a
spectrographic image, but to establish whether there was anything in spectrograms which
clearly contradicted what had been established in the process of impressionistic analysis. The
main rationale for this was that what is perceived as an impression of rhoticity is the result of
many possible articulatory configurations, where very different articulatory configurations
may have very similar or even the same acoustic correlates (see Literature Review, section
2.2.3.3.4). As a result, it is not possible to establish without any reasonable doubt the exact
manner of place of articulation for a given sound, which also applies to the various
approximant /r/ realisations. Moreover, the situation is further complicated by the fact that
any exact formant measurements would be difficult to interpret, as the quality of the vowels
preceding the postvocalic /r/ under investigation varied significantly not only between
participants, but also within each participant’s repertoire. Finally, the quality of speech data
recordings made acoustic analysis challenging at times, as, to some extent, the high quality of
recordings which might have been possible in an acoustically-treated environment was
sacrificed for the sake of obtaining richer, more authentic speech data, albeit, at least in a few

cases, of noticeably inferior quality. Moreover, the quality of free speech recordings was
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usually inferior to that of word list recordings. This was possibly due to the fact that during
the former the former the participants were often more relaxed and often moved more,
usually away from the recorder, which resulted in higher ratios of noise to signal, making the
spectrograms more difficult to read. It is for those reasons that a decision was made to treat

acoustic analysis as a tool ancillary to auditory analysis rather than an independent tool.

As mentioned in the literature review, the most universally accepted correlate of rhoticity for
English approximants is the lowering of F3 (Espy-Wilson, 2004; Espy-Wilson et al., 2000;
Ladefoged, 2003; Ladefoged & Disner, 2012) or the proximity of and F3 (Foulkes &
Docherty, 2001; Lindau, 1985; Lindsey, 2012b). Both of these were used as clues to confirm
the impression of rhoticity. Many participants produced variants which were relatively weak
impressionistically, sometimes displaying only a “hint” of /r/-colouring, which were difficult
to categorise using only auditory analysis. It is in those cases that acoustic analysis was
particularly useful, as the presence of a dip in F3, or lack thereof, helped to verify the results

of auditory analysis.

However, it was expected that different speakers would employ different articulatory
strategies for /r/, which would result in different acoustic correlates of rhoticity, while having
diverse speakers would result in different formant values; therefore rather than focus solely
on F3 or look for specific formant values, the visual inspection focused more broadly on
observing formant movement. Indeed, in a number of cases a clear impression of rhoticity

was barely reflected in a drop in F3 value, but was accompanied by a very clear dip in F4.
3.6.2 Semi-structured Interview Data Analysis

3.6.2.1  Socio-Economic Status
In order to code the participants’ employment situation and corresponding social status,
categories proposed by National Readership Survey (NRS) were used. NRS is a non-profit,
but commercial British survey which provides estimates on the number and nature of readers
of British newspapers and magazines. The demographic categories proposed by the NRS are
a common tool for classifying and describing social classes e.g. in consumer targeting.
Information on the participants’ employment history and their current job situation obtained
during the semi-structured interview and also provided in the questionnaire was considered,

and a corresponding occupation category (see Table 3) was selected.
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Table 3

Demographic Classifications in the UK and the ABC1 Grades .

Social Grade Social Status Occupation
A upper middle class higher managerial,
administrative or
professional
B middle class intermediate managerial,
administrative or
professional
C1 lower middle class supervisory or clerical,
junior managerial,
administrative or
professional

Cc2 skilled working class skilled manual workers
D working class semi and unskilled manual
workers
E those at lowest level of state pensioners or widows
subsistence (no other earner), casual or

lowest grade workers
For the purposes of statistical analysis in SPSS, each ABC1 grade was assigned a number,

iie.A=1,B=2,C1=3,C2=4,D=5andE =6.

3.6.2.2  Qualitative Data Analysis
Notes taken during the semi-structured interviews were scanned, typed up, checked against
the recordings and completed; the resulting transcriptions were finally translated into English

(by the researcher, who is also a qualified translator).

The method adopted for the analysis of qualitative data was Thematic Analysis (TA) (Braun
& Clarke, 2022; Terry et al., 2017), which is a technique that originated in qualitative
research in the field of psychology, where it is still widely employed. According to Braun and
Clarke (2022), TA can be considered as closer to a “trans-theoretical tool” (p. 1) or a “family
of methods” (p. 5) rather than a distinct methodology, which is why it allows a considerable
degree of flexibility, both in terms of the choice of theoretical framework and research

design.

The specific type of TA employed in this study was reflexive TA, which aims to explore “the
truth or truths of participants’ contextually-situated experiences, perspectives and
behaviours” (p. 14) while embracing the unavoidable subjectivity of data coding and analysis.
In accordance with Braun and Clarke (2022) and Terry et al. (2017), the analysis involved
several sequential, interconnected steps, with a degree of back and forth movement between
the phases, ultimately resulting in a recursive process. The general process was as follows:

having familiarised himself with the dataset through reading and re-reading of the interview
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transcriptions, the researcher took notes on his initial insights. This was followed by the
coding phase: short codes were created in order to label features of the data related to in-
group stereotypes of Polish migrants, beliefs about “native” English, Polish-accented English
and evidence of any metapragmatic discourse regarding /r/; these were indicated in the
dataset using different colours. A list of initial themes, i.e. patterns sharing a central concept
or idea, was then generated through inspecting the codes and collating data. Those themes
were then checked against the coded data and the entire dataset to establish to what extent
they answered the research questions. At this stage, additional themes were developed
through splitting more general themes, while several others were discarded as not relevant to
any of the essay questions. A detailed analysis of each theme was conducted, which involved
establishing the focus and the scope of each theme and a narrative was produced to
contextualise the findings in light of existing literature.

3.6.3 Questionnaire Data Coding
All the participants had completed a paper version of the questionnaire. Completed
questionnaires were scanned and all the answers provided as “ticks” on the scales were then
transferred as numbers onto a Microsoft Excel spreadsheet. All the statements keyed
positively and negatively were identified and coded using green and red respectively. Finally,
following Gardner (2010), answers to the positively-keyed items were scored in the following

way:

Table 4

Scoring of the Positively-Keyed Questionnaire Scales.

Point on the scale Value assigned

‘strongly disagree’ 1

‘moderately disagree’ | 2

‘slightly disagree” 3
‘slightly agree’ 5
‘moderately agree’ 6
‘strongly agree’ 7

The following reverse scoring was applied to negatively-keyed items:
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Table 5

Scoring of the Negatively-Keyed Questionnaire Scales.

Point on the scale Value assigned

‘strongly disagree’ 7

‘moderately disagree’ | 6

‘slightly disagree’ 5
‘slightly agree’ 3
‘moderately agree’ 2
‘strongly agree’ 1

3.6.4 Social Networks and Language Use Data Coding and Analysis
During the final part of the data collection session each participant was asked to name their
contacts and then to provide additional information on each contact, including the domains
they would interact in, the estimated amount of time spent interacting and the language(s)
used for interaction. Following the session, researcher’s notes taken during the interviewed
were scanned and then checked against the recording. The data was then transferred onto an

Excel spreadsheet.

For each participant, the number of named contacts was counted. Since the participants were
not instructed on how many contacts they were supposed to name, but only asked to name the
people they would most regularly interact with in the various domains, some participants
were more diligent than others, and apart from naming individuals, they also named people

“in bulk”; for example, “ten other colleagues who work in my department”.

Taking into account data provided for every contact, the estimated number of hours per week
spent interacting in English and Polish, as well as other languages (where relevant), was
calculated. It is important to point out that the estimated number of hours the participants
reported spending in active interactions with someone was not approached as a genuine
measure of the amount of L2 interaction; instead, it was devised more as a measure of
intensity of engagement with the individuals or groups the participants listed, as well as a
measure of engagement with the language they used to interact with these contacts. For
example, P26NM reported spending more hours actively interacting with his mainly English-
speaking contacts than there are actually hours in a week.
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All the contacts named individually were included in the analysis as separate entries, while
the contacts listed “in bulk” were approached as a group, with their interaction time totalled.
This decision was also taken on the premise that if a participant did not name someone
individually despite explicit instructions to do so, then perhaps the people named “in bulk”

indeed did not play an important role in that person’s social networks.

The numbers were compared and percentages were calculated; this resulted in an “English

Use index”.

3.7 Statistical Analysis
All quantitative data were organised and coded in Microsoft Excel 2007; they were
subsequently imported into IBM SPSS (version 27), where all the statistical tests were

performed.

3.7.1 Interrater Reliability
In order to check the robustness of the established categories and cross-check the results of
auditory analysis, 10% of randomly selected tokens were subjected to acoustic analysis. In

addition, 20% of tokens were blind-coded by a phonetically trained interrater.

In order to determine the agreement between the impressionistic and the acoustically-
informed judgements, as well as the researcher’s judgements, percent agreement ratings were
calculated. Although studies commonly use the Cohen’s kappa (k) to test agreement (Cantor,
1996), k was not suitable for the purpose of this study, since only a randomly-selected subset
of speech data had been subjected to both acoustic analysis and moderation. Such randomly-
selected subsets did not always contain tokens to represent all the /r/ categories each
individual participant employed and which were present in the full data set. For example, if a
participants produced mainly approximants (category two) and non-rhotic variants (category
one) and only a low number of taps (category three), the randomly selected subset of tokens
to calculate agreement was not likely to contain any tokens from the “taps” category.
Therefore, instead of k, percent agreement ratings were calculated using contingency tables
(Crosstabs). A major weakness of this approach is that it does not account for chance
agreement, however, given the discrepancy between the scales employed in both data sets,

percentage agreement was the only option available.

For acoustic analysis judgements, agreement ratings calculated per participant ranged from

74.% to 100%, with mean percent agreement value at 94%. The mean level of agreement
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between the two raters was 80.2%. Although such a result for independent blind coding
seems high enough to support the robustness of the categories employed, it is possible that a
higher value would have been obtained had the two raters used the same audio equipment, i.e.
audio interface and headphones, which, unfortunately, was not possible for practical reasons,
such as working remotely due to Covid restrictions. In addition, although both raters were
phonetically trained and were bilingual in the same languages, i.e. were both fluent in Polish
and English, the first rater’s L1 was Polish, while the second rater’s L1 was British English.
This could have influenced their perceptions of how “English-like” or “Polish-like” the
tokens sounded and thus may have affected the final agreement value. However, the latter
issue could also be interpreted as an advantage, since the relatively high agreement score of
80.2% between two raters with different L1 backgrounds suggests that phonetically trained
listeners’ perception of the categories employed could not be simply attributed to a shared

L1, which indicates that, to a large extent, the results can be replicated.

3.7.2 Main Statistical Analysis

Once auditory, acoustic and interrater judgements had been compared, impressionistic
analysis data was subject to further tests. The statistical analysis in this study consisted of two
main parts with two different observation units: 1) participants and 2) speech tokens. The
former investigated the relationship between the socio-attitudinal and acquisitional factors
and the participants’ non-prevocalic /r/ realisations (RQs 3b, 3c, 4, 4a), while the latter
examined the relationship between phonetic context, i.e. neighbouring segments and stress,
and non-prevocalic /r/ realisations (RQ 1a, 2a, 3a). Since each of those observation units
required different data organisation in SPSS, two separate databases were created to include
all the relevant variables.

3.7.2.1  Observation Unit: Participants
The purpose of the statistical analysis procedures described in this section was to investigate
how the various characteristics of participants, i.e. their social and professional background,

attitudes and L2 acquisitional trajectories, influence their pronunciation of non-prevocalic /r/.

3.7.21.1 Dependent Variables
Dependent variables were calculated based on the tokens elicited in the Word List and Free
Speech tasks. The number of the various /r/ productions (categories 1-5) as well as
mispronounced tokens was counted for each participant’s performance on the Word List task

and the Free Speech task respectively. The percentage of tokens labelled as “mispronounced”

134



through auditory analysis (AA) tokens was calculated for the Word List (WL) tokens (% of
mispr in AAWL) only, as false starts or words mispronounced to the extent that they were no
longer fit for the purposes of this study occurring in the Free Speech (FS) task had been
rejected before the coding stage. For every participant, mispronounced tokens were excluded
from further calculations. Subsequently, the percentage of each category (1-5) was calculated
for both the Word-List (% of 1s in AAWL — % of 5s in AAWL) and the Free-Speech tokens
(% of 1s in AAFS - % of 5s in AAFS) as well as both (% of 1s in AATotal - % of 5s in
AA.Total).

An /r/-fullness index was calculated for every participant based on their Word List tokens
(AAWL), Free Speech tokens (AAFS) and both (AATotal). The index was a mean of each
participant’s realisations; however, realisations coded as belonging to category 5 were not
included, as the category comprised a number of different, often idiosyncratic /r/ realisations,
and as such could not be placed on the “/r/-fullness continuum”, which ranged from non-
rhotic productions to clearly articulated trills, or from L2 (English) - like realisations to
stereotypical L1 (Polish)-like variants. Once those dependent variables had been calculated,
data distribution was checked for normality using the Shapiro-Wilk test (Field, 2013). Table
6 below presents all dependent variables employed in this part of the analysis.

Table 6

Dependent Variables Employed in the Observation Unit: Participants Part of Analysis.

Dependent Variables Description Normal
Distribution
AAWL /r/-fullness in dex  /r/-fullness index calculated on the Yes
basis of Word List tokens
AAFS /r/-fullness index /r/-fullness index calculated on the Yes
basis of Free Speech tokens

AATotal /r/-fullness [r/-fullness index calculated on the Yes

index basis of combined Word List and
Free Speech data sets

% of 1sin AAWL The percentage of category one No
tokens in the Word List data set

% of 2s in AAWL The percentage of category two No
tokens in the Word List data set

% of 3s in AAWL The percentage of category three No
tokens in the Word List data set

% of 4s in AAWL The percentage of category four No
tokens in the Word List data set

% of 5s in AAWL The percentage of category five No
tokens in the Word List data set

% of mispr in AAWL The percentage of mispronounced No
tokens in the Word List data set

% of 1s in AAFS The percentage of category one Yes

tokens in the Free Speech data set
% of 2s in AAFS The percentage of category two Yes
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tokens in the Free Speech data set

% of 3s in AAFS The percentage of category three No
tokens in the Free Speech data set

% of 4s in AAFS The percentage of category four No
tokens in the Free Speech data set

% of 55 in AAFS The percentage of category five No
tokens in the Free Speech data set

% of 1s in AATotal The percentage of category one No

tokens in the combined Word List
and Free Speech data sets
% of 2s in AATotal The percentage of category two No
tokens in the combined Word List
and Free Speech data sets
% of 3s in AATotal The percentage of category three No
tokens in the combined Word List
and Free Speech data sets
% of 4s in AATotal The percentage of category four No
tokens in the combined Word List
and Free Speech data sets
% of 5s in AATotal The percentage of category five No
tokens in the combined Word List
and Free Speech data sets

3.7.21.2 Independent Variables
For each participant, mean value was calculated for each construct employed in the socio-
attitudinal part of the questionnaire developed following Gardner (2010) and Drummond
(2010). These were: Motivation, Integrativeness, Instrumental Orientation to Improve
Pronunciation, Anxiety about Speaking English, Attitudes towards the GB Accent and
Attitudes towards the GA accent. Although it would have been beneficial to identify the
underlying variables using factor analysis and thus perhaps reduce the number of variables in
the model, this was not possible due to the fact that factor analysis requires at least five
participants per questionnaire item (Field, 2013), therefore a minimum of 165 participants,

which was significantly more that was within the scope of this study.

Data distribution for all the variables was check using the Shapiro - Wilk test. Table 7 below

presents all independent variables employed in this part of the analysis.
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Table 7

Independent Variables Employed in the Observation Unit: Participants Part of Analysis

Normal

Independent Variables Description Distrib Variable  Measuremen Collection
ution Type t Method
Free Speech
Average IELTS Recordings,
IELTSFcAver Fluency and Yes  Interval 'ELIOi%rade IELTS
Coherence Grade markers’
grades
Free Speech
Average IELTS Recordings,
IELTSLrAver Lexical Resource No Interval IELTS grade IELTS
(0-9) ,
Grade markers
grades
Free Speech
Average IELTS Recordings,
IELTSGraAver Grammatical Range No Interval IE-TEmeEs IELTS
(0-9) 3
and Accuracy Grade markers
grades
Free Speech
Average IELTS Recordings,
IELTSLoEwoPron Grade not Including Yes Interval IELE’OS_g)rade IELTS
Pronuciation markers’
grades
A measure of Social
engagement in the networks and
ENUselndex English-speaking Yes Interval percentage language use
social networks interview
Age Age No Interval  years (20-40)  questionnaire
Dichoto . .
Gender Gender n/a Mous 0/1 questionnaire
Length of residence no. of months . .
LoRmonths in the UK No Interval (1-21) questionnaire
The highest
qualification received
EducationDegree (Vocational, Matura, n/a Ordinal 0-4 questionnaire
Bachelor’s, Master’s,
PhD)
The country where
. the highest Dichoto . .
EducationPlace qualification was n/a MousS 0/1 questionnaire
awarded (PL/UK)
. Currently pursuing an Dichoto . .
EducationCurrentYN academic degree n/a MOUS 0/1 questionnaire
Demographic questionnaire,
. classification - a . semi-
SocialGradeABC1 measure of socio- n/a Ordinal 1-5 structured
economic status interview
. s English language .
FormalInsggllja(l:;:;)\?:\TEngllshm instruction received n/a D,;;::S;O 0/1 questionnaire
in Poland
Age at the onset of
. . English instruction question i . .
AgeofOnsetofLearningEnglish (at school o No naire years (1-39) questionnaire
elsewhere)
YearsofinstructionPLIt12 (e el =gl No Interval no. of years questionnaire

language instruction
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YearsofinstructionPL1319

YearsofinstructionPLgt19

FormallnstructioninEnglishin
UK

PhoneticTraining

LengthofinstructionUKmonth
S

EstimatedLoEuponArrival

EstimatedLoECurrent

EstimatedLanguageUseOveral
|

EstimatedENUsetoSelf

EstimatedENUseMediaSongL
yrics

EstimatedENUseMediaNews

EstimatedENUseMediaEntert
ainment

EstimatedENUseMediaSocial
Media

WeeksinPLperYear

Plans

QMotivation
QIntegrativeness

received in Poland
until the age of 12
Amount of English
language instruction
received in Poland
between the age of 13
and 19
Amount of English
language instruction
received in Poland
after the age of 19
English language
instruction in the UK
Instruction in English
phonetics/pronunciati
on
Length of English
language instruction
in the UK
Self-assessed English
language level upon
arrival in the UK
Self-assessed current
English language
level
Self-estimated
current English
language in all
domains
Self-estimated
current English
language when
speaking to oneself
Self-estimated
current English
language when
listening to song
lyrics
Self-estimated
current English
language when
listening to the news
Self-estimated
current English
language for other
entertainment
Self-estimated
current English
language on social
media platforms
Average number of
weeks per year spent
in Poland
Future plans
regarding returning to
Poland or remaining
in the UK
Motivation

Integrativeness

No

No

n/a

No

No

n/a

n/a

n/a

Yes

No

No

Yes

Yes

n/a

Yes
Yes

Interval

Interval

Dichoto
mous

Dichoto
mous

Interval

Ordinal

Ordinal

Ordinal

Interval

Interval

Interval

Interval

Interval

Interval

Ordinal

Interval
Interval

no. of years

no. of years

0/1

0/1

no. of months

1-7

1-7

1-5

percentage

percentage

percentage

percentage

percentage

no. of weeks

1-3, 5-7
1-3,5-7

questionnaire

questionnaire

questionnaire

questionnaire/s
emi-structured
interview

questionnaire

questionnaire

questionnaire

questionnaire

questionnaire

questionnaire

questionnaire

questionnaire

questionnaire

no. of weeks

questionnaire

questionnaire
questionnaire
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Instrumental
Qlnstrumental Orm;gsg 0 Yes Interval 1-3, 5-7 questionnaire
Pronunciation

Anxiety about

QAnNXxiety Speaking English Yes Interval 1-3,5-7 questionnaire
QALttGB Attltug%s ;cé\é\;anr:i S Yes Interval 1-3, 5-7 questionnaire
QALttGA Attltug;s :():\é\ganrfj s the Yes Interval 1-3,5-7 questionnaire

Since this study collected data from 26 participants, it was not possible to employ multiple
regressions in this part of analysis, namely participant level factors. Multiple regressions
require the minimum of 50 objects, i.e. participants in this case, as well as 15 more for each
independent variable (Bryman & Cramer, 2004), which was significantly more that was
within the scope of this study. Therefore, Pearson’s correlation coefficient test was used to
measure the strength and direction of association between interval variables with normal
distribution; for ordinal variables or interval variables which did not exhibit normal
distribution, a non-parametric test, Spearman rho correlation coefficient was employed
(Field, 2013). To examine the relationship of dichotomous independent variables and interval
dependen t variables with normal distribution, Student's T test for independent samples was
employed. Mann-Whitney U test was employed for dichotomous independent variables and

dependent variables which did not follow normal distribution.

Since the current study was largely explorative, the model employed for this part of analysis
contained numerous dependent and independent. An important disadvantage of that approach
was that with a 0.05 threshold for significance, that one in 20 tests would produce a
significant result by chance, potentially resulting in false positives. Therefore, following
practice employed e.g. by Dewaele et al. (2016), Bonferroni correction was used to address
the increased chance of Type 1 errors in this part of analysis, which greatly reduced the

number of variables identified as statistically significant in this part of analysis.

3.7.2.2  Observation Unit: Words
The purpose of statistical analysis in this section was to investigate how the various phonetic
features of words, i.e. the stimuli from the Word List, such as stress, preceding vowel quality
or neighbouring consonantal segments, influence the pronunciation of non-prevocalic /r/. In
order to avoid confusion, it is important to clarify that for this part of statistical analysis, the

tem “word” is used to refer to the results for each of the 225 Word List items included.
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3.7.2.2.1 Dependent Variables
Dependent variables for this part of statistical analysis were calculated based on the Word
List Data only, as only those items had been coded for phonetic context, and so could be used
for this kind of analysis. Both tokens which had been coded as mispronounced as well as
those where vowel quality was significantly different from the one that was meant to be

elicited (see Methodology, section 3.6.1.4.2) were rejected from this part of analysis.

The number of dependent variables was also reduced in this part of the analysis. First of all,
the percentage of category five tokens was not included. These idiosyncratic /r/-realisations
were vastly different from each other in terms of articulatory strategies and did not form a
uniform group in terms of shared articulatory characteristics. Therefore, it was felt that the
category was too internally diverse to be influenced as a whole by any of the specific
phonetic context features included as independent variables in this part of analysis. Secondly,
since the percentage of category four tokens was low in the data set, the variable was
recognised as constant, and an error was reported by SPSS. In other words, there was not
enough variance in that variable for SPSS to be able to successfully perform multiple
regression analysis with bootstrapping; therefore, that dependent variable was also removed
from the model. Therefore, backward multiple regression analyses with bootstrapping were
preformed for the following dependent variables: the respective percentage of category one,
two and three tokens in the Word List data (AAWL.1.perc, AAWL.2.perc, AAWL.3.perc).

Table 8

Dependent Variables Employed in the Observation Unit: Words Part of Analysis

Dependent o Normal
) Description o
Variables Distribution
AAWL.1.perc The percentage of category one tokens in the Word List data set Yes
AAWL.2.perc The percentage of category two tokens in the Word List data set Yes
The percentage of category three tokens in the Word List data
AAWL .3.perc No
set
3.7.2.2.2 Independent Variables

All the independent variables in this part of analysis were properties of words elicited on the
Word List task. The complete list of variables employed at this stage of analysis is presented

in Table 9 below.
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Table 9

Independent Variables Employed in the Observation Unit: Words Part of Analysis

. o Normal Variable
Independent Variables Description o Measurement
Distribution Type

The presence of primary ]
STRESSED . n/a dichotomous 0/1
lexical stress

Prec.VOWEL.2 NEAR n/a dichotomous 0/1

Prec.VOWEL.5 NORTH

dichotomous 0/1

The presence of a preceding .
Prec. CONSONANT n/a dichotomous 0-1
consonant (CVr)

The preceding consonant belongs to .
Prec.CON.TYPE.B n/a dichotomous 0/1
category B

The preceding consonant belongs to ]
Prec.CON.TYPE.D n/a dichotomous 0/1
category D

The consonant in the syllable coda
CODA.TYPE.A n/a dichotomous 0/1
belongs to category A

The consonant in the syllable coda )
CODA.TYPE.C n/a dichotomous 0/1
belongs to category C

PRIMING.TOTAL_Pre_and The presence of a preceding <r>,
_Postvoc either pre- or postvocalic

n/a dichotomous 0/1

The presence of a preceding .
PRIMING.Postvoc.VRCVr . n/a dichotomous 0/1
postvocalic <r>

The presence of a preceding

PRIMING.Prevoc.RVr prevocalic <r> in the onset of the n/a dichotomous 0/1
same syllable
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In order to investigate relationships between all the variables in the model, regression
analysis was employed; however, while this test can be used for several independent
variables, it can include only one dependent variable (Dornyei, 2007). Since this section of
the study included eight dependent variables, regression analysis was performed for each
dependent variable. Moreover, in order to examine data at different levels of generality, two
different models were constructed: “General”, and “Detailed”, with the latter model

examining a higher number of independent variables.

Table 10

The Two Models and the Independent Variables They Comprised

Detailed Model
CODA.TYPE.A
CODA.TYPE.B
CODA.TYPE.C
CODA.TYPE.D
FREQUENCY FREQUENCY
Prec. CON.TYPE.A
Prec. CON.TYPE.B
Prec. CON.TYPE.C
Prec. CON.TYPE.D

General Model

CODA

Prec. CONSONANT

Prec.VOWEL.1 Prec.VOWEL.1
Prec.VOWEL.2 Prec.VOWEL.2
Prec.VOWEL.3 Prec.VOWEL.3
Prec.VOWEL.5 Prec.VOWEL.5
Prec.VOWEL.6 Prec.VOWEL.6

PRIMING.Postvoc.VRCVr
PRIMING.TOTAL_Pre_and_Postvoc PRIMING.Prevoc.RVCVr
PRIMING.Prevoc.RVr
STRESS STRESS

Backward regression was selected, as it allows to identify those independent variables which
contribute to predicting the dependent variable, while resolving the issue of multicollinearity
among the predictor variables (Field, 2013). Multicollinearity occurs when independent
variables in a model are not completely independent of each other, but rather change in
unison, i.e. are correlated; in such case it is difficult to establish the relationship between each
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individual predictor variable and the dependent variable. This negatively affects the precision

of the estimated regression coefficients and makes the model difficult to interpret.

Since the independent variable “Frequency”, present in both models, did not have normal
distribution, the technique of bootstrapping was employed. The technique allows to avoid
changing the scales of variables from interval to ordinal, thus enabling more exact

measurements.

The procedure described below was conducted for every dependent variable in both models.
First, backward regression with bootstrapping was performed for all available predictor
variables. Then statistically non-significant variables, i.e. those with the p-value > 0.05 were
then identified, and the variable with the lowest beta value, either positive or negative, was
removed from the model. If the results produced two statistically non-significant variables
with the same lowest beta value, it was the variable with the next lowest beta value that was
deleted from the model. Finally, the whole procedure was then repeated until only
statistically significant variables remained in the model, resulting in a reduced model
explaining the data. If the variance of a variable was too low to provide 1000 splits, which

was signalled as an error in SPSS, that variable was then removed from further calculations.

3.7.2.3  Effect of Preceding /r/ Quality
One of the potential internal sources of variability in post-vocalic /r/ realisations investigated
in this study was not only the occurrence of another, preceding /r/ within the same stimulus
(word), but also the quality of that preceding /r/, i.e. the way it was realised by the
participants. The research question addressed was whether the quality of the “preceding” or
“priming” /r/ can predict the quality of the following post-vocalic /r/. All tokens with priming
Ir/ prevocalic /r/ were divided into five categories (A, B , C, D, E) based on the distance
between the two /r/s as well as stress. All Word List tokens were assigned into one of the

following categories:

e A - words with a word-initial preceding /r/ (R) before a stressed vowel in the same
syllable ('RVr words), e.g. “rear”;

e B - words with a preceding /r/ (R) before an unstressed vowel in the same syllable
(RVr words), e.g. “carer”;

e C - words with a word-initial preceding /r/ (R) before an unstressed vowel in the

preceding syllable (RV'CVr words), e.g. “repair”;
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e D - words with a word-initial /r/ (R) before a stressed vowel in the preceding syllable
('RVCVr words), e.g. “Roger”;

e E - words with preceding postvocalic <r> ('VRCVr words), e.g. “server”.

Both categories A and C had word-initial priming /r/, but the former category comprised one-
syllable words, meaning that the priming /r/ occurred in the same syllable in the same syllable
as the following /r/, while in the latter category comprised two-syllable words, with the
second, postvocalic /r/ separated from the priming /r/ by a number of segments. Category B
differed from those two in terms syllable stress, with the “priming” /r/ preceding an
unstressed vowel. Finally, category D comprised words with two postvocalic /r/s, rather than
a pre-vocalic and a post-vocalic /r/. All the stimuli in this category contained the “priming” /r/
in the stressed syllable. For each of the categories above, an index based on the total number
of distinct priming /r/ realisations for the whole cohort was calculated, resulting in 3-4
different priming /r/ indices for each category. Similarly, corresponding indices were
calculated for the following postvocalic /r/. Data distribution was checked using the Shapiro-
Wilk test for normality; all the indices except for two (Foll.r.B.2s and Foll.r.C.2) exhibited

non-normal distribution, i.e. p-values lower than 0.05.

Since the data did not exhibit normal distribution, Spearman'’s rho non-parametric test was
employed to establish the strength of association between each priming /r/ realisation index
and the corresponding index for the following, postvocalic /r/. As the test was explorative,

two-tailed test was employed.

3.8 Ethical Procedures
An application to the School Ethics Committee was made prior to commencing the research
project. Since no vulnerable participants were involved, obtaining a CRB Check was not
necessary. The submission to the Ethics Committee included a completed Ethics Committee
Project Submission Cover Sheet, a Project Description, an Information Sheet for the
participants, and a Consent Form, which all the participants were given at the very beginning
of each individual data collection session. Since it was not possible to reveal the full details
on the nature of the study due to potential bias, they were only given true, but very general
information on the study, i.e. that the research focused on Polish immigrants’ experiences

related to their immigration to the UK and their English language skills.
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Data collected has been securely kept on a password-protected computer and backed up on a
password-protected portable hard drive. The data have not been made available to anyone
apart from the researcher and his supervisors, as well as, in anonymised form, to people
directly involved in the research process, i.e. the interrater or the IELTS examiners involved
in assessing the participants’ English language proficiency. The data obtained have only been
used, and will only be used, for academic research purposes. All individuals who took part in
the study have been anonymised, and only codes/invented names have been used in the final

draft of the thesis to refer to individual participants.
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Chapter 4 Results and Discussion

This chapter starts with a short discussion of the results concerning intrusive /r/. The reason
for this is that this study has found no evidence for the use of intrusive /r/ in L2 English of
Polish migrants in the south of England, which is why it was felt that this result should be
briefly addressed before moving on to results concerning the most central /r/ patterns, which

needed more space for both presentation and discussion.

Then the chapter presents the results on rhoticity and the use of /r/ variants in L2 English of
Polish migrants living the south of England. This is followed by a presentation of findings
regarding SLA-related, social and linguistic (phonetic) factors which contribute to variability
in rhoticity and postvocalic /r/-realisations, which were obtained in the process of quantitative
data analysis. This is then followed by a discussion of the qualitative data, which provide an
insight into the in-groups stereotypes and beliefs about accent and /r/-variants shared by the

Polish migrants living in the south of England.

4.1 Intrusive /r/
One of the objectives of this study was to establish whether Polish migrants in the south of
England make use of intrusive /r/ in their L2 English, as well as to identify potential
constraints on the use of that variable (RQs 2 and 2a). For that purpose, three lexical items
which may be pronounced by native speakers of GB with word-internal intrusive /r/ were
included in the Word List: “drawing”, “thawing”, “withdrawal”. Moreover, free speech

recordings were examined for any occurrence of intrusive /r/, either word-internal or across

word boundaries.

No evidence for the use of intrusive /r/ was found in the Word List data set or in the Free
Speech recordings (RQs 2 and 2a). This result is somewhat surprising, as it had been
hypothesised that some participants with high Level of English, English Use Index values and
Integrativeness (Gardner, 2010) would make at least some use of this feature to index their

“native-like” proficiency in English and/or their integrative orientation.

One can only speculate about the reasons why no evidence for this feature has been found. A
potential explanation could be that, at least to the researcher’s knowledge, intrusive /r/ is not
taught to learners of English as part of the EFL curriculum in Poland, which is why it is
highly unlikely that any of the participants would have received any explicit instruction on, or

indeed any significant amount of exposure to that feature prior to their migration, unless they
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had studied English phonetics in a tertiary education institution. Moreover, the phonological
rules which govern the distribution of intrusive /r/ are relatively complex, which means that
adopting the feature would involve either phonetic instruction or a significant amount of
exposure to native speaker output, assuming that those NSs use make use of that linguistic
feature themselves, which may not be the case, as intrusive /r/, especially word-internal one,
is often stigmatised in England (Cruttenden, 2014; Hannisdal, 2007; John Christopher Wells,
1982). Regardless of the reason, no evidence of intrusive /r/ use was found in the collected
data. Perhaps a large-scale study involving a substantially larger number of participants
would vyield different results, but at the moment, the only tentative conclusion that can be
formed is that if Polish speakers of L2 English living in England make use of intrusive /r/ at

all, it seems to be a rather elusive phenomenon.

4.2 /r/-fullness Indices and Stylistic Shifts

Three /r/-fullness indices were calculated for each participant: the Auditory Analysis Word
List /r/-fullness index (AAWL), based on the Word List task tokens, Auditory Analysis Free
Speech /r/-fullness index (AAFS), for the Free Speech tokens, and Auditory Analysis Total
[r/-fullness index (AATotal), based on tokens elicited during both tasks. AAWL and AAFS
indices were then compared in order to answer the research questions regarding the existence
and the direction of stylistic shifts in the speech of Polish L2 English users living in England
(RQs 1, 4, 4a).

4.2.1 AATotal /r/-fullness Index
For Total /r/-fullness index was calculated based on the values (1-4) assigned to the various
Ir/ variants (see section 3.6.1.4.1) employed by the participants. The mean value was 1.65,
with standard deviation 6=0.34. The values ranged between 1.02 and 2.41. Three participants,
P20JL, P24WP and PO7ZA, displayed values lower than 1.05, which denoted almost
exclusively non-rhotic realisations (category one tokens); five participants displayed values
between 1.3 and 1.54, indicating higher variability in terms of /r/ realisations, but with
approximately half or more tokens still falling into the “non-rhotic” category (category one).
For six further participants, the values ranged from 1.57 to 1.71, while for ten other
participants the values fell between 1.77 and 1.99, indicating a higher ratio of “more /r/-ful”
realisations. The latter range was the most common in the data set and is represented by the

spike on the histogram below. Interestingly, only two of the participants displayed values
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higher than 2.0, placing them on the other end of the /r/-fullness spectrum, indicating at least

some use of variants characteristic of Polish (categories three or four).

Figure 12
Total /R/-Fullness Index Presented on a Histogram

AATotal Irifullness index Mean o1 5537

Std. Dev. = 34932
N=26

Frequency

1.00 120 140 160 1.80 200 220 240

The exact values for Total /r/-fullness index for each participant are presented in Table 11.

Table 11

Total /r/-Fullness Index Based on all the Tokens, Arranged From the Lowest to the Highest Value

Participant AATotal /r/-fullness index

16 MK 1.88
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21 KP 1.89
15RK 191
04 BK 1.93
01 PA 1.99
19 Ml 2.2
22SJ 241

4.2.2 Word List and Free Speech /r/-fullness Indices
For AAWL /r/-fullness index, the mean value was 1.70, which was 0.05 higher than for the
AATotal index. Standard deviation () was 0.37, which was 0.03 lower than for AATotal.
The index values ranged between 1.02 and 2.51, with the later value being 0.1 higher than in
AAWLTotal, which demonstrates a somewhat wider data spread in AAWL than in AAFS.
The AAFS /r/-fullness index had a mean of 1.48, which was 0.1697 lower than AATotal.
Standard deviation was 0.29, i.e. 0.05 lower than for the AATotal index.

Table 12

AAWL /r/-Fullness and AAFS /r/-Fullness Index Values for Individual Participants; Arranged From Lowest to Highest.

Participant MWL [r/-fullness Participant MFS /rl-fullness
index index
20JL 1.02 24 WP 1
24 WP 1.02 07 ZA 1.02
07 ZA 1.04 20JL 1.04
08 KA 1.28 18 SB 1.13
25 SM 1.33 10 KS 12
18 SB 1.35 09 BM1 1.28
26 NM 1.35 13 NE 13
03GM 1.55 26 NM 1.33
09 BM1 1.59 03 GM 1.37
23GD 1.59 17 SP 1.37
17 SP 1.66 06 MP 1.38
14 IM 171 25SM 1.39
12NT 1.72 04 BK 1.42
10 KS 1.84 08 KA 1.46
02 PD 1.86 23GD 15
05 ZH 1.86 14 M 157
11 BM2 191 02 PD 1.6
21 KP 191 11 BM2 1.6
13 NE 1.93 16 MK 1.62
16 MK 1.95 12 NT 1.67
15 RK 1.98 15 RK 1.72
06 MP 2.01 21 KP 18
01 PA 2.02 05 ZH 1.89
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04 BK 2.09 22 8] 1.89
19 MI 2.21 01PA 1.9
228 2.51 19 Ml 2.15

The speech data obtained clearly confirm that L2 English of Polish speakers is characterised
by variable rhoticity, albeit, in line with Waniek-Klimczak and Matysiak (2016) some

speakers tend to be significantly more variable then others (RQ1).

4.2.3 Style Shifts
Comparing the two indices, AAWL mean was 0.22 higher than AAFS mean, with standard
deviation 0.08 higher than for AAFS. This indicated that the Word List data set comprised a

higher proportion of /r/-ful realisations than Free Speech data.

Table 13

A Comparison of the Word List and Free Speech /r/-Fullness Indices

Paired Samples Statistics

Mean N Std. Deviation Std. Error Mean
AAWL /r/-
) 1.7042 26 .37853 .07424
. fullness index
Pair 1
AAFS /r/-
1.4840 26 .29662 .05817

fullness index
In order to establish whether there was a statistically significant difference between the two

indices, the means were compared using SPSS. Since both variables had normal distribution,
a parametric test was appropriate; hence, the Paired-Samples T Test was employed, the result

of which are presented in Table 14.

Table 14

The Results of the Paired-Samples T Test for AAWL and AAFS

Paired Samples Test

Paired Differences

95% Confidence .
Std. Sig. (2-
Std. Interval of the t df i
Mean o Error ] tailed)
Deviation Difference

Mean
Lower Upper

AAWL /r/-fullness
index - AAFS /r/- .22017  .24503 .04805 112120 31914 4582 25 <.001

fullness index

Pair

Note. The Results of the Paired-Samples T Test demonstrate a difference between the two /r/-fullness indices significant at
the p<0.01 level.
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The results demonstrate that there is a clear difference between AAWL and AAFS /r/-fullness
indices, with the t-score of 4.58 and significance of p<0.001. This result is consistent with the
findings of the variationist approach to sociolinguistic research, reflecting what Labov (1972)
called stylistic shifts: speakers tend to vary the use of a linguistic variable across the different
parts of a sociolinguistic interview, which typically start with an informal conversation
followed by more formal language tasks that require more attention to language on part of the
participant. According to Labov (2004), when participants focus on the narrative rather than
language, they tend to revert to the casual style of speech they typically use with their family,
which typically results in lower ratios of the more “prestigious” or ‘“correct” variants.
However, in this case the direction of the shift appears to be different, as many participants
seem to perceive the more /r/-ful variants as less prestigious (see section 4.6.3); which poses
the question whether the more /r/-ful performance on the Word List task can indeed be

interpreted as an attempt to sound more “prestigious” or “correct”.

4.2.4 The Direction Of Style Shifts

A simple explanation could be that this style shift is indeed the result of increased attention to
speech and is still governed by the idea of “correctness” as transferred from Polish. As
Szpyra-Koztowska (2018) suggests, non-rhotic, “/r/-less” pronunciation of words may seem
“morphologically incomplete” or “incorrect” to native speakers of Polish. She argues that this
is due to the fact that Polish stems tend to end in a consonant (Szpyra-Koztowska, 2018). In
addition, as discussed in her study of English borrowings in Polish, retaining the final /r/ is
“morphologically justified” in Polish as, without this final segment, it is not possible to
decline masculine nouns, such as “Manchester” or “corner” (Szpyra-Koztowska, 2018). As a
result, many Polish users of L2 English try to “improve” or “fix” the phonological structure
of English words by retaining the word-final postvocalic /r/ (Szpyra-Koztowska, 2018).
Therefore, it could be argued that, at least for some lower-level participants, the more /r/-ful
performance on the Word List task was indeed a function of attention to language and the
desire to be accurate.

Another potential factor that could account for style shifts is the influence of spelling.
According to Brown (1988), foreign learners of English are reported to be particularly
susceptible the impact of spelling; it also seems likely that L2 English users presented with a
list of words to pronounce tend to rely on spelling more than when they speak freely. The

salience of orthography in L2 English speech of Polish speakers is also highlighted by
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Szpyra-Koztowska (2018), who points out that it is due to orthography that the “rhoticity” of

Polish is often transferred to English, resulting in /r/-ful realisations.

In addition, this impact of orthography may have been either reinforced or reduced by word
familiarity: it seemed that when participants were not familiar or less familiar with a lexical
item they were supposed to read out loud, they tended to follow the spelling pronunciation
more closely, and thus produce rhotic variants, which suggested the existence of a link
between /r/-ful pronunciation and word familiarity. Although, for practical reasons, it was not
possible to establish the participants’ familiarity with the lexical items used as stimuli in this
study, the independent variable of word frequency was included in the model instead. This
was based on the premise that the more frequent a lexical item is, the greater the probability
that the participants would be familiar with it. Indeed, multiple regression analysis results
show a negative correlation between lexical frequency and the ratio of /r/-ful pronunciations
of that lexical item in the Word List data set, with p=0.003 and standardised Beta coefficient
of -1.99. This indicates that lower frequency words tend to induce more /r/-ful pronunciation,

and vice versa.

As discussed above, the statistically significant difference between the means of AAWL and
AAFS shows that the direction of style shifts is from the more /r/-ful performance on the
Word List task to the less /r/-full pronunciation on the Free Speech task. However, when
individual participant /r/-fullness scores are compared, it can be seen that not all the
participants style-shift in the same direction, with four out of 26 participants (P20JL, P25SM,
PO8BKA, P05ZH) displaying the opposite pattern, which can be observed in Table 15 (the four
divergent participants have been underlined).

Table 15

Individual Values for AAWL and AAFS /r/-Fullness Indices

AAWL AAFS /r/-
Participant  /r/-fullness fullness

index index
24 WP 1.02 1
07 ZA 1.04 1.02
20JL 1.02 1.04
18 SB 1.35 1.13
10 KS 1.84 1.2
09 BM1 1.59 1.28
13 NE 1.93 13
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26 NM
03 GM
17SP
06 MP
25SM
04 BK
08 KA
23GD
14IM
02 PD
11BM2
16 MK
12NT
15 RK
21 KP
05 ZH
228J
01 PA
19 Ml

1.35
1.55
1.66
2.01
1.33
2.09
1.28
1.59
1.71
1.86
191
1.95
1.72
1.98
1.91
1.86
2.51
2.02
221

1.33
1.37
1.37
1.38
1.39

1.42
1.46

15
1.57
1.6
16
1.62
1.67
1.72
1.8
1.89

1.89
1.9
2.15

Note. The comparison of individual values shows that 24 out of 26 participants style-shift in the same direction, with four

participants displaying a different pattern (underlined).

While it is not possible to determine the exact reason why those four participants diverged
from the dominant pattern of style shifts, it is worth pointing out that all those four
“divergent” participants had relatively high ILETS Lexical Resource scores as well as mean
IELTS scores (not including pronunciation). The former ranged from 7.5 to 8.0, which was

higher than 38% of participants, while the latter was at least 7.33, i.e. higher than 46% of

people in the sample.

Table 16

Participant Mean IELTS Scores (not Including Pronunciation)

Participant

IELTS LoE w/o Pron

22SJ

04 BK
11 BM2
12 NT
01 PA

06 MP
09 BM1
15 RK
17 SP

5.67
6.5
6.5

6.67

6.83

6.83

6.83

6.83

6.83
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24 WP 6.83

13 NE 7.17
19 Ml 7.17

Note. Participant Mean IELTS Scores (not Including Pronunciation) arranged from lowest to highest; participant scores
which diverged in terms of the direction of style shifts have been underlined.

Therefore, it could perhaps be hypothesised that, at least in the case of some Polish L2
English users, a more extensive lexical knowledge as well as a higher level of English allow
speakers to “override” the influence of spelling during tasks which require paying more
attention to language, and thus produce a higher ratio of L2-like, non-rhotic forms, and a
higher ratio of “casual”, rhotic variants in conversation, i.e., when paying more attention to
the narrative itself. Those L2 English speakers follow the same direction of style-shifting as
variably rhotic speakers in predominantly non - rhotic areas, e.g. the south of England, where

rhotic forms are typically regarded as less prestigious (Foulkes et al., 2010).

4.2.5 Section Summary
This section has presented some evidence for the presence of style-shifting in the speech of
Polish L2 English users living in the south of England, as demonstrated by the statistically
significant difference between the Word List and Free Speech /r/-fullness indices. While style
shifts do occur, for the majority of speakers in the sample, their direction does not seem to
governed by the attempt to produce the more prestigious /r/-less forms, but rather by the
peculiar notion of “correctness” transferred from Polish, as well as by the influence of
spelling, mediated by their knowledge of English lexis and the overall frequency of English

lexical items.
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However, it is important to acknowledge that the results presented should be approached as
somewhat preliminary. This is largely due to the fact that the style comparison conducted did
not take into account internal constraints. More specifically, while contracted forms and
function words frequently occurred in the Free Speech data set, for reasons discussed in
section 3.5.4.2, they were not a part of the Word List data, with a few exceptions only. Thus,
it is likely that these internal constraints at least partially account for the differences between
[r/-fullness index values observed for the two styles. It is therefore recommended that future
studies investigating style shifts take both speech rate and word class into account in order to

fully explore the issue.

4.3 Phonetic Variability in /r/ Realisations
One of the main goals of this study was to establish whether Polish speakers of L2 English
living in the south of England were consistently non-rhotic, consistently rhotic or variable in
terms of /r/ realisations (RQs 1 and 3). The study also aimed to identify the dominant variants
in their speech (RQ 3d).

4.3.1 The Usage of Categories in AATotal Data Set

The following categories were employed in the study, as presented in Table 17:

Table 17
Categories Employed in the Current Study for Coding Language Data

L2 (English)
L2-like distribution L1-like distribution L1-like distribution
L2-like variants L2-like variants L1-like variants
non-rhotic other
offglides, r-coloured .
g ! taps and "missed"
[r/=0 vowels, taps

approximants

As demonstrated by AATotal /r/-fullness index, participants differed from one another in
terms of /r/-fullness, with scores ranging from 1.02 to 2.41, the mean value of 1.6537 and
standard deviation 6=0.34932. While AATotal /r/-fullness index scores show that all the
participants displayed some degree of variability, as no score was an integer of 1.0, 2.0, 3.0 or
4.0. This means that each participant used at least two variants to pronounce non-prevocalic
Irl; however, some participants showed more variability than others. As discussed above,
three participants scored lower than 1.05, which puts them very close to the non-rhotic end of

the /r/-fullness continuum, with very little variability indeed. On the other hand, two of the
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participants scored higher than 2.0, which places them on the other end of the /r/-fullness
spectrum, indicating some use of variants belonging to categories 3-4, while still retaining
high degrees of variability. While analysing AA /r/-fullness index scores provides clear
evidence for variability, in order to determine which variants were used and to what degree

(RQs 3 and 3d), speech data tokens need to be analysed.

6,955 tokens, i.e. words with non-prevocalic /r/ were analysed in total; the data set comprised
5,361 Word List tokens and 1,594 Free Speech tokens, which were assigned to one of the five
categories presented above. In order to establish the dominant variant for the whole cohort,
percentages were calculated; these are presented in Figure 13:

Figure 13

Percentage of Tokens in Each Category in the Data Set

Onon-rhotic

O offglides,
approximants,
/r/-coloured vowels

56.65%
Otaps,
"missed taps"

W trills,
trilled fricatives

Oidiosyncratic

Note. Percentage of tokens within each category (1-5) in the AATotal data set.

As illustrated in the chart above, the most frequent category in the data set was category two,
“off-glides, r-coloured vowels and approximants”, constituting about 57% of the data set. The
category comprised a relatively wide range of variants, ranging from diphthongised steady
state vowels, for example “core” realised with a distinctive offglide, as in [ 'k"a:0] rather than
['k":]; /r/-coloured vowels, as in “nurse” realised as ['n3s]; as well as approximants

characteristic of or resembling those associated with standard “native” accents of English
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such as GB or GA. In relation to the non-rhotic varieties of British English which the
participants would be exposed to in varying degrees in their daily interactions, tokens which
fell into this category followed the participants’ L1 phonological pattern for /r/ distribution,
i.e. the “rhoticity” of Polish, but the quality of the allophones employed was typical of or

resembling that of L2 prevocalic /r/ variants.

The second most frequent category was category one, i.e., non-rhotic realisations. The
category accounted for 38.7% of data. Tokens which were assigned to this category followed
the participants’ L2 both in terms the /r/ distribution pattern as well as the quality, in the
sense that no constrictive /r/ was articulated following the vowel. As stated in the
Methodology chapter, the exact vowel quality was not relevant for the purpose of this part of
analysis, so tokens where vowel quality was significantly altered were also included, as long
as monophthongs were not diphthongised by adding an offglide, in which case such tokens
would be classified as belonging to category one.

The third category was category three, which comprised Polish-like taps and lenited taps; it
accounted for 4.15% of data, which is significantly less than the two categories discussed
above. The tokens assigned to this category were consistent with the participants’ L1 both in
terms of distribution and segment quality, or at least deemed “closer” to Polish variants than
to English ones, as in the case of the “intermediate” variants, with duration shorter than in

English and no F3 lowering typical of English approximants (see section 3.6.1.4.2).

The second smallest category was category number five, labelled as “idiosyncratic”; it
comprised 0.42% of data. The allophones in this category could not be interpreted as a direct
result of linguistic transfer from Polish; neither were they considered to be standard or even
common in non-pathological speech in English; rather, the category comprised various
idiosyncratic “strategies” that participants employed to pronounce non-prevocalic /r/. Some
of those strategies seemed random, e.g., merely the result of an articulatory failure, such as
producing a single instance of /I/ instead of /r/. However, some of those variants seemed less
random; one example of such strategy would be the use, albeit not always consistent, of a
velar approximant for words with the /a:/ vowel, e.g. ['bawgbsa] (“barber”), ['paugks]
(“parker”) by participant POOBM1. Another example would be employing /au/-like vowels in
words containing /o:/, as was frequently the case for participants P20JL and P24WP, resulting
in words like “roars”, “sort” pronounced as ['lovd] and ['sout] respectively. It seems that

such idiosyncratic strategies for dealing with non-prevocalic /r/ may have been developed by
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some participants in order to avoid producing impressionistically strong /r/-ful variants, while
their semi-systemic or systemic nature suggests that they could be a part of each individual
participants’ interlanguage (Selinker & Gass, 2008) and are most likely the result of

individual participants’ L2 acquisitional trajectories.

Finally, the smallest portion of tokens was assigned to category four, which comprised trills

and trilled fricatives, accounting for only 0.08% of all tokens.

4.3.2 The Usage of Categories in The Word List and The Free Speech Data.
When analysing Word List and Free Speech data sets individually, it can be observed that for
WL data, the hierarchy of usage is the same as in the aggregated data set, with category two-
type tokens being the dominant variant, followed by category one, three, five and four;
however, for FS data, the dominant variants belonged to category one, i.e. non-rhotic
realisations. Moreover, no evidence of category four-type tokens was found in the FS data
set, which aligns with an observation by Jaworski and Gillian (2011) that even in Polish trills
have “fallen out of use” except for “emphatic speech” and “declamatory style”. Since reading
out a word list certainly requires more attention to form and calls for a more deliberate,
emphatic style, it is hardly surprising that the occurrence of otherwise rare category four
tokens was limited to WL data. The hierarchy of other type of realisations, i.e. 3 and 5, is the

same for both data sets and is presented in Figure 14 below:

Figure 14

Distribution of Tokens in the WL and FS Data Sets Respectively.

-
% of 1s % of 2s % of 3s % of 4s % of 5s
B Word List 33.87 61.19 4.34 0.09 0.48
O Free Speech 54.41 42.55 291 0 0.14

Note. A comparison of category 1-5 use in WL and FS data respectively (percentages).
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4.3.3 Phonetic Variability in /r/ Realisations: Discussion
The results presented above are not entirely surprising when examined in the light of existing
research on rhotics both in Polish and L2 English of Polish speakers. The low ratio of trills
(category four) in particular was expected. As discussed in the Literature Review chapter,
contrary to the popular belief propagated by many Polish textbooks (Ostaszewska & Tambor,
2000; Strutynski, 2006) and some speech therapy literature (Budkowska, 2014-2015; Lipiec
& Wigcek-Poborczyk, 2018), fully articulated trills are relatively rare in Polish. Several
studies examining the quality of the Polish rhotic have reported very low ratios of trills. For
example, several studies by Stolarski (2013a, 2013b, 2015), which investigated the quality of
the Polish rhotic, found that trills only accounted for 3%, 1.44-1.48%, 9% and 10% of tokens,
in the intervocalic, post-consonantal, pre-consonantal and word-final position respectively,
with the tap being the dominant variant in all the four contexts examined. Similarly,
Jaworski’s (2010) study of the Polish /r/ in the intervocalic position identified only 1.3% of
tokens as trills, with the majority of 59.5% of tokens realised as taps. Interestingly, in a
subsequent study of intervocalic /r/ by Jaworski and Gillian (2011), no trills were identified;
this however may have been due to the limited number of informants, which comprised only
eight female participants. However, this result fits in with a more recent study by Zajac and
Rojczyk (2017a, 2017b), which examined /r/ realisations of 26 native speakers of Polish,
finding no evidence of trills, and again, identifying the tap as the most frequent allophone of
Ir/ in Polish. On the basis of these results one can agree with Stolarski (2013a, 2013b, 2015),
who convincingly argues that although trills are one of the possible /r/ allophones in Polish,
particularly for post-vocalic /r/ in the pre-consonantal and word-final positions, they are rare
in non-emphatic speech. Although when specifically requested to produce a Polish /r/, native
speakers of standard Polish with no speech impediments will nearly always produce a trill
(Jaworski, 2010), it seems that while for Poles the status of the trill may still be that of a
mental representation of the Polish rhotic, it hardly ever is the actual phonetic reality.
Therefore, it was to be expected that the ratio of trills in Polish-accented English will be even

lower than in the speakers’ L1, which is exactly what the results demonstrate.

Compared to existing research on rhotics in Polish-accented English, Zajac (2016) reported
that in her research on the L2 speech of Polish learners of English living in Poland, alveolar
trills were “extremely rare”, which the results of this study seem to confirm. A study on the
quality of prevocalic /r/ in English by Zajac and Rojczyk (2017a, 2017b) found no evidence

of trills and concluded that the most frequently occurring realisation of /r/ was in fact an
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approximant, accounting for 98% of all the tokens, with taps accounting only for 0.3% of
data. Since Zajac and Rojczyk (2017a, 2017b) did not focus specifically on non-prevocalic
Irl, it is not possible to directly compare the results with the findings of the current study;
however, both identify approximants as the overall dominant realisation for /r/ in Polish

accented English.

Perhaps one unexpected result is that the ratio of trills, i.e. tokens in category four, is lower
than that of idiosyncratic variants in category five: 0.08% versus 0.42% respectively. This
could be due to the fact that many participants seemed to attach largely negative indexical
value to L1-like /r/ variants in Polish-accented English (see Results and Discussion, section
4.6.5), which is why it is possible they may have made a deliberate effort to avoid them; at
the same time, some speakers may have lacked the linguistic resources necessary to
accurately produce English-like variants, resulting in an increased number of idiosyncratic
realisations that did not clearly resemble either L2 or L1 variants.

4.3.4 TImpressionistically “Weak” Rhoticity
Based on the studies investigating rhoticity in L2 English of Polish speakers (Szpyra-
Koztowska, 2018; Zajac, 2016; Zajac & Rojczyk, 2017a, 2017b), it was expected that
approximants would be one of the two dominant realisations, or even the dominant one, as
AATotal results have demonstrated. Nevertheless, it is necessary to point out that this study
employed relatively broad phonetic categories, which was in order to account for the
limitations of auditory and acoustic analysis, as well as to ensure both intra-rater and inter-
rater consistency. As a result, category two does not discriminate between all the different
types of approximant realisations, comprising several types of approximants as well as
offglides. It was beyond the remit of the study to focus on fine-grained phonetic details, nor
was it possible to determine exact articulatory configurations employed by the participants
with the research instruments employed, i.e. auditory analysis and inspection of
spectrograms. Thus, the nature of the following observations is rather impressionistic, as it is
based on the researcher’s comments about each participant’s performance on the Word List
and Free Speech tasks written down during and completed after auditory analysis, not precise
phonetic measurements of each individual token. Nevertheless, a pattern has emerged which

needs to highlighted, even if only for purposes of further investigation.

Out of the 26 participants, 13 participants (PO1PA, P02DP, P034BK, PO6MP, PO8SKA,
PO9BM1, P12NT, P15RK, P18SB, P21K, P23GD, P25SM, P26NM) were identified as using
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a significant proportion of impressionistically weakly rhotic realisations, as contrasted for
example with PP13NE and PP14JM, who produced fairly impressionistically consistent
approximant realisations, with less variability within the category. In other words, the quality
of the majority of category two tokens produced by the former group of participants seemed
weak, meaning that some of those tokens could not be instantly recognised as rhotic (i.e. not
upon the first listen), or, at least in some cases, could only be unambiguously verified as
rhotic through spectrographic analysis, where evidence of formant movement indicated
movement of articulators to form a constriction. It is speculated that this impressionistic
effect of “weak” rhoticity may have been due to those variants lacking one of the
constrictions characteristic of many variants of English /r/ (see section 2.2.2.3.2) or due to the
relatively small lingual gesture involved in the production of the approximant. From the
sociophonetic perspective, since most of the participants seemed to attach more prestige to
less /r/-ful realisations, it may be the case that Poles living in the south of England learn to
modify their speech to index their “belonging” or status as a linguistically competent English
user not just through a binary “switch” from rhotic to non-rhotic variants, which may not be
possible for a number of reasons, the classic one being fossilization (Selinker & Gass, 2008)
but, perhaps through producing “intermediate”, impressionistically weaker, yet still rhotic,
variants. These phonetically intermediate variants could perhaps be regarded as what
literature calls "fudged™" or inter-dialectal forms, which typically emerge in dialect contact
situations (Britain, 2010; Harris, 1988; Kerswill, 1994), albeit in the context of this research,
the two varieties in question are two very languages rather than dialects of the same language,

i.e. Polish and English.

While coding speech data in this study, the researcher often felt as if participants were, either
deliberately or subconsciously, trying to “suppress” the lingual gesture when producing
approximants or /r/-coloured vowels, which resulted in considerable phonetic instability and
more variability both between, as well as within, the categories. Investigating such a
linguistic change in /r/-realisations and the variation in fine phonetic detail calls for a
longitudinal study and different research instruments, such as ultrasound imaging or magnetic
resonance imaging, as neither auditory nor spectrographic analysis seem adequate when

minute articulatory differences are to be examined.
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4.3.5 The Usage of Categories for Individual Participants
A breakdown of each individual participant’s tokens presented in Table 18 allows for a
comparison of individual repertoires, as demonstrated by the aggregated (AATotal) speech
data (WL and FS data combined).

Table 18

Percentages of Each Category of Tokens per Individual Participant in the AATotal Data Set

Participant % of 1sin % of 2sin % of 3sin % of 4sin % of 55 in

AATotal AATotal AATotal AATotal AATotal

01 PA 8 84.73 7.27 0 0
02 PD 21.59 78.07 0.33 0 0
03 GM 50.32 49.68 0 0 0
04 BK 16.6 73.44 9.96 0 0
05 ZH 15.08 83.33 1.59 0 0
06 MP 20.91 70.72 8.37 0 0
07 ZA 96.28 3.72 0 0 0
08 KA 68.36 31.64 0 0 0
09 BM1 48.62 47.43 2.77 0 1.19
10 KS 34.63 63.6 0.71 0 1.06
11 BM2 15.81 83 0.4 0 0.79
12NT 29.29 70 0.36 0 0.36
13 NE 24.9 72.37 1.95 0 0.78
14 IM 32.99 67.01 0 0 0
15 RK 10.91 87.27 1.45 0 0.36
16 MK 13.06 86.19 0.75 0 0
17 SP 40.66 56.43 2.49 0 0.41
18 SB 69.53 30.47 0 0 0
19 MI 7.55 65.66 26.42 0.38 0
20JL 97.75 2.25 0 0 0
21 KP 11.02 88.58 0 0 0.39
228SJ 3.9 52.38 41.56 1.73 0.43
23 GD 43.46 56.18 0.35 0 0
24 WP 93.56 1.72 0 0 4.72
25 SM 64.9 35.1 0 0 0
26 NM 66.55 32 1.09 0 0.36

Only two participants out of the whole cohort, P22SJ and P19MI, employed any category
four variants, i.e. trills/trilled fricatives; these accounted for 1.73% and 0.38% of their tokens
respectively. Incidentally, those two participants who employed category four variants also

produced the highest percentage of category three tokens out of the 26 speakers, 41.56% and
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26.42% respectively. They also had the lowest percentage of non-rhotic variants, which
places them firmly on the L1-like end of the /r/-fullness continuum. Nevertheless, even for
these two strongly Polish-accented speakers the overall dominant variant (i.e. one that they
produced the most frequently in the AATotal data set, which comprises all WL and FS

tokens) was still category two, i.e. offglides, /r/-coloured vowels and approximants.

Category three tokens (taps and lenited taps) were employed by 17 out of the 26 participants:
P22SJ, P19MI, PO4BK, PO6MP, PO1PA, PO9BM1, P17SP, P13NE, PO5ZH, P15RK, P26NM,
P16MK, P10KS, P11BM2, P12NT, P23GD and PO2PD. Percentage scores ranged from
4.56% to 0.33%. For 15 of those participants, the dominant variant was still category two,
while for the other two speakers, P26NM and PO9BM1, the dominant variant was category

one, i.e. non-rhotic realisations.

Category two tokens were dominant for the majority of speakers, i.e., 17 participants out of
26. Out of these 17 speakers, only 2 did not employ any category three tokens. For the nine
speakers who employed non-rhotic realisations as the dominant variant, only two (P26NM
and PO9BM1) made use of category three realisations, while the other seven used almost
exclusively categories one (non-rhotic) two (approximants, offglides, /r/-coloured vowels)

alongside some category five variants (idiosyncratic realisations).

These results demonstrate that the use of category four (trills) was marginal, and that
category four variants were only used by those speakers who had the highest rates of category
three tokens (taps). In other words, the participants who did not employ any category three
tokens did not use any category four tokens either. This connection between having both trills
and a high number of taps in one’s phonetic repertoire could be explained by the phonetic
instability of the trill; for those participants who do transfer their mental representation of the
Polish rhotic into their L2 English speech, the articulatory challenge involved in producing a
trill (see section 2.2.2.1) results in lenited variants, i.e. taps and various ‘“articulatory
undershoot” of taps (Jaworski & Gillian, 2011).

While category three realisations (taps/lenited taps) were used by a majority of the speakers,
only one participant (P22SJ) used the variant as their main /r/ realisation in the WL data (but
not on the FS task), while another (P19MI) used mostly taps/tap like variants in the FS data
(but not on the WL task). Incidentally, P22SJ and P19MI were the only ones who produced
any category four tokens (trills/trilled fricatives). Nonetheless, no participants employed taps

or tap-like variants as their dominant non-prevocalic /r/ realisation in the AATotal data.
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The two dominant variants were categories one and two, for nine and 17 speakers
respectively. Interestingly, the majority of participants who produced mainly category one
tokens, i.e. seven out of nine, did not employ any category three realisations, while the
majority of participants who produced mainly type two variants, i.e. 15 out of 17, did use
category three variants in their repertoire. Spearman’s rho correlation coefficients were

determined for categories one, two, three and four; these are presented in Table 19.
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Table 19
Spearman's Rho Correlation Coefficients for Categories 1-4 in the AATotal Data Set.

Correlations
AATotal.1 AATotal.2 AATotal.3 AATotal.4

Spearman'srho AATotal.1 Correlation Coefficient 1.000 -766 -.663" -4627
Sig. (1-tailed) 0.000 0.000 0.009

N 26 26 26 26

AATotal.2 Correlation Coefficient  -.766 1.000 0.316 -0.099
Sig. (1-tailed) 0.000 0.058 0.315

N 26 26 26 26

AATotal.3 Correlation Coefficient ~ -.663" 0.316 1.000 A737
Sig. (1-tailed) 0.000 0.058 0.007

N 26 26 26 26

AATotal.4 Correlation Coefficient  -.462" -0.099 4737 1.000

Sig. (1-tailed) 0.009 0.315 0.007
N 26 26 26 26

Note. **. Correlation is significant at the 0.01 level (1-tailed).

As expected, highly significant negative correlation exists between the number of tokens in
categories one and two (-0.766**, p=0.000), which simply indicates that the more frequently
category one realisations are employed, the less frequent category two tokens are, and vice
versa. What is more interesting is that there is a statistically significant positive correlation
between the number of tokens in categories three and four (0.473**, p=0.007). There are also
strong negative correlations between the number of tokens in category one and categories
three (-0.663**, p=0.000) and four (-0.462**, p=0.009). Based on these findings, the

following patterns of use for non-prevocalic /r/-variants can be suggested:

. The more Polish speakers of L2 English use non-rhotic (category one)
variants, the less they are likely to employ any taps and tap-like variants
(category three);

. The more Polish speakers of L2 English use non-rhotic (category one)
variants, the less they are likely to employ trills and trilled fricatives

(category four);
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. The more Polish speakers of L2 English use trills and trilled fricatives
(category four variants), the more likely they are to produce taps and tap-

like variants (category 3).

Although the comparison of the number of tokens in each category for individual participants
suggests that those participants who use approximants (category two variants) as their main
non-prevocalic /r/ variant tend to employ at least some taps and tap-like variants (category
three), statistical analysis has not confirmed this finding, bordering on the threshold of
significance (p=0.058), which is why a further investigation of this relationship on a much
larger sample of Polish L2 English speakers is recommended. Figure 15 provides a visual

representation of all the categories comprising each participant’s repertoire:
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Figure 15

Percentage of Tokens in Each Category for Individual Participants (AATotal)
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4.3.6 Section Summary
This section has attempted to answer research questions regarding the usage of the various
non-prevocalic /r/ realisations and most frequently employed variant in the speech of Polish
speakers of L2 English living in the south of England (RQs 3 and 3d). The results indeed
finds further evidence for the high levels of variability in non-prevocalic /r/ realisations in the
speech of Polish migrants in the UK previously suggested by Waniek-Klimczak and

Matysiak (2016). While some speakers in this study are more consistent than others in terms

167



of their linguistic choices, no single speaker was fully consistent even within the relatively
broad categories employed in this study. Even though evidence for tokens belonging to all the
pre-determined categories has been found, in line with existing evidence from previous
research (Szpyra-Koztowska, 2018; Zajac & Rojczyk, 2017a, 2017Db), the results show that

the use of trills in Polish-accented English is, indeed, minimal.

The results demonstrate that overall, the two most frequently employed non-prevocalic
realisations are category one (non-rhotic) and type-two tokens (approximants, offglides, /r/-
coloured vowels), with the former being dominant in free speech, while the latter being more
frequent both in Word List data as well as overall.

Some evidence for highly idiosyncratic strategies for non-prevocalic /r/ articulation, i.e.
category five tokens, has also been found; interestingly, the frequency of these is higher than
of type-three tokens, which perhaps warrants further investigation of these idiosyncratic
realisations using suitable research tools enabling the examination of articulatory details such

as e.g. ultrasound imaging.

The following sections will examine various acquisitional, social, as well as attitudinal

factors that potentially influence the participants articulatory choices presented above.

4.4 Acquisitional, Attitudinal and Social Constraints on Non-prevocalic /r/
Realisations

The current study examines variation in the phonetic performance of adult Polish users of L2
English who are currently residing in the UK. It presents a synchronic “snapshot” of the
participants’ phonetic performance rather than a longitudinal study of second-language
development. Yet, because the data under study concerns the participants’ second language,
not accounting for the potential impact of acquisitional factors at all would seem like an
oversight. Therefore, this section presents the findings of the study regarding the impact of
acquisitional and attitudinal (RQ 3b), as well as social factors (RQ3c) which, as the results

suggest, impact the participants’ rhoticity as well as their choice of /r/ variants.
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4.4.1 Acquisitional Factors
4.4.11  Age-Related Factors and English-Language Instruction

44111 Age
In accordance with the remit of the study, all the participants were aged 22-40 and migrated
to the UK as adults, which is why the age bracket was relatively narrow. This means that age
on its own was not expected to affect with the participants’ performance in a meaningful way.
Indeed, Spearman's rank correlation coefficient test found no statistically significant

correlations between the participants’ age and any of the dependent variables (see Appendix
IV, Table 20).

44112 Age of Onset (of Learning English)
The age at which participants started receiving L2 instruction or first came into regular
contact with their second language, as well as other age-related factors, are widely reported as
playing an important role in second language performance (Dornyei, 2009b; Ellis et al., 2005;
Kuhl, 2000). In this study, the Age of Onset for participants ranged from 5 five to 30 years.
Twelve participants commenced learning English before puberty, i.e., the age of 12; nine
started receiving instruction at the age of 12 or 13, while five could be considered late
learners, having only received any formal instruction at the ages of 15 (2), 19 (2) and, in one
case, at the age of thirty. After Bonferroni adjustment, the new significance threshold was p =
0.00016, which meant that the Spearman rho correlation coefficients showed no statistically

significant correlations for the Age of Onset of learning English.

44.1.1.3 Formal Instruction in English in Poland
The majority of the participants, i.e., 23 out of 26, had received formal instruction in English
before they moved to the UK. After Bonferroni correction, new significance level of p = 0.01,
Student's T test for independent samples revealed no statistically significant differences
between the two sub-groups of participants. However, even after the Bonferroni adjustment,
p = 0.00357, The Mann-Whitney U test revealed statistically significant differences between
the two subsets of participants in terms of the percentages of category four realisations in the
Word List data set, with U value of 11.50 and p = 0.000, as well as AATotal data, with U
value of 11.50 and p = 0.000. The differences between the group mean indicate that those
participants who had not received formal instruction in English before migrating to the UK

produced almost 100% more trills/trilled fricatives (mean rank 21.17 versus 12.50) than those
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who attended English classes in their home country (see Appendix IV, Table 44). However,
the number of participants with no formal instruction in English prior to migration was very

small (N=3), which means that this result should at best be regarded as tentative.

44114 Amount of English Language Instruction
The relationships between the amount of English language instruction and the dependent
variables were also investigated. Since it was difficult to precisely quantify the amount of
instruction received, the amount was operationalised as the number of years of “relatively
regular classes”. While such a solution could be regarded as problematic, as it did not account
for the quality or the number of classes, it was felt that it was the most viable approach,
considering that many participants found it difficult to recall their learning experience in
detail, as the circumstances would change over a period of time. In addition, 62% (14) of
participants attended some form of organised English-language support after their arrival in
England. The amount of instruction received in the UK was quantified in months rather than
years, as the process was even more erratic and, in general, shorter than formal English-
language instruction in the country of origin, with a mean of 14.43 months.

Fifty percent (N=13) of the participants received English language instruction before the age
of 12; 88% (N=23) of participants received formal instruction in English between the ages of
13 and 19; 54% (N=14) continued English classes before migrating to the UK. After
Bonferroni correction, Spearman rho test indicated no statistically significant correlations
between any of the dependent variables and the amount of instruction, meaning that the while
formal instruction in English in Poland itself seems to have an impact, the actual amount of
formal instruction in English the participants received does not seem to play a role when it
comes to the participants’ rhoticity or their /r/ variant choices. This somewhat surprising
finding could perhaps be attributed to a methodological issue, i.e. the lack of precision in
measuring the exact amount of instruction each participant received, as well as the fact that
even if established with great precision, the measure of amount of instruction does not reflect

the learner’s engagement or the quality of teaching received.

44.1.15 Section Summary and Discussion
The difference in terms of trill production between those participants who had not received
formal instruction in English in Poland and those who did indicates that formal training
received before the age of 19 does have an impact on the speakers’ L2 pronunciation in terms

of non-prevocalic /r/ realisations.
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However, after the Bonferroni correction, the Age of Onset of learning English was not found
to be significant for the participants’ /r/-variant choices, which is in contrast to the findings of
e.g. Urponen (2004), who investigated 104 Finnish female participants who had received
formal instruction in English as a foreign language prior to migrating to Canada or the U.S.
and marrying native speakers of English and found that the Age of onset was one of the

significant predictors of native proficiency.

The results discussed above do not seem to provide support for “the younger, the better”
approach to SLA, which is commonly shared by both non-experts as well as some specialist
in the field (Ellis et al., 2005; Kuhl, 2000). Nevertheless, once the English language
instruction has been considered, it seems that lack of instruction before migration, i.e.
typically in one’s childhood or teenage years, correlates with higher production of L1-like

tokens, i.e. category four-type variants.

This result could perhaps be explained in light of Doérnyei (2009b), who convincingly argues
that in formal learning contexts, as opposed to naturalistic settings in which L2 is acquired
rather than learned, the younger age of learners is not always necessary for successful
mastering of L2. This is because older learners are able to make effective use of the resources
that are available to them, which are cognitive maturity, superior literacy skills and their
increased reliance on explicit rather than implicit learning (Dérnyei, 2009b). Thus, older
learners can be more successful than younger ones possibly because of their ability to make
better use of the limited amount of L2 input (Dérnyei, 2009b). Therefore, it could be the case
that in EFL settings such as Poland, the very fact of receiving formal instruction in English in
one’s childhood or teenage years is more significant for their L2 pronunciation than the exact

age at which this tuition was received.
4.4.1.2 Level of English

44121 IELTS Scores
Scores to assess the participants’ level of English scores were obtained through English-
language interview recording assessment conducted by qualified and active IELTS
examiners. A score was assigned for each of the three criteria employed and then an average
IELTS Level of English scores were calculated. The scores ranged from 5.67, i.e.
“modest/competent user ” to 9, “expert user”, with a mean of 7.26 and standard deviation of
0.68. The largest subset, nine out of 26 participants, received scores in the 6.5 to 6.83 range,

while only one participant scored in the below-6.0 range. All scores are presented in the table
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below. In addition to those scores, the participants were also asked to self-assess their

proficiency in English, as well as their level of English upon their arrival in the UK.

Table 20

Participants’ Individual and Overall IELTS Scores Organised by Level

IELTS IELTS Average
Fluency IELTS Grammat IELTS LoE
Participant and Lexical ical (without IELTS skill level

Coheren Resource Range &  Pronunciatio

ce Accuracy n)

228J 515 6 55 5.67 modest/competent user
04 BK 6.5 6.5 6.5 6.50 competent/good user
11 BM2 7 6.5 6 6.50 competent/good user
12NT 7 6.5 6.5 6.67 competent/good user
01 PA 7 75 6 6.83 good user

06 MP 7 7 6.5 6.83 good user
09 BM1 7 7.5 6.5 6.83 good user

15 RK 7 7 6.5 6.83 good user

17 SP 7 7 6.5 6.83 good user

24 WP 7 7 6.5 6.83 good user

13 NE 7 7.5 7 7.17 good user

19 MI 75 75 6.5 7.17 good user

03 GM 75 7 7.5 7.33 good/very good user
05 ZH 7.5 7.5 7 7.33 good/very good user
10 KS 7.5 7 7.5 7.33 good/very good user
20JL 7.5 7.5 7.5 7.33 good/very good user
23GD 7 7.5 7.5 7.33 good/very good user
16 MK 8 75 7 7.50 good/very good user
18 SB 75 75 7.5 7.50 good/very good user
21 KP 75 75 75 7.50 good/very good user
26 NM 75 75 7.5 7.50 good/very good user
08 KA 7.5 8 8 7.83 very good user
02 PD 8 8.5 7.5 8.00 very good user
25 SM 8.5 8 7.5 8.00 very good user
14 IM 9 8.5 85 8.50 very good/expert user
07 ZA 9 9 9 9.00 expert user

After Bonferroni correction, with p = 0.00016, only IELTS Grammatical Range & Accuracy

score was identified as significantly correlated with a two dependent variables (Table 21).
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Table 21

Statistically Significant Pearson's Correlation Coefficients for the Dependent Variable IELTS Grammatical Range &
Accuracy

IELTS Grammatical Range & Accuracy Average % of 3sin AAWL % of 3sin AATotal

*k *k

Correlation Coefficient -.707 -.745

Sig. (2-tailed) 0.000 0.000

44122 Self-estimated Level of English
The participants were asked to estimate their level of English upon their arrival in the UK and
at the moment of the interview. For the former, the values ranged from one (“No English at
all”) to seven (“Very fluent, no communication problems’), with a mean of 3.77 and standard
deviation of 1.68. For the latter, the scores ranged from three (‘“Basic, but enough to
communicate in some situations”) to seven, with a mean of 5.65 and standard deviation of
1.41, meaning that overall the participants felt like they had progressed in terms of their L2
proficiency since they migrated to England, and so no answers from the first two points of the

scale were provided, resulting in a smaller spread of data.

After Bonferroni adjustment, p = 0.00043, statistically significant correlations were found for
Self-estimated Level of English upon Arrival only in relation to the percentage of category
three tokens, i.e. taps, in the WL data (-0.656**, p = 0.031). This dependent variable has also

been identified as correlated with IELTS Grammatical Range & Accuracy.

Self Estimated Current Level of English was found to be significantly correlated only with

the percentage of mispronounced tokens in the WL data (-0.649**, p = 0.000).

44.1.2.3 Section Summary and Discussion
Those participants who had a more extensive knowledge of L2 grammar (IELTS
Grammatical Range & Accuracy) produced fewer L1-like taps. The most obvious explanation
would be that those participants who had higher proficiency in English were familiar both
with the written as well as the spoken form of the words in the Word List; however, were this
explanation true, one would also expect a statistically significant correlation with their overall
proficiency in English (IELTS LoE w/o Pron), which after Bonferroni, was not the case. It is

likely that a higher proficiency in English grammar was somehow related to better command
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over the phonetic variants characteristic of that accent, thus allowing the participants to

“override” the influence of spelling and avoid phonetic transfer from their L1.

Regardless of whether the participants’ proficiency in English was evaluated by IELTS
examiners (IELTS Grammatical Range & Accuracy) or self-assessed (Estimated LoE upon
Aurrival), lower proficiency levels were found to correlate with higher ratios of L1-like rhotic
forms such as taps and tap-like, i.e. Polish-like realisations. These results are consistent with
Waniek-Klimczak and Matysiak (2016), who found that the proportion of non-rhotic
realisations increased in learners with higher proficiency level in English upon arrival. These
findings also seem to confirm the intuitive assumption that higher phonetic and phonological

accuracy is indeed linked to higher L2 grammatical proficiency.

One issue that is problematic and cannot be fully resolved here is related to cause, effect and
bias. Although all three IELTS examiners who rated the participants’ Level of English were
asked not to include “pronunciation” in their scores, but instead focus on the other three
criteria, it is still possible that their judgements may have been influenced by the degree of
speakers’ foreign accentedness, resulting in somewhat conflated criteria. Therefore, it is not
possible to determine with absolute certainty whether at least some of the correlations
identified for IELTS Grammatical Range & Accuracy and the use of L1-like variants exist
because the very use of those variants might have had influenced the raters’ judgements, or
simply because they are a reflection of the pattern that higher grammatical accuracy tends to
be accompanied by higher phonetic and phonological accuracy. Similarly, for self-evaluation,
it is possible that participants’ own perceptions of their English accents may have had an
impact on their estimation of their overall proficiency in that language, thus potentially

influencing the results.

4413 Exposure to English
Information on participants’ exposure to English was collected in a number of ways and was
represented by a number of variables, such as Estimated English Use, Education in the target
country and Length of Residence (LoR).

44131 Estimated English Use
In the Questionnaire the participants were asked to self-estimate their overall use of English
both with other people and to self, and were then requested to estimate their L2 use in a

number of domains related to media use, which were song lyrics, news, entertainment and
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social media. Self-Estimated Overall English Use was reported on a scale one to five, while

the other estimates were reported in percentages.

For Estimated Overall English Use, the options were “100% Polish, 0% English”, ”75%
Polish, 25% English”, “50% Polish, 50% English”, “25% Polish, 75% English” and “0%
Polish, 100% English”. The participants’ answers ranged from option two, indicating the use
of English in “about 25% of interactions” (N=4), to five, indicating that English was used in
“about 100% of interactions” (N=1), while the remaining participants reported using English
in 50% (N=10) or 75% (N=10). Mean was 3.27, with a standard deviation of 0.82.

After Bonferroni correction, p = 0.00043, no statistically significant correlations were found
for any variables related to English use.

44132 Education in the Target Country

Education in the target country is another variable related to L2 exposure frequently
investigated in SLA studies. The results of the current study show that while no statistically
significant differences were found between the participants who were in the process of
studying towards a degree in England (N=3) and those who were not (N=23). After
Bonferroni, p = 0.00043, the country where the participants obtained their highest
qualification, i.e. Poland (N=20) or UK (N=6), was found to have no impact on the
participants’ performance on either the WL or the FS task.

4.4.1.3.3 Length of Residence (LoR)
Length of Residence (LoR) is yet another variable linked to L2 exposure which Waniek-
Klimczak and Matysiak (2016) links to higher production rates of non-rhotic variants. In the
current study, participants reported LoR in months; the values ranged from 43 to 221, with a
mean of 126.62 and standard deviation of 48.681, demonstrating a relatively wide spread of
data. After Bonferroni correction, Spearman rho correlation coefficients revealed no

statistically significant correlations.

However, while not statistically significant, it might be interesting to point out that when
comparing the percentages of different categories of tokens produced by individual
participants in Free Speech data, it is clear that most participants with higher LoR values use
category one (non-rhotic) variants as the dominant /r/ realisation; 13 participants with longest
LoR (50% of the cohort) produced mostly non-rhotic variants, with only one participant

(P16MK) using mostly category two-type tokens, and another (P191M) using category three-
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type tokens as the main /r/ realisation. Essentially, this reflects the relationship between
higher rates of non-rhotic variants and LoR observed by Waniek-Klimczak and Matysiak
(2016), with P16MK and P19MI not conforming to that pattern. Nonetheless, it is important
to point out that P19MI was, at least in some respects, an outlier. Not only did she have the
longest LoR (221 months), but at the same time was the only participant who employed such
a significant number of taps and tap-like realisations (43.33%), with other participants
scoring from 0 to 3.64% in that category. A possible explanation for P19MI’s high
production rates of taps and tap-like variants is discussed in the context of indexicality and

metalinguistic awareness (see section 4.6.4.1).

44134 Section Summary and Discussion
Self-Estimated Level of English upon Arrival was only found to negatively correlate with the
percentage of taps and tap-like /r/ realisations in the Word List data set, while Self-Estimated
Current Level of English was negatively correlated with the percentage of mispronounced
tokens in the WL data. No statistically significant correlations were found for any other
variables related to English use.

The lack of significant findings regarding the role of education in the target country on the
participants’ pronunciation (after Bonferroni) is not consistent with existing studies (Flege et
al., 1999; Urponen, 2004), where obtaining formal education in L2 as a medium provided
migrants with more L2 exposure and an additional domain to interact in English, which
facilitate a shift towards the more L2-like pronunciation.

Although Length of Residence was not found to be statistically significant, individual
inspection of individual participants scores demonstrates that for an overwhelming majority
of participants with longer lengths of residence (145 months or more), the non-rhotic
realisations for non-prevocalic /r/ were dominant in their phonetic repertoire, which suggests
that perhaps longer lengths of residence is linked to a shift from the dominance of category
two-type variants to category one —type realisations. This would support the findings of
studies such as Waniek-Klimczak and Matysiak (2016); Drummond (2010, 2010b, 2012);
Flege et al. (1999); Trofimovich and Baker (2007), which show that a longer length of
residence in an L2 country can be related to more “native-like” pronunciation. However, due
to lack of statistical evidence after Binferroni, this is merely a suggestion that requires further

research.
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In addition, the presence of the participant with both the highest LoR value (221 months) and
the highest ratio of Polish-like taps and tap-like variants clearly shows that there are cases
which do not follow that pattern. While it would be tempting to simply disregard them as
outliers, there is also evidence in literature that the relationship between LoR and L2
pronunciation is not always straightforward. For example, Flege et al. (2006) reports that
adult Korean migrants to the USA with LoR lengths of three and five years obtained similar
scores for accentedness, indicating that the two-year difference in LoR did not have a
significant impact on their L2 English pronunciation. Indeed, a number of studies (Derwing
et al.,, 2008; Flege & Fletcher, 1992) suggest that the significance of LoR for L2
pronunciation plateaus after a period of initial rapid improvement, which perhaps sheds some
light on why two participants out of the 13 with highest LoR values in this study still
employed category two-type variants (approximants, off-glides, /r/-coloured vowels) rather
than the most GB-like, category one, realisations of non-prevocalic /r/ (non-rhotic). Hence,
while exposure to L2 output may have an impact on L2 accent, is clear that on its own it is

not a sufficient predictor of “native-like” performance.

4414  Phonetic Training
Phonetic training in L2 is another variable that may be of particular importance in the context
of L2 pronunciation. Three out of 26 participants reported having studied English phonetics
during their B.A. programmes in English Language in Poland. The English Phonetics classes
they attended were spread over four terms and typically involved two 90-minute practical

sessions in a language laboratory a week.

The two groups’ mean AAWL /r/-fullness index scores were 1.23 and 1.77 respectively,
t=2.59, p = 0.016 for the those participants who received phonetic training and those who did
not. The groups also differed in their performance on the AATotal /r/-fullness index, with the
former group’s mean of 1.21, and the latter groups mean of 1.71, t=2.52, p = 0.019. The
group who received phonetic training also displayed lower standard deviation (0.16 versus
0.35 for AAWL and 0.16 versus 0.33 for AATotal), which means lower variable spread, i.e.,
more uniform performance (see also Appendix IV, Table 34).

However, after Bonferroni adjustment, neither T-test for Equality of Means (p = 0.01) nor
Mann-Whitney U test (p = 0.00357) revealed no statistically significant differences between

those groups.
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However, when individual AATotal /r/-fullness index scores are examined, it is evident that
three out of the four lowest /r/-fullness scores were achieved by the participants who had had
phonetic training: P20JL, PO7ZA and P18SB. The participant with the fifth lowest score,
PO8KA, was in the final year of her undergraduate degree programme in foreign languages at
a UK university, so although she had not received any explicit training in English phonetics
or phonology, she was familiar with the basic concepts related to pronunciation (confirmed

after the interview in a phone call).

Figure 16

AATotal /r/-Fullness Index per Participant
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Note. Total /r/-fullness index values for each participant, arranged from the lowest to the highest value.

On the other hand, the participant who received the second lowest AATotal /r/-fullness index
score, P24WP could be regarded as an atypical case, as his IELTS level of English was only
6.83, which was substantially lower than for the other four low-scorers, with P20JL’s IELTS
LoE at 7.33, P18SB’s LoE at 7.5, P07ZA’s LoE at 9.0 and POSKA’s LoE at 7.83. Moreover,
despite his low /r/-fullness index value, P24WP’s delivery was not always intelligible,
somewhat rushed and with many inaccuracies, as well as the highest production ratio of
idiosyncratic (non-L1-like and non-L2-like) /r/ realisations out of the whole cohort: 4.72%
versus 1.19% by the second highest-scoring participant (see section 4.3.5). The fact that
P24WP produced mostly non-rhotic forms despite his relatively low proficiency level could
perhaps be explained by the fact that although he had received relatively little English
instruction in Poland (three years), he was the participant who received the most English
language instruction in the UK: 48 months, which was 10 months more than anyone else.
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Also during the interview, P24WP mentioned that he had made significant progress in L2 in
the UK learning from his colleagues, and even mentioned that one of his former managers
had made a deliberate, sustained effort to teach him English. It could perhaps be concluded
that the participant’s exposure to non-rhotic varieties of English in the UK allowed him
achieve almost GB-like (native-like) levels in terms of /r/-fullness despite his otherwise

relatively low level of English.

It seems hardly a coincidence that three out of four most native-like speakers in the study had
received explicit instruction in English phonetics. This observation seems to be consistent
with the findings of several SLA studies investigating L2 pronunciation in adult speakers, e.g.
(Birdsong, 2007; Bongaerts et al., 1997) which show that the most native-like L2 speakers
reported not only high levels of motivation to speak English without a foreign accent, but also

having received phonetic instruction.

Nonetheless, while the impact of phonetic training seems to important, as all those
participants who had attended phonetics classes scored significantly higher on a range of
measures, positioning themselves close to the L2-like end of the /r/-fullness continuum, the
lack of statistical evidence after Bonferroni adjustment and the small sample size in this study

do not allow for making any generalisations.

4.4.2 Attitudinal Factors
Gardner’s model (2010), which was adopted in this study, recognises the significance of
cultural aspects of motivation for second language speakers’ success: as they become more
competent L2 users, the learning process itself gradually engages them with cultural elements
of the target language community. According to Gardner (2010), the more this affective
component is engaged, the more likely those L2 speakers are to “experience changes in their
self-identity and find themselves identifying in part, at least with the other community” (p. 3),
which, in the context of this study, would mean a degree of alignment with the host country
possibly manifested through significant usage of native-like variants. To account for these
motivational and affective factors, the following variables proposed by Gardner and adapted
in the light of (Drummond, 2010) were employed: Motivation, Integrativeness,
Instrumentality (instrumental orientation), Language Anxiety, Attitude towards the General
British Accent, Attitude towards the General American Accent. However, after Bonferroni

adjustment, neither the Pearson Correlation test (p = 0.00166) nor Spearman’s Rho (p =
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0.00064) found any statistically significant correlations for any of the variables listed (see
Appendix IV, Table 19).

These results are somewhat surprising in that many SLA studies regard motivation,
particularly its component linked to integration into the target language society, as playing an
important function in producing native-like forms (Birdsong, 2007; Bongaerts et al., 1997).

4.4.3 Social Factors

4431 Gender
The participants in the study were both female (N=12) and male (N=14). Student's T test for
independent samples and Mann-Whitney U test showed no statistically significant
correlations for any of the dependent variables. This result is somewhat unexpected,
considering that gender effects have been frequently reported in sociolinguistic literature,
particularly within the classic, variationist approach to sociophonetics. Studies investigating
different variables in different contexts often demonstrated that when the variable in question
did not represent a change in progress, women tended to employ more standard variants than
men (Labov, 1990; Trudgill & Trudgill, 1974). Stolarski (2013b), who researched /r/
variability in Polish, reports that the male participants in his study typically pronounced /r/
“less clearly” than the female participants, with the latter group’s realisations displaying a
higher strength of closures and lower rates of lenited variants, which he presented as tentative
evidence of social stratification of /r/ realisations. Also research by Drummond (2010, 2010b,
2011, 2012, 2013), researching L2 English variation in among Polish migrants living in the
Manchester area reported the existence of a gender effect, with women using higher ratios of

native-like variants, and men producing higher rates of non-native like realisations.

However, the result aligns with Ryan (2018), whose research on the acquisition of local
accent features by Polish teenagers in Glasgow found no gender effect. In addition, as Eckert
and McConnell-Ginet (1999) convincingly argue, when the different place of men and
women within different communities is taken into consideration, it constitutes an intervening
variable; in other words, it is not gender itself, but rather the various roles assigned to genders
by different communities that lead to differences in the use of linguistic variables. Research
on African-American women living in two different communities by Nichols and Tanksley
(2004) illustrates Eckert’s argument: in both communities women’s use of standard variants
was linked to their employment situation. However, while in one community women were

able to find employment beyond the island, in the other their professional interactions were
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largely restricted to other islanders. This was reflected in their usage of creole versus standard
features: women in the first community employed more standard variants then men, while in
the other community, it was male speakers who used more non-creole forms. Similarly,
Sharma (2011) investigated the use of Punjabi-like and British English accent features in the
speech of second generation British Asians. She found that the different usage patterns she
had identified stemmed from the different position of the two genders within the community
and the resulting differences in social networks diversity, with young females displaying
similar usage patterns to older males, and younger males displaying similar patterns to older

females.

Classifying participants into binary categories without considering any other categories
assumes that biological gender on its own could influence pronunciation patterns, which is at
the very least controversial. Therefore, future research needs to consider gender alongside
other categories.

Considering this, it seems that the lack of any identifiable gender effect in this study could
perhaps be attributed to the relative lack of major differences in the social roles attributed to
genders as represented in the sample, as all the participants were in a similar age range and all
worked in a range of occupations. Polish migrants often display high levels of mobility not
only across national borders in the EU, but also within national labour markets, and are able
to frequently change jobs (Titley & Kerr, 2016; Trevena et al., 2013). It seems that this
mobility, especially for those Polish migrants who are single (Trevena et al., 2013) is not
conducive to maintaining cohesive gender roles across the migrant population, resulting in

the lack of distinct gender-related patterns in the production of non-prevocalic /r/-variants.

It also needs to be acknowledged that it is possible that fine phonetic variation within
phonetic categories employed by the two genders might still exist, as reported by Stolarski
(2013b) in Polish; however, no gender differences in terms of the usage of the categories
employed in this study has been found. Further research with a focus on articulatory detail

and appropriate research instruments is therefore necessary.

4.4.3.2 Ties with Poland
The quantitative part of this study included several measures that were intended to
operationalise the participants’ ties and alignment with their native country, which has been
previously reported as a significant factor in several sociophonetic studies on Polish migrants.

For example, Newlin-Lukowicz (2015) investigated the impact of orientation towards the
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home and host countries on the adoption of three regional features of New York City English
(NYCE) by first and second generation Polish New Yorkers, whom she categorised as
oriented towards America, Poland or the Polish community in New York City. Her research
identified the maintenance of transnational ties as the most robust predictor of linguistic

variation.

In the UK, Drummond (2010, 2012), who investigated Polish migrants’ use of a local accent
feature common in the Manchester area, <ing> realised as [in] rather than [mk], found that
those speakers who were planning on remaining in the UK were less likely to employ native-
like variants, local variants. A similar link between sociocultural alignment and the use of
specific English phonetic resources was reported by Kozminska (2016, 2020), who
investigated a group of 30 young Polish migrants living in the UK, whom, based on their
social networks, future plans as well as rich interview data, she described as either “Polish
Poles”, “In-betweens” or “Cosmopolitans”. Kozminska (2020) found that those “three ways
of experiencing the world” (p. 2) were linked to fine phonetic variation in her participants’
Polish speech, with the “Polish Poles” more strictly adhering to Standard Polish, and the
“Cosmopolitans” frequently incorporating selected phonetic English features, such as the fall-
rise intonational contour and longer VOT values for stops, into their Polish speech.

In light of the studies discussed above, it was expected that in the current study, the
participants’ alignment with Poland would be reflected in their choice of /r/ variants.
Nevertheless, Spearman rho correlation coefficients test found no statistically significant
correlations for the variable Future Plans regarding going back to Poland or remaining in the
UK. Similarly, the Number of Weeks Spent in Poland per year, which was another variable to

b1

represent the participants’ “alignment” and intensity of social ties with family members back

in Poland, yielded no significant results.
4.4.3.3  English Use Index and Social Grade

44331 English Use Index
Unlike Estimated Language Use, which was essentially looking to measure exactly what the
name indicates, English Use index was intended as a measure of “Englishness” of the
participants’ social networks and their involvement in them through that language. As
discussed in the Methodology chapter, the measure was inspired by Sharma’s (2011; 2011)

Network Diversity Index. However, the emphasis here was not on how diverse one’s social
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networks were, but rather on to how “English-oriented” they were and how involved the

participants were in interactions with the individuals in the domains they listed.

Participants reported values raging from 2.74 to 96, with a mean of 56.07 and standard
deviation of 28.21. As presented in Figure 17, for nine participants English Use index values
ranged below 40%, as represented by the first two bins on the left of the histogram; three
participants obtained scores between 40% and 60% (the middle bin), while the majority
(represented by the last two bins, N=14) scored above 60%, meaning that those participants
estimated that their interactions within their social networks involved the use of English for at
least 60% of all interaction time.

Figure 17

A Simple Histogram of English Use Index Values Among the Participants.
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It was hypothesised that the participants with high English Use Index values, i.e. those
spending the most time with native speakers of English or interacting in English with other
English-speaking migrants, would be placed closer to the native-like end of the /r/-fullness
continuum. However, after Bonferroni correction (p = 0.00166 for Pearson and p = 0.00016
for Spearman’s Rho), the results obtained do not support this predicted outcome, as the
variable did not show any significant correlations with any dependent variables. This could
perhaps be linked to the quality of input: although most interactions in English involved
interacting with native speakers of that language, they did not necessarily involve increased
exposure to non-rhotic varieties. Moreover, as reported in the interviews, English was also
often used to communicate with other migrants or even with other Poles in the presence of
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other, non-Polish speaking friends or partners. This perhaps is one reason why increased
involvement with one’s English-speaking social networks did not correlate with higher

production ratios of L2-like variants.

4.4.3.3.2 Social Grade

In the current study social grade replaced class, a commonly investigated variable in classic
variationist studies (Labov, 1972; Trudgill & Trudgill, 1974). It was felt that the context of
migration required a different approach, since, as Drummond (2010) observes, the social
position of migrants in the host country can be significantly different from the one in their
homeland, with many experiencing “status drop”, which is why categories proposed by
National Readership Survey (NRS) seemed more suitable to operationalise the participants’
employment situation and corresponding socio-economic status. For the purposes of
statistical analysis in SPSS, each ABC1 grade was assigned number, i.e. A=1,B=2,Cl =
3,C2=4,D=5and E=6.

Participant scores ranged from 1 (N=2) to 5 (N=5), with a mean of 3.54 and standard
deviation of 1.174, indicating a relatively wide data dispersion. Spearman’s rho identified a
significant negative correlation between Social Grade and the percentage of mispronounced
tokens in the Word List data set (-0.65**, p = 0.000), with the significance threshold (after
Bonferroni adjustment) p = 0.00043.

What is particularly worth highlighting here is that both the participants’ Social Grade and
Estimated Current Level of English correlate with the percentage of mispronounced tokens in
the Word List data set, which may indicate that proficiency in English, as self-estimated by
the participants, and their Social Grade are not independent, as indeed high proficiency in

English is required to obtain more prestigious jobs and positions.

4.4.4 Section Summary

This section has presented results of quantitive data analysis regarding acquisitional,
attitudinal as well as social variables and discussed their impact on the participants’ non-
prevocalic /r/ realisations. The acquisitional variables which have been identified as a
predictor of the participant’s phonetic choices, i.e. lower production ratios of Polish-like
variants were Formal Instruction in English in Poland, IELTS Grammatical Range &
Accuracy as well as Self-estimated Level of English upon Arrival. In addition, Self-estimated
Current Level of English correlated with lower ratios of mispronounced tokens produced on
the Word List task.

184



Out of all the attitudinal variables included in the model, none were identified as statistically
significant predictors of pronunciation. The only social factor identified as statistically
significant was Social Grade, which was identified as a predictor for lower ratios of
mispronounced tokens produced on the Word List task.

One significant issue with this analysis is that due to the relatively low number of participants
(N=26) it was not possible to employ multiple regression analysis, which would have allowed
to detect any co-linearity between independent variables and arrive at a reduced model, with
only key predictors working independently. This approach would also allow to determine
how much of variance is determined by which independent variable. Nevertheless, the
priority of this study was to collect as much language data as possible, and multiple
regressions were employed for the analysis of phonetic factors which affect participants’
repertoires. While the preliminary analysis employed identified a large number of variables
as statistically significant, in order to correct for type one errors, Bonferroni adjustment was

employed; this greatly reduced the number of statistically significant variables in the model.

Since this study is largely exploratory, as very little research exists on pronunciation of Polish
migrants living in England, with Drummond (2010, 2010b, 2012), Waniek-Klimczak and
Matysiak (2016) and Kozminska (2016, 2020) being notable exceptions, with only the former
two authors focusing on L2 English pronunciation of Poles, and the latter investigating the
use of English phonetic features in L1 Polish. Therefore, even though the statistical analysis
presented above mainly focused on identifying factors which still warrant further
investigation, it is hoped that this study has at the very least laid the groundwork for

subsequent research.

4.5 Internal Constraints on Rhoticity and Non-prevocalic /r/ Realisations
The previous section presents the findings of this study regarding external, i.e., attitudinal and
social constraints. This section focuses on the results of the analysis of potential internal
constraints on variability in non-prevocalic /r/ realisations, such as lexical stress, syllable
structure, the quality of the preceding vowel, the place of articulation of the preceding and the
following consonant and the presence of another, preceding /r/ (RQs la and 3a). Word

frequency was also included in the model.

While the results presented in the previous section involved statistical analysis with

participants as the unit of observation, for the analysis of linguistic constraint discussed in
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this section, the observation unit was speech tokens, i.e. Word List tokens with non-

prevocalic /r/.

The speech data subjected to statistical analysis were the same Word List tokens as in the
other part of analysis; however, in order to account for the potential impact of preceding
vowel quality, 461 tokens labelled as containing a “mispronounced vowel” (see the
Methodology chapter) were removed from the data set, since vowel quality drastically
different from vowel the stimuli were meant to elicit would have made it impossible to

investigate the impact of vowel quality on the type of the following post-vocalic /r/.
45.1 Results

45.1.1  The Use of Category One Tokens
Category one comprised non-rhotic realisations, i.e. the most L2-like variants, not in terms of
the exact vowel quality, as this was not within the remit of this study, but in terms of the lack
of any constrictive /r/ realisation. The mean value for the percentage of category one tokens
in the Word List data (AAWL.1.perc) was 35.29, with a standard deviation of 12.10.

Initial analysis using the General Model revealed six predictors for AAWL.1.perc, which
were Word Frequency, Stress, Preceding NEAR Vowel, Preceding NORTH Vowel,
Preceding lettER Vowel and the presence of a Preceding Consonant. Taken as a set, these
predictors accounted for 28% of the variance in the dependent variable, i.e. the percentage of
category one tokens in the WL data. Again, more variables were added to the model, and the
resulting Detailed Model (see Table 10 in section 3.7.2.2.2) accounted for 34% of the
variance in dependent variable: F(8, 216)= 14.10, p=0.000, R?=0.34. Backward multiple
regression analysis with bootstrapping identified the following statistically significant
predictor variables, listed below from the strongest to the weakest (see also Appendix IV,
Tables 67-70):

. preceding NORTH Vowel (standardized beta coefficient=-0.27, t=-4.45,
bootstrap results significant at the 0.01 level ( p = 0.001);

. preceding NEAR Vowel (standardized beta coefficient=-0.25, t=-4.17,
bootstrap results significant at the 0.01 level ( p = 0.001);

. preceding Type B Consonant (dental, alveolar, post-alveolar and palatal)
(standardized beta coefficient=0.24, t=3.87, bootstrap results significant at
the 0.01 level (p =0.001);
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. the presence of a Type C Coda (velar) (standardized beta coefficient=-
0.22, t=-3.93, bootstrap results significant at the 0.001 level (p = 0.001);

. Priming rVCVr: the presence of a preceding prevocalic /r/ (standardized
beta coefficient=0.21, t=3.57, bootstrap results significant at the 0.01 level
(p =0.001);

. word Frequency (standardized beta coefficient=0.20, t=3.46, bootstrap
results significant at the 0.05 level (p = 0.034);

. Preceding Type A Consonant (bilabial or labio-dental) (standardized beta
coefficient=0.17, t=2.75, bootstrap results significant at the 0.01 level (p =
0.004);

. Preceding lettER Vowel (standardized beta coefficient=0.16, t=2.44,
bootstrap results significant at the 0.01 level (p = 0.008).

45.1.2  The Use of Category Two Tokens
Category two comprised offglides, approximants and /r/-coloured vowels realisations which
are characteristic of many native varieties of English, but which are not used in the
postvocalic position unless followed by another vowel. The mean value for the percentage of
category two tokens, i.e. approximants, offglides and /r/-coloured vowels, in the Word List
data (AAWL.2.perc) was 59,72, making it the largest subset in the data set, with a standard
deviation of 11.94. Backward multiple regression analysis with bootstrapping identified five
predictor variables in the General Model, which, as a set, accounted for 19.5% of variance in
the dependent variable, i.e. the percentage of category two tokens in the WL data: F(5,
219)=10.62, p = 0.000, R2=0.19. The predictors identified were preceding NORTH Vowel,
Preceding Consonant, Priming (the presence of a preceding /r/), Word Frequency and
Preceding NEAR Vowel. In order to explore the impact of the different types of priming /r/
and different preceding consonants, more variables were added, and the resulting Detailed
Model was analysed, yielding the following 12 predictor variables listed below in the order of

strength:

. Preceding Type B Consonant (dental, alveolar, post-alveolar and palatal)
(standardized beta coefficient=-0.42, t=-4.65, bootstrap results significant
at the 0.01 level (p = 0.001);
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Preceding Type A Consonant (bilabial or labio-dental) (standardized beta
coefficient=-0.36, t=-3.93, bootstrap results significant at the 0.01 level (p
=0.003);

Preceding lettER Vowel (standardized beta coefficient=-0.28, t=-3.29,
bootstrap results significant at the 0.01 level ( p = 0.003).

Preceding NORTH Vowel (standardized beta coefficient=0.24, t=4.02,
bootstrap results significant at the 0.01 level (p = 0.002);

Preceding Type C Consonant (velar or glottal) (standardized beta
coefficient=-0.24, t=-2.79, bootstrap results significant at the 0.01 level (p
=0.005);

the presence of a Type B Coda (dental, alveolar, post-alveolar and palatal)
(standardized beta coefficient=-0.22, t=-3.86, bootstrap results significant
at the 0.01 level (p = 0.001);

Word Frequency (standardized beta coefficient=-0.21, t=-3.68, bootstrap
results significant at the 0.01 level (p = 0.006);

Priming VrCVr: the presence of a preceding postvocalic /r/ (standardized
beta coefficient=0.21, t=2.49, bootstrap results significant at the 0.01 level
(p=0.01);

Priming rVCVr: the presence of a preceding prevocalic /r/ (standardized
beta coefficient=-0.19, t=-3.12, bootstrap results significant at the 0.05
level (p =0.013);

the presence of a Type C Coda (velar) (standardized beta coefficient=-
0.19, t=-3.06, bootstrap results significant at the 0.01 level (p = 0.001);
preceding NEAR Vowel (standardized beta coefficient=0.17, t=2.80,
bootstrap results significant at the 0.01 level (p = 0.006);

Preceding Type D Consonant (labial-velar) (standardized beta
coefficient=-0.13, t=-1.82, bootstrap results significant at the 0.05 level (p
=0.026).

The predictors identified comprised eight negatively correlated variables and four positively

correlated variables. Five of the statistically significant positive correlations identified for the

percentage of category two tokens (offglides, approximants, /r/-coloured vowels) were also

negatively correlated with the dependent variable of percentage of category one tokens (non-

rhotic variants), while three negative predictors for the percentage of category two variants
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functioned as positive predictors for the ratio of non-rhotic realisations (see section 4.5.1.1).
The four additional predictors that emerged for the use of approximant-like variants were
Preceding Type C Consonant (velar or glottal), Preceding Type D Consonant (labial-velar),
the presence of a Type B Coda (dental, alveolar, post-alveolar and palatal) and Priming

VrCVr: the presence of a preceding postvocalic /r/.

4.5.1.3 The Use of Category Three Tokens
As discussed before, category three comprised taps and lenited taps, i.e., more Polish-
sounding realisations. The mean value for the percentage of category three tokens, i.e. taps
and tap-like variants, in the Word List data (AAWL.3.perc) was 4.42, with a standard
deviation of 5.34. Having analysed all the predictor variables in the General Model (the
presence of a coda, lexical frequency, preceding consonant, preceding vowel, priming,
stress), backward multiple regression analysis with bootstrapping identified only one
statistically significant predictor variable, i.e. the presence of a consonant following the
postvocalic /r/. However, the model only accounted for 2.3% of the variance in dependent
variable: F(1, 223)=5.22, p = 0.000, R?=0.023. The standardized beta coefficient for the
presence of a coda was 0.15, t=2.28, bootstrap results significant at the 0.05 level (p = 0.034).

In order to investigate that relationship more closely, more variables were added to the model
(for details, see Methodology, section 3.7.2.2.2), some of which represented a range of places
of articulation for the consonant in the coda (bilabial and labio-dental; dental, alveolar, post-
alveolar and palatal; velar; labial-velar). The Detailed Model accounted for 7.7% of the
variance in dependent variable: F(2, 222)=9.24, p = =0.000, R2=0.077. The most important
predictor for AAWL.3.perc was coda type B, i.e. one containing a dental/alveolar/post-
alveolar or palatal consonant (standardized beta coefficient=0.24, t=3.72, bootstrap
significance p = 0.004).

The Detailed model also identified another predictor variable for the percentage of taps and
lenited taps, which was the occurrence of a preceding postvocalic /r/ in the previous syllable
of the word (standardized beta coefficient=-0.185, t=-2.82, bootstrap significance p = 0.004).
This correlation was negative, meaning that if there was a preceding postvocalic /r/ in a Word
List stimulus, the word-final non=prevocalic /r/ was less likely to be realised as a category
three-type variant.
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4.5.2 Discussion of Internal Constraints
The results presented above are summarised and discussed in this section, which has been
organised by independent variable, with related independent variables, such as all the
preceding vowels, discussed in one subsection. The results are contextualised in the light of
the differences between Polish and English phonology, coarticulatory effects, as well as the
concept of ease of articulation or economy of effort. This concept seems to characterise
movement in general and is an important governing factor in speech planning (Guenther,
1995; Perkell et al., 2000): the motor control system tries to reduce the amount of physical
effort required to make articulatory movements and thus conserve energy by producing
“easier” sounds. While present in both native and non-native speech alike, it seems that in
when choosing an “easier” variant, most bilingual speakers have two different L1 and L2
sound systems available to them, which means that even when communicating in L2, they
may resort to using L1 sounds for ease of articulation. It also important to point out that the
following interpretation of the findings is not based on articulatory observations, but rather
emerged from existing studies and the author’s knowledge of articulatory processes; as such,
it is to some extent speculative; therefore, in order to verify some of the interpretations

presented below, a study with a focus on articulatory detail should be undertaken.

In addition, although Word Frequency was included in this part of analysis to account for the
largest amount of variance possible within the limitations of this study, its relationship with
the different dependent variables has already been discussed in the first part of this chapter,
which is why the following sections will only mention lexical frequency in relation to other

independent variables.

45.2.1 Preceding Vowels
Vowels have been reported to have an impact on the following postvocalic /r/ in different,
both native and non-native varieties. In American English they have been reported to
influence the degree of retroflexion (Mielke et al., 2010); in General British they served as
predictors of an intrusive /r/ (Hannisdal, 2010), while in L2 English of Polish students they
were found to influence the speakers’ choices between rhotic and non-rhotic realisations
(Szpyra, 2014). The results of this study align with those studies, demonstrating that, in

Polish migrants’ L2 English, vowels do have an impact on the following non-prevocalic /r/.

Indeed, the two strongest negative predictors for the percentage of category one, non-rhotic
variants are the NORTH vowel and the NEAR vowel, as signified by their highest
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standardized beta coefficients values (t=-4.45, and t=-4.17 respectively). This means that the
non-prevocalic /r/ in words with those two vowels is more likely to be constrictive, i.e. rhotic.
The fact that there is also a positive correlation between those vowels and the usage of
category two-type variants indicates that while both NORTH and NEAR encourage rhoticity,

they also predict the use of L2-like offglides, approximants or /r/-coloured vowels.

Another vowel that was identified as a statistically significant predictor for the use of non-
rhotic variants, albeit not a very strong one (t=2.44), was the lettER vowel. Unlike NORTH
and NEAR, lettER was positively correlated with the percentage of category one tokens in
the data set, meaning it was conducive to non-rhoticity.

As discussed in the Literature Review (see section 2.2.3.3.2), there is evidence from studies
on American English rhotics that back vowels, such as /o:/ or /a:/, strongly encourage
retroflexion (Mielke et al., 2010). A similar effect of back vowels on the following /r/ was
reported by Hannisdal (2010), who found that in GB intrusive /r/ was significantly more
frequent after /o:/ and /a:/ than /o/. While the backness of vowels could indeed be a factor
explaining why NORTH is the strongest predictor of the use of approximant-like realisations
in this study, it does not explain why it is only NORTH, not also START, that acts as a

predictor for the use of category two, rhotic variants.

It seems that a possible explanation could again be found if the economy of effort and the
issue of tenseness are considered. Polish has a relatively limited vowel inventory compared to
English; it consists of six oral vowels, some of which also have their nasalised variants
(Dtuska, 1981; Wierzchowska, 1971). Unlike in English, in Polish there are no distinction in
duration or tenseness, i.e., the degree of tension in the muscles of the tongue which is
required for articulation. The Polish vowel that is the closest “equivalent” to the English
NORTH vowel is /o/, which is sometimes described as intermediate between the English
vowels /2:/ and /o/ (Balas, 2018). Since producing a native-like NORTH vowel would require
maintaining adequate length as well as a level of tenseness, it seems that in accordance with
the concept of economy of effort (Guenther, 1995; Perkell et al., 2000), some Polish speakers
of L2 English avoid the extra muscular effort required to achieve a native like quality and
qguantity NORTH vowel, and instead produce a shorter vocalic element followed by an

approximant.

According to Halle (1977), the degree of how tense a vowel is increases with the height of the

tongue; although both /a:/ and /o:/ are back vowels, the tongue is raised significantly higher
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for the latter, which, according to Halle (1977), results in more tenseness, hence more
muscular effort needed for articulation. Therefore, it could be argued that producing non-
rhotic variants of START words is easier for Polish speakers of L2 English than pronouncing
non-rhotic NORTH words.

An alternative explanation not involving tenseness would be that is more difficult to make an
apical gesture after START simply because of its openness: since articulation of that vowel
requires the jaw to be lowered, it takes more articulatory effort, i.e. the tip has to travel a
longer distance to get to the roof of the mouth to produce the approximant effect, which could
also account for the fact that START is less conducive to the use of rhotic variants than
NORTH.

The second strongest predictor for the use of L2-like rhotic variants was the presence of the
NEAR vowel; this can perhaps again be explained by phonological differences between
Polish ad English. While lacking diphthongs, Polish does have sequences of vowel and glides
which may be regarded as comparable to English closing diphthongs, but no segments
comparable to English centring diphthongs (Balas, 2009). This is why the latter (i.e.,
diphthongs ending in a schwa) are often regarded as particularly challenging for Polish
speakers of L2 English (Sobkowiak, 2008). When native-like realisations have not been
adopted into their phonetic inventory, some speakers tend to produce non-rhotic realisations
by resorting to /j/-breaking, i.e., inserting a glide between the first and the second element of
the diphthong (Balas, 2009). However, other speakers coped with the challenge by using an
fil-like first element and simply employing a constrictive /r/ instead of the second vocalic
element. While using a trill or a tap-like variant would most likely mean transfer from Polish
and be a potential indicator of a foreign accent, approximants are commonly used in rhotic
native varieties of English, such as GA, therefore it is possible that /ir/ is regarded by some

speakers as the “preferable” variant.

Finally, the positive correlation of the lettER /o/ vowel with the percentage of non-rhotic
variants is consistent with Szpyra-Koztowska (2018), who reports that even those Polish
students of L2 English whose pronunciation she described as “predominantly rhotic” were
more likely to produce a non-rhotic form of lexical items belonging to the lettER set if the /r/
was word-final. This relationship between the two variables can perhaps be explained by a
combination the phonological differences between Polish and English, linguistic transfer,
economy of effort and L2 exposure. Although Polish has neither vowel quantity distinction,
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nor a vowel with a mid-central quality, Polish speakers of L2 English often replace the sound
with Polish vowels [e],[a] or [i] (Bogacka et al.,, 2006). The replacement poses no
intelligibility issues and is a relatively “easy” fix for those speakers who have not acquired
the GB variant. Since, as it has been already established, the ratio of non-rhotic realisations
correlates with word frequency, and is also related to Length of Residence, it can be assumed
that participants’ prior exposure to lettER words in their spoken form is also a part of the
equation here. Therefore, once a speaker is familiar with the non-rhotic form, it becomes the
“easier” option, allowing speakers to avoid the articulatory effort of producing the post-

vocalic /r/ where they can avoid one.

4522 Coda Type

There is some evidence from existing studies that the final consonant in the coda does have
an impact on the quality of the preceding postvocalic /r/. Mielke et al. (2010) report that for
the American English speakers they investigated, retroflexion rates were higher in closed
syllables, particularly before /I/. On the other hand, Szpyra-Koztowska (2018) notes that one
of the contexts which was conducive to the production of non-rhotic variants in Polish-
accented English of secondary school students involved postvocalic /r/ before consonants,
e.g. “morning”, “birthday”, “darling”. The results of this study show that both type B (dental,
alveolar, post-alveolar or palatal) and type C (velar) codas predict the category of the
postvocalic /r/ they follow.

Category C (velar) coda was the fourth strongest negative predictor of the percentage of non-
rhotic variants, as well as a positive predictor of category-two /r/ use, which means that it
encouraged the use of English-like rhotics realisations. On the other hand, the presence of a
category B coda (dental, alveolar, post-alveolar and palatal) was a negative predictor of
category two /r/ (approximants), but was positive correlated with AAWL.3.perc, i.e., the

percentage of Polish-like taps and lenited taps.

The positive correlation between a type-C velar coda and the use of approximants could
perhaps be explained by the fact that velar consonants do not enforce opposing anticipatory
articulatory demands on the blade of the tongue, which is free to rise to the post-alveolar

region.

On the other hand, the interactions between the presence of a type-B coda (one consisting of
a dental/alveolar/post-alveolar or palatal) and the increased likelihood of producing a tap-like

variants seem to be consistent with the concept of ease of articulation or economy of effort,
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whereby energy is conserved by articulating “casier” sounds. In this particular case, it seems
that for those speakers who opt for a rhotic variant for the non-prevocalic /r/ in a r+ C coda,
moving the blade into the postalveolar region in order to produce a friction-free, L2-like
approximant before a following alveolar consonant is the more “costly” option, while
throwing the apex towards the alveolar region to produce a tap, often characterised by

incomplete closure and accompanied by friction, is the more economic choice.

Moreover, in their investigation of rhotics in American English, Mielke et al. (2010) found
that r+C codas favoured higher degrees of retroflexion. While it was not possible to
determine if the same increased degree retroflexion is characteristic of the rhotic forms of
words produced Polish speakers of L2 English using the research tools employed in this
study, it may be the case that for some speakers increased retroflexion in the vicinity of a
following consonant, particularly an alveolar one, would result in the production of retroflex
fricatives or flaps, i.e. also category three-type tokens, as was the case for several
participants, for example for PO1PA in “roars”, PO4BK in “carers”, P13NE in “rears”, P17SP
in “third”, P19MI in “sort” P22SJ in “sort” and P26NM in “report”. This is because on its
way from the retroflex position to the alveolar ridge the blade is likely to make brief contact
with the postalveolar/alveolar region, resulting in retroflex fricative or flap variants, as
avoiding this contact would require a considerable amount of control over fine motor skills,

which some L2 English speakers may not have.

45.2.3 Onset (Preceding Consonants)
As explained in the Methodology chapter, section 3.5.4.2, the current study employed four
categories to account for the different places of articulation of the consonants in the onset of

the syllable with the non-prevocalic /r/ investigated; these are presented in Table 22.

Table 22

Categories for Onset Employed in the Study

A bilabial or labio-dental
Preceding
Consonant in the B dental, alveolar, post-alveolar or palatal
CVr Onset C velar or glottal
D labial-velar

Analysis using the General Model showed that the presence of an onset was positively

correlated with the percentage of non-rhotic realisations, and negatively correlated with the
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use of rhotic L2-like realisations. Further analysis using the Detailed Model showed that both
type-A (i.e. bilabial or labio-dental) and type-B (dental, alveolar, post-alveolar or palatal)
consonants in the onset correlated with the percentage of non-rhotic variants, with Type B
onset being the third strongest out of the eight predictors of non-rhoticity overall.

The fact that consonants involving the apex, the blade or even the front of the tongue (type B)
predict non-rhoticity could perhaps again be explained by ease of articulation, since
producing an approximant /r/ at the end of a in a CVr sequence would require using the same
active articulator within a relatively short time, which needs considerable fine motor control.
Therefore, it seems that producing the non-rhotic variant in this context requires less
articulatory effort. However, it is not fully clear why bilabial or labio-dental onsets also
predicted non-rhoticity, or why A-, C- and D-type onset were negatively correlated with the
percentage of category 2 tokens, i.e. discouraged the use of offglides, approximants,
alongside B-type consonants. It is possible that a study with a focus on articulation and using

appropriate research instruments would be able to answer these questions.

4524  Priming
The presence of a preceding prevocalic /r/ in the onset of the same syllable as the other, non-
prevocalic /r/ (PRIMING.Prevoc.RVr) was not statistically significant. However, the
presence of a word-initial prevocalic /r/ in words such as “return” or “refer”, i.e. with the
preceding /r/ in the preceding syllable (PRIMING.Prevoc.RVCVTr), was positively correlated
with the percentage of non-rhotic realisations and negatively correlated with the use of
approximants and /r/-coloured vowels. This indicates that when the priming, prevocalic /r/
and the postvocalic /r/ occur in two different syllables, the speakers are more likely to
produce a non-rhotic variant. On the other hand, the presence of a preceding postvocalic /r/
(PRIMING.Postvoc.VRCVr) was identified as a predictor for the use of category two tokens,
i.e. L2-like constrictive variants. It was also a negative predictor for the use of L1-like taps

and lenited taps, i.e. category three tokens.

These correlations could perhaps be explained by long term coarticulatory effects. Kelly and
Local (1986) suggested that resonances of /r/ colour the syllable which they are a part of, but
can also impact segments in neighbouring syllables. Heid and Hawkins (2000) claim that in
some cases, these coarticulatory effects can extend for even up to five syllables. Therefore,
once constrictions in the vocal tract have been formed to articulate the word-initial /r/, that

articulatory setting can be maintained to some extent throughout the following segments,
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resulting in the impression of rhoticity. It seems reasonable to assume that such “lagging”
long term articulatory settings are more likely to be maintained if both /r/s are separated by a
single vowel rather by several segments, which is perhaps why PRIMING.Prevoc.RVCVr is
more  conducive to non-rhoticity. Similarly, it could be argued that
PRIMING.Postvoc.VRCVr was identified as a predictor of approximant and /r/-coloured
vowels due to the fact that, assuming the priming /r/ was indeed realised as an approximant or
an /r/-coloured vowel, the distance between the two /r/s was that of two segments only, hence
the greater likelihood of the articulatory setting employed for the first /r/ continuing for the

following /r/.

In order to further investigate the impact of the preceding priming /r/ on the following non-
prevocalic /r/, not solely on the basis of the presence of the priming /r/ in the word stimuli,
but based on the actual quality of the two /r/s as realised by the participants, further analysis
was conducted. As reported by Scobbie et al. (2015), about 30% of Scottish English speakers
in their sample used both “tip-up” and bunched /r/ variants in a largely systemic way, with
tip-raised onsets predicting bunched codas. Despite the fact that some speakers in this study
could be described as predominantly non-rhotic, all the speakers in the sample displayed a
degree of variability; therefore, the aim was to what establish to whether the quality of the
preceding /r/, as described by one of the categories employed in this study, can indeed predict

the quality of the following post-vocalic /r/.

As described in the Methodology chapter, all tokens with priming /r/ prevocalic /r/were
divided into five categories: A - E (see section 3.7.2.3). Spearman's rho non-parametric test
was employed to establish the strength of association between priming /r/ realisations and the
following, postvocalic /r/ realisations within respective word category. The results are

presented in Table 23:

Table 23

Spearman's Rho Correlation Coefficients for the Preceding /r/ and the Following Non-Prevocalic /r/

Correlation Coefficient

Foll. Foll. Foll. Foll. Foll. Foll. Foll. Foll. Foll. Foll. Foll. Foll. Foll. Foll. Foll.
r.A. r.A. r.A. rBl rB2 rB3 r.C. r.C. r.C. r.D. r.D. rD. rEl1l rE2 rE3

1s 25 3s S S S 1s 2s 3s 1s 25 3s S S S
Prec.
2 Sr.A.2 oos M asr ooss 39 gazg 0150 0117 oo 0083 0434 o 0103 0172 -390
(2]
'% Prec.
£ ;.A.3 Do 42 6827 0084 4147 407 0047 oo 0070 0411 o0 39 0133 oo 0330
g
& Prec. - 403 0029 457" -429° 0286 . - 0222 491" 0181 0092
rB2 005 - 0324 & ' : : 0033 0310 & 0111 " : : 526"
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Note. Relevant sections presented in coloured boxes. Category four tokens (trills) presented only for the contexts where data
was available. **. Correlation is significant at the 0.01 level (2-tailed).

Categories A, B, C and D all comprised words with a preceding prevocalic /r/, while category

E contained words with a preceding post-vocalic /r/ in the preceding syllable, e.g. “server”.

In categories A ('RVr words, such as “rear”’) and B (RVr words, such as “carer”’), where the
two /r/s are separated by only one vowel segment, the use of category two (approximants) for
the preceding /r/ is correlated with the use of the same category for the following non-
prevocalic /r/ (p= 0.55** for A and 0.46* for B, significant at the 0.01 and 0.05 level
respectively). However, the same relationship between the use of approximants for both /r/s
is not observed for category C (RV'CVr words, such as “repair”) or D words (‘'RVCVr words,
such as “Roger”), where the two /t/s are in two different syllables and are separated by more
segments. This provides further support for the “lagging rhoticity” explanation discussed
above in the context of multiple regression analysis results: it seems that long term
articulatory settings for approximant /r/ are indeed more likely to remain in place when both
the preceding prevocalic /r/ and the following non-prevocalic /r/ are separated by a single

vowel rather by several segments.

The use of category three variants (taps and tap-like realisations) for the preceding prevocalic

Ir/ is positively correlated with the use of the same variant for the following /r/ in all five
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word categories (A, B, C, D, E: p = 0.68*%* p = 0.68**, p = 0.53** p = 0.50**, p = 0.59**
respectively, all significant at the 0.05 level). This means that if a speaker employs a tap-like
variant (category three) for the prevocalic /r/, they are more likely to use the same category
again for the following /r/ regardless of the different phonetic constraints, as represented by
the four categories of words (A-E), which may suggest that, unlike the use of category two
variants (approximants), the use of tap-like variants for the following /r/ is not so much a
product of coarticulation effects triggered by the priming /r/, but is governed by other internal
constraints, such as the presence of a following consonant, and/or social and acquisitional

factors.

The use of trills ad trilled approximants (category four) was only included in category C and
E words; since few trills were produced by the participants, statistical analysis of trills was
not possible for every word category. Nevertheless, the analysis of category C words shows
that if a trill is produced for the preceding prevocalic /r/, the following /r/ is more likely to be
articulated as a tap or a tap-like variant (category three): p = 0.53** for category C and p =
0.393* for category E, significant at the 0.01 and the 0.05 level respectively. This mirrors the
relationship between those two /r/ variants discussed in section 4.3.5; the more Polish
speakers of L2 English use trills and trilled fricatives, the more likely they are to produce taps
and tap-like variants. Again, this could perhaps be explained the phonetic instability of the
trill (see section 2.2.2.1) as well as perhaps social or acquisitional factors; once a speaker has
“allowed” the transfer of L1-like categories (three or four) into their L2 English, more L1

variants are likely to be employed.

The main objective behind including category E ('"VRCVr) words, i.e. words with a
preceding postvocalic /r/, was to establish whether the choice of a non-rhotic variant for the
preceding /r/ could predict non-rhoticity in the following non-prevocalic /r/. Indeed, the
analysis has revealed a statistically significant correlation between the choice of category one
(on-rhotic) variants and the same category use for the following /r/ (p = 0.88**, significant at
the 0.01 level), with the former being also negatively correlated with the use of rhotic
variants, i.e. categories two and three. Similarly, the use of category two (approximants,
offglides, /r/-coloured vowels) for the preceding postvocalic /r/ was positively correlated with
the use of the same category for the following /r/ (p = 0.69**, significant at the 0.01 level), as
well as negatively correlated with the use of non rhotic, category one, variants (p = - 0.53**
significant at the 0.01 level). In other words, those speakers who employ a non-rhotic variant

for the preceding /r/ are more likely to produce another non-rhotic variant for the following
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Ir/, while those participants who employ approximants, offglides or /r/-coloured vowels are

also likely to do so for the following /r/.

This means that the most frequent patterns are either consistently rhotic (e.g. [ s3ivai] for
“server”) or consistently non-rhotic realisation (e.g. ['s3:va]), while rhotic + non-rhotic
['s31va] and non-rhotic + rhotic ['s3:var] combinations are less frequent. While this could
perhaps again be explained by “lingering” rhoticity or lack thereof, it is also possible that the
relationship is the result of acquisitional or social rather than the influence of the preceding /r/
variant: those participants who have productive control over /r/ variants and choose to
employ or avoid a specific variant for possible social reasons, seem to be consistent in their
choices within a word. The social meanings behind the different /r/ variants will be discussed

in the following part of this chapter.

45.25  Section Summary
As expected, it is not a single predictor but rather the combined effect of various internal
constraints that contributes to variability in non-prevocalic /r/ realisations in the L2 speech of
Polish speaker of L2 English. The models analysed using multiple regressions with
bootstrapping all accounted for less that about 38% of variance, which means that other
variables, not included in the models presented above, also govern speakers choices of /r/

variants.

However, the results do reveal several predictors, such as the impact of preceding vowels, the
place of articulation of the consonant in the onset and in the coda and the presence of a
preceding /r/. More specifically, the category of Polish-like rhotic variants, i.e. taps and
lenited taps, was only predicted by two independent variables, the strongest one being the
presence of a coda that involves the apex, blade or the front of the tongue as the active
articulator. The use of rhotic English-like variants and the use of non-rhotic variants were
correlated with a larger number of variables, the strongest predictors being the presence of
NORTH vowel (a negative predictor) and the presence of an dental/alveolar/post-alveolar
consonant in the syllable onset respectively. While it is not possible to establish the nature of
these relationships with absolute certainty, the section above has attempted to offer potential
explanation