
A dynamical interpretation of the 
intensification of the winter North Atlantic 
jet stream in reanalysis 
Article 

Published Version 

Open Access 

Hermoso, A. ORCID: https://orcid.org/0000-0002-1893-4181, 
Rivière, G., Harvey, B. ORCID: https://orcid.org/0000-0002-
6510-8181, Methven, J. ORCID: https://orcid.org/0000-0002-
7636-6872 and Schemm, S. (2024) A dynamical interpretation 
of the intensification of the winter North Atlantic jet stream in 
reanalysis. Journal of Climate, 37 (22). pp. 5853-5881. ISSN 
1520-0442 doi: https://doi.org/10.1175/JCLI-D-23-0757.1 
Available at https://centaur.reading.ac.uk/119125/ 

It is advisable to refer to the publisher’s version if you intend to cite from the 
work.  See Guidance on citing  .

To link to this article DOI: http://dx.doi.org/10.1175/JCLI-D-23-0757.1 

Publisher: American Meteorological Society 

All outputs in CentAUR are protected by Intellectual Property Rights law, 
including copyright law. Copyright and IPR is retained by the creators or other 
copyright holders. Terms and conditions for use of this material are defined in 
the End User Agreement  . 

www.reading.ac.uk/centaur   

http://centaur.reading.ac.uk/71187/10/CentAUR%20citing%20guide.pdf
http://www.reading.ac.uk/centaur
http://centaur.reading.ac.uk/licence


CentAUR 

Central Archive at the University of Reading 
Reading’s research outputs online



A Dynamical Interpretation of the Intensification of the

Winter North Atlantic Jet Stream in Reanalysis

ALEJANDRO HERMOSO ,a GWENDAL RIVIÈRE,b BEN HARVEY,c,d JOHN METHVEN,c AND SEBASTIAN SCHEMMa

a Institute for Atmospheric and Climate Science, ETH Zurich, Zurich, Switzerland
b LMD/IPSL, École Normale Supérieure, PSL Research University, Sorbonne Université, École Polytechnique, CNRS, Paris, France

c Department of Meteorology, University of Reading, Reading, United Kingdom
d National Centre for Atmospheric Science, University of Reading, Reading, United Kingdom

(Manuscript received 27 December 2023, in final form 25 June 2024, accepted 2 August 2024)

ABSTRACT: Jet streams play an important role in determining weather variability and extremes. A better understanding
of the mechanisms driving long-term changes in the jet is essential to successfully anticipate extreme meteorological events.
This study analyzes the intensification trend of the North Atlantic jet using the ERA5 reanalysis and investigates the dy-
namical mechanisms involved. The results highlight the importance of an increase in diabatic heating in the free tropo-
sphere below the jet entrance over the Gulf Stream sector. This change in diabatic heating modifies the jet directly and
produces a local intensification and a slight poleward shift. A two-dimensional frontal-geostrophic model illustrates this
mechanism by considering the enhanced diabatic heating associated with the baroclinic growth of extratropical cyclones.
The change in diabatic heating also affects the jet indirectly by increasing the mean baroclinicity and subsequent eddy mo-
mentum flux convergence. This indirect mechanism has also an effect downstream, where there is an acceleration of the jet
core and reduced westerlies along the flanks, reducing the width of the jet. An idealized warming experiment confirms this
mechanism by determining the jet response downstream of an idealized land–sea contrast. Finally, using a single-model en-
semble of fully coupled climate simulations, we show that the differences in the evolution of the North Atlantic jet are re-
lated to the latitude of the increase in baroclinicity, which has a large spread. What emerges from the model hierarchy is a
consistent dynamical chain of mechanisms associated with the intensification trend of the North Atlantic jet stream.
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1. Introduction

The processes that determine the position and intensity of
jet streams, which drive daily weather variability and contrib-
ute to the development of extreme weather events, are an on-
going area of research (Shaw et al. 2016), particularly with
regard to open questions about the future evolution of the
North Atlantic jet (Woollings et al. 2012). The high degree of
uncertainty regarding the future intensity and position of the
North Atlantic jet translates directly into a high degree of
uncertainty with regard to weather variability. For example,
there is not yet a significant consensus on the sign of the pro-
jected annual precipitation change for 1.58 and 2.08C of warm-
ing [e.g., Fig. 4.32 in chapter 4 of the IPCC Sixth Assessment
Report (IPCC AR6; Lee et al. 2021)], which is likely attribut-
able to a low signal-to-noise ratio. In particular, over the
North Atlantic and central and northern Europe, the sign of
the annual precipitation changes remains, in contrast to the
Mediterranean region, inconclusive because of a large inter-
model spread [e.g., Figs. 4.42e,f in chapter 4 of the IPCC AR6
(Lee et al. 2021)].

Baroclinicity measures the baroclinic growth potential of
transient eddies (Charney 1947; Eady 1949). It is proportional
to the horizontal temperature gradient}and by virtue of
thermal wind balance thus to the vertical wind shear}and
inversely proportional to the vertical temperature gradient,
which is a measure of atmospheric stability (Lindzen and
Farrell 1980). Baroclinic growth of transient eddies in turn
maintains deep westerly tropospheric jets against surface fric-
tion through associated eddy momentum flux convergence
(Hoskins et al. 1983; Vallis 2017). Due to this inherent link
between mean baroclinicity, baroclinic growth, and eddy
momentum flux convergence, the analysis of the life cycle of
eddy-driven jets alongside baroclinicity and its forcing pro-
cesses (e.g., latent heat release) becomes crucial for under-
standing regional climate changes in areas affected by storm
tracks. Ambaum and Novak (2014) proposed a nonlinear os-
cillator model to describe the joint evolution of diabatic heat-
ing, mean baroclinicity, and baroclinic growth. The proposed
life cycle displays qualitative agreement to observations with
peaks of intense heat flux indicative of intense storm activity
that acts to reduce the mean baroclinicity. When baroclinicity
becomes too low to maintain the baroclinic eddy generation,
storm activity is reduced, and baroclinicity is replenished by
diabatic heating influenced for instance by the orography or a
land–sea contrast (Brayshaw et al. 2011), allowing the cycle to
be repeated. Increased diabatic heat release (e.g., as expected
in a warmer atmosphere) and/or modified temperature gra-
dients (e.g., as expected at low levels due to Arctic amplifica-
tion and at upper levels due to tropical warming) thus could
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both influence the life cycle of the storm track by changing
the mean baroclinicity, which would also affect the jet via
eddy momentum feedback.

In the Northern Hemisphere, two competing trends due to
anthropogenic climate change act on the equator-to-pole tem-
perature gradient. Near the surface, the meridional tempera-
ture gradient is decreased due to amplified polar warming, a
phenomenon known as the Arctic amplification (AA) (Screen
and Simmonds 2010). In contrast, in the upper troposphere,
tropical warming increases the meridional temperature gradient
and reduces tropospheric stability. This larger temperature in-
crease in the tropics is produced because the atmosphere fol-
lows a moist adiabatic lapse rate (Held 1993). In a warmer
climate, the amount of water vapor in the atmosphere is higher,
and consequently, there is more latent heat release, which re-
duces the lapse rate, since the adiabatic cooling resulting from
the ascent is partially offset by higher latent heating. Jet streams
are by virtue of the thermal wind balance related to meridional
temperature gradients. Therefore, the upper- and lower-level
temperature trends are thus engaged in a tug-of-war around the
future evolution of the jet stream and its associated storm track
(Shaw et al. 2016).

Besides forced trends, storm tracks and eddy-driven jets ex-
hibit substantial temporal and spatial variability (Hartmann
2007). Their activity is larger during winter when the equator-
to-pole temperature gradient is higher, and consequently, the
energy transport is more intense compared to summer. A re-
markable exception to this behavior is found in the North
Pacific, where storm activity is lower in midwinter (Nakamura
1992; Schemm and Rivière 2019; Schemm et al. 2021). The po-
sition of the storm tracks has also a seasonal cycle, whereby
storm tracks and jet streams are located at lower latitudes
during winter. Furthermore, they display high-frequency var-
iations in intensity and position from shorter time scales of
the order of weeks, related to oscillatory behavior of the re-
gime life cycle produced by consumption and replenishment
of baroclinicity, to multidecadal variations. Indeed, storm
tracks can be affected by tropical variability across different
scales, from subseasonal scales produced by the Madden–
Julian oscillation (Yadav and Straus 2017) to decadal varia-
tions generated by El Niño–Southern Oscillation (Eichler and
Higgins 2006; Schemm et al. 2018) and multidecadal variabil-
ity (Bracegirdle et al. 2018).

Jet stream trends are therefore affected by both the impacts
of anthropogenic warming on circulation and natural variabil-
ity. Previous studies based on reanalysis data have found
strong seasonal and regional variations in jet changes over the
past decades with limited robust trends in wind speed or posi-
tion (Manney and Hegglin 2018), and in particular, for the
subtropical jet, no robust poleward trends have been identi-
fied in reanalyses (Maher et al. 2020). Simmons (2022) re-
ported an intensification and equatorward shift of the jet
stream over the eastern North Atlantic related to a warming
minimum between Greenland and Europe in ERA5. Martin
(2021) found increased waviness of the eddy-driven and sub-
tropical jets and a poleward shift of the eddy-driven jet, while
Woollings et al. (2023) highlighted the role of upper-tropospheric
warming to explain the poleward shift of jet streams in both

hemispheres but did not look at the North Atlantic region in
particular.

Climate model projections exhibit large uncertainty con-
cerning the future of the wintertime eddy-driven jet on the
North Atlantic compared to the jets over other ocean basins
(Simpson et al. 2014; Lorenz and DeWeaver 2007; Woollings
2010), which is potentially linked to the nature of the North
Atlantic as a mostly eddy-driven jet stream (Lee and Kim
2003; Li and Wettstein 2012). These uncertainties have a
strong influence on the low confidence in future changes in
the hydrological cycle and the occurrence of extreme wind
events since the vast majority of heavy precipitation and in-
tense wind events during the cold season are associated with
extratropical cyclones (Pfahl and Wernli 2012; Owen et al.
2021). For Europe, which lies at the end of the North Atlantic
storm track, changes in the jet stream and storm tracks are
thus particularly relevant. Therefore, future European rainfall
and wind will be significantly affected by the direction and
magnitude of any meridional shift in the storm track and/or
position of the jet stream (Priestley and Catto 2022). Cur-
rently, it is only settled that sea surface temperatures (SSTs)
and their influence on low-level baroclinicity account for a
fraction of the change (Woollings et al. 2012), but the inter-
play between changes in baroclinicity, diabatic heating, storm
tracks, and the jet stream and the chain of processes that ex-
plain past changes in the North Atlantic jet stream have not
been clearly established.

The atmospheric response to increased diabatic heating is
relevant to understand changes in the North Atlantic jet. In
this regard, Peng and Whitaker (1999) investigate the re-
sponse to diabatic heating by using a linear baroclinic model,
which is a primitive equation model linearized about a basic
state including heating and eddy terms as forcing. The re-
sponse consists of a low-level trough, whose extension de-
pends on the heating distribution, and an upper-level ridge
downstream. The imposed heating is interpreted as the initial
heating before the atmosphere has adjusted to it. The result-
ing anomalous flow is inserted into a linear storm-track
model, which is a quasigeostrophic model linearized about a
time-mean flow1 to deduce the anomalous eddy forcing, which
in turn is reinserted into the linearized baroclinic model to ob-
tain the eddy-driven anomalous flow. By doing so, the baro-
clinic response to diabatic heating evolves to an eddy-driven
response with a barotropic structure and finally to a net flow
response (initial heating response plus eddy feedback) of the
North Pacific storm track. For a background state inspired by
the January climatology, they show that the eddy forcing acts
to shift the heating-induced anomalous ridge downstream and
toward the northeast.

More generally, several mechanisms can affect the mean jet
position and intensity in the presence of diabatic heating act-
ing on different time and spatial scales:

1 The authors note that the time-mean flow was taken from the
eastern North Pacific, which during winter is dominated by the sub-
tropical jet stream, while the model appears to be too sensitive to
the forcing when using the time-mean conditions from the North
Atlantic, which has more the nature of an eddy-driven jet.
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First, a large fraction of the diabatic heating on the scale of
individual eddies is generated along ascending airstreams in
the warm sector of extratropical cyclones, known as warm
conveyor belts (Harrold 1973; Browning et al. 1973). As
shown in Madonna et al. (2014) and Sheldon et al. (2017), the
warm conveyor belt activity at the entrance of the Atlantic
storm tracks is anchored above the warm tongue of the Gulf
Stream and could explain the collocation between time-mean
ascents, precipitation, and the warm tongue (Minobe et al.
2008). Warm conveyor belts can have a local influence on the
jet. Diabatic heating produces a positive potential vorticity
(PV) anomaly at low levels and a negative PV anomaly near
the tropopause (Stoelinga 1996; Pomroy and Thorpe 2000),
which is schematically represented in Fig. 4a of Wernli and
Davies (1997). Such PV anomaly can locally intensify the jet
(Grams et al. 2011; Schemm et al. 2013; Weijenborg and
Spengler 2020; Rivière et al. 2021; Wimmer et al. 2022).

Second, the North Atlantic jet stream is driven by eddy mo-
mentum flux convergence associated with the propagation of
large-scale Rossby waves that originate from regions of en-
hanced baroclinicity (Hoskins et al. 1983; Vallis 2017), sug-
gesting a strengthening of the eddy-driven jet if baroclinicity
increases. In this regard, the presence of oceanic frontal areas,
such as the Gulf Stream, has been shown to be crucial to
maintain baroclinicity through sensible heat fluxes (Sampe
et al. 2010; Hotta and Nakamura 2011). Further, it has been
established that not only is an increase in baroclinicity impor-
tant, but it is also the exact location relative to the mean jet
position matters (Rivière 2009). An increase in baroclinic
eddy activity can thus lead to an acceleration or shift of the
jet, but it also entails enhanced diabatic heating associated
with the growing baroclinic eddies that maintain the storm
track (Hoskins and Valdes 1990).

Quantifying the relevance of each of these mechanisms and
their effects on the jet is therefore necessary to understand
changes in the North Atlantic jet stream. We aim to investi-
gate the role of changes in diabatic heating on the jet stream
through the analysis of ERA5 data for the winter season fol-
lowing the above-outlined two mechanisms. Next to ERA5, a
hierarchy of idealized and fully coupled climate simulations is
used to better understand the relevance of diabatic heating
and mean baroclinicity on the trends in the winter North
Atlantic circulation. This analysis also allows us to pinpoint to
potential sources of uncertainty in climate projections and
provide some guidance on relevant aspects required to ade-
quately simulate jet stream changes that most models do not
adequately capture (Blackport and Fyfe 2022). Admittedly,
additional processes, such as stratospheric (Kidston et al.
2015) or tropical influences (Yu and Lin 2016), may play a
role in jet trends, but this study mainly focuses on the impact
of changes in diabatic heating. It should also be noted that
this study does not attempt to attribute trends to either natu-
ral variability or anthropogenic climate change.

Specifically, this study addresses the following research
questions:

• What is the local effect on the jet of an increase in transient
diabatic heating rate pulses over the storm track entrance

region resulting from enhanced diabatic heating on the
scale of individual cyclones [as, e.g., in Fig. 4a of Wernli
and Davies (1997)]?

• What is the downstream impact of a change in mean baro-
clinicity, potentially resulting from enhanced diabatic heat-
ing over the Gulf Stream sector, on the evolution of the
North Atlantic jet via eddy momentum flux convergence
[as, e.g., in Hoskins et al. (1983)]?

• Which of these two processes are adequately represented
in fully coupled climate simulations and what are the fac-
tors that contribute to uncertainty in climate projections of
the North Atlantic jet stream?

The remainder of the paper is structured as follows. Section 2
presents the winter North Atlantic jet trends in the reanalysis and
illuminates the main mechanisms driving the trends, section 3
discusses the local effect of diabatic heating over the Gulf Stream
through an idealized frontal-geostrophic model experiment,
section 4 explores the role of feedback of eddy horizontal
momentum fluxes onto the mean flow through aquaplanet simu-
lations, and section 5 analyzes jet trends in fully coupled climate
simulations. The main conclusions are provided in section 6. To
improve the readability of the individual sections, the main data
and methods are introduced in the corresponding sections.

2. Jet stream trends over the North Atlantic in ERA5
(1979–2022)

The ERA5 reanalysis (Hersbach et al. 2020) is used to eval-
uate recent trends in the winter [December–February (DJF)]
North Atlantic jet stream. The dataset consists of global data
with a spatial resolution of 0.288 and 137 vertical levels up to
1 hPa, spanning from 1979 until the present with hourly tem-
poral resolution. For the analysis presented in this study, hori-
zontal wind components and temperature were interpolated
into a horizontal resolution of 0.58 and 11 pressure levels be-
tween 900 and 100 hPa.2 Linear trends are computed from
daily averages in the period 1979–2022. This data frequency is
considered to be representative enough for the subsequent
trend analysis. Although ERA5 reanalysis data are available
from 1940, the period is restricted to the satellite era. This is
because the main region of interest is the North Atlantic, and
thus, the reanalysis may not be well constrained over the
ocean in the earlier period. However, zonal wind speed
trends for the period before the satellite era are provided in
appendix A.

a. Methods to analyze trends in ERA5

1) BAROCLINICITY: ISENTROPIC SLOPE

To study the impact of changes in baroclinicity in the modifica-
tion of the jet stream, we use the slope of the isentropic surfaces
to quantify the growth potential of baroclinic waves, such as ex-
tratropical cyclones (Van Delden 1999; Thompson and Birner
2012; Igel and van der Heever 2014; Papritz and Spengler 2015).

2 The following pressure levels (hPa) are used in this study: 100,
200, 250, 300, 400, 500, 600, 700, 800, 850, and 900.
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A necessary condition for baroclinic growth of a disturbance is
that on average, the motion of air parcels has a slope lower than
the slope of the isentropic surfaces (Green 1960). The slope is
computed as follows:

S 5

u

y
u

p

, (1)

where u is the potential temperature, y represents the meridi-
onal direction, and p is the pressure. The slope is computed
from hourly data averaged to obtain daily means, which are
used to compute linear trends.

2) EDDY MOMENTUM FLUX CONVERGENCE: E VECTOR

Eddy momentum convergence is explored by means of the
divergence of the E vector (Hoskins et al. 1983), whose direc-
tion indicates eddy propagation, which is opposite from the
eddy momentum transfer. The three-dimensional E vector is
defined as follows:

E 5 0:5 (y ′2 2 u′2), 2 u′y ′ ,
f

u/p
y ′u′

[ ]
, (2)

where u and y are the zonal and meridional wind components,
respectively; f is the Coriolis parameter; p is the pressure; the
overbars indicate time means; and the primes denote the
anomalies, which are computed by subtracting the 10-day
high-pass-filtered component from the total fields. The verti-
cal component of the E vector is thus proportional to the heat
flux.

The orientation of the E vector is related to the eddy shape
and the orientation of Rossby wave breaking (RWB) (Orlanski
1998). Equatorward E vectors indicate anticyclonic RWB, while
cyclonic RWB is associated with poleward E vectors (Drouard
et al. 2015). Additionally, the zonal component of the E vector
provides an indication of the eddy shape, so meridional elon-
gated eddies are represented by eastward E vectors and zonally
elongated eddies by westward E vectors. Six-hourly data are
used to compute the E vector, which is subsequently daily
averaged.

3) STATISTICAL SIGNIFICANCE

We apply the false discovery rate (Wilks 2016) to compute p
values for the trends computed throughout the study. With this
approach, a global p value, p* defined by p* 5max[pi # (i/N)a],
is computed, where i is the index identifying the sorted p values,
N is the total number of grid points, and a is a threshold that con-
trols the fraction of null hypotheses erroneously rejected, which is
fixed to 0.1 in this study. For each grid point, local p values are
compared to the global p value.

b. Results: Jet stream trends over the North Atlantic
in ERA5

Analysis of the wintertime (December–February) zonal
wind speed trend in the ERA5 dataset from 1979 until 2022
shows a strengthening and mild poleward shift of the North

Atlantic jet stream between 408 and 508N (Fig. 1a) over the en-
trance of the storm track on the U.S. East Coast and the Gulf
Stream sector (Fig. 1b). This is not the case further down-
stream over the eastern North Atlantic, where the trend is
characterized by a slight equatorward shift and a southwest-to-
northeast extension toward the United Kingdom and western
Europe. There is also a decrease in zonal wind speed between
208 and 308N, extending toward the Iberian Peninsula and the
western Mediterranean (Fig. 1b), and an additional decrease
north of the jet between 658 and 808N over the Nordic seas.

Upstream over eastern North America, the trend in the
500-hPa geopotential anomalies shows an intensification of the cli-
matological trough over North America. At lower levels, the neg-
ative anomaly extends to the east, indicating the presence of a
westward tilted trough with height (not shown).

1) TRENDS IN POTENTIAL TEMPERATURE, DIABATIC

HEATING, AND TEMPERATURE ADVECTION

We begin the detailed analysis of the jet trends by investi-
gating the mechanisms that affect it over the Gulf Stream be-
fore consideration is given to the downstream sector over the
eastern North Atlantic. We first perform a trend analysis of
the potential temperature and changes in its meridional struc-
ture related to diabatic heating and advection. Figure 2 pre-
sents trends in potential temperature, diabatic heating,3 and
three-dimensional potential temperature advection tendency.
The general trend in potential temperature depicts enhanced
potential temperature between 308 and 408N, slightly equa-
torward of the region of increased zonal wind speed, and
808–908N (red shading in Figs. 2a,b). The increase located
near the pole is seemingly associated with the AA. It reaches
into the stratosphere (Fig. 2a).

At midlatitudes between 308 and 508N, potential tempera-
ture increases in the troposphere but decreases in the strato-
sphere, leading to a decrease in static stability (Fig. 2a) in the
layer between 350 and 200 hPa, exactly where the tropopause
height increases (light blue contours in Fig. 2a indicate the dy-
namical tropopause during the first and last decades).

To better understand the trend in potential temperature, it
is illustrative to analyze changes in diabatic heating, which are
described above, and advection, as both processes locally af-
fect potential temperature. Although attributing trends to ei-
ther anthropogenic climate change or natural variability is
beyond the scope of this study, it is appropriate to analyze
trends in diabatic heating and advection in light of changes in
a warmer climate and how these may affect baroclinicity.
Moist diabatic processes are expected to increase in a warmer
climate, as the saturation vapor pressure of the atmosphere
increases with rising temperatures}as a result of the Clausius–
Clapeyron relation (Held and Soden 2006)}thus increasing po-
tential temperature locally, while a reduction in the land–sea
contrast has the potential to promote a reduction in cold-air

3 Diabatic heating refers to the sum of the potential temperature
tendencies due to radiation, turbulence, convection, the micro-
physics of clouds, and the drag of gravity waves from the physical
model underlying the reanalysis data.
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advection into the region of interest from upstream (Wallace
and Joshi 2018), thus also increasing the potential temperature
over the Gulf Stream area.

In the Gulf Stream sector, ocean fronts have been shown to
intensify the storm track (Small et al. 2014). In addition, this
is an area of enhanced upward motion and cloud formation
(Minobe et al. 2008; Kuwano-Yoshida et al. 2010); it is thus
expected that diabatic heating plays climatologically an im-
portant role. Indeed, the climatological mean diabatic heating
(black contours in Figs. 2c,d) is collocated with the mean posi-
tion of the Gulf Stream. The trend pattern displays a dipolar
structure in a meridional band between 208 and 608N (shading
in Figs. 2c,d) with an increase near its climatological mean po-
sition (black solid contour in Fig. 2d) and a slight poleward
shift plus a reduction south of 408N, where it is climatologi-
cally negative (dashed black contour in Figs. 2c,d). The trend
pattern suggests a mild poleward shift paired with an intensifi-
cation of diabatic heat release close to its climatological maxi-
mum value.

Ambaum and Novak (2014) and Novak et al. (2015) show
that the time series of diabatic heating over the Gulf Stream
region is characterized by spikes that occur on synoptic time
scales and are indicative of the baroclinic development growth
of extratropical cyclones. These results and the linear upward
trend in diabatic heating suggest that the diabatic heat release
for each, or at least some of these events, has increased over
recent decades. The trend in the jet over the Gulf Stream likely
reflects the cumulative influence of many of these diabatic heat-
ing peaks of increasing intensity, the net effect of which is a
local strengthening and regionally limited poleward shift of
the jet. To quantify this increase in strong peaks of diabatic
heating, Fig. 3 compares the values of the percentiles in the
distribution of diabatic heating in an area near the Gulf
Stream for the first and last decades of the ERA5 period. In
the last decade, the values of the highest percentiles are
larger than in the first decades, which supports the argument
of increased intensity in the strongest diabatic heating pulses.
To illuminate this diabatic heating–jet stream interactions, an

FIG. 1. Wintertime zonal wind speed trend over the North Atlantic in ERA5: (a) mean of the
trend (shading) and climatological average in zonal wind speed (black contours) over the North
Atlantic storm-track region (808–158W) for DJF in the period 1979–2022. (b) Zonal wind trend
(shading) and climatological mean (black contours) at 250 hPa. The stippling represents areas
with p values higher than p* (see text for details).
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idealized two-dimensional frontal-geostrophic simulation
is used in section 3 to estimate the effect a single dia-
batic heating event has on the position and strength of an
idealized jet stream and whether it produces an impact

comparable to the observed jet feedback over the Gulf
Stream sector.

Figures 2e and 2f display advection trends in ERA5 data.
In this case, there is a positive trend between 208 and 358N

FIG. 2. DJF potential temperature, diabatic heating, and advection trends over the North Atlantic: (a) zonal mean of the potential tem-
perature trend between 808 and 158W (shading) and zonally averaged potential temperature mean in the same sector for the first decade
(solid black lines) and the last decade (dashed black lines) in the selected period for ERA5 (1979–2022). (b) Trends in potential tempera-
ture (shading) and climatological mean (black contours) averaged between 300 and 850 hPa. Green contours represent zonal wind speed
climatology in the ERA5 period at 250 hPa. (c) Zonal mean of the trend in potential temperature tendency due to parameterizations
(diabatic heating) between 808 and 158W (shading). Black contours depict the climatological mean. (d) Trends in diabatic heating (shading)
and climatological mean (black contours) averaged between 300 and 850 hPa. (e) Zonal mean of the trend in potential temperature
tendency due to three-dimensional advection in the same North Atlantic sector. Black contours show the climatological mean over
the same region. (f) Trends in potential temperature tendency due to advection over the North Atlantic averaged between 300 and
850 hPa (shading) and climatological mean (black contours). In (a), (c), and (e), solid and dashed light blue contours depict the
2-PVU (1 PVU 5 1026 K kg21 m2 s21) PV contour for the first and last decades in the ERA5 data. In (c)–(f), the contour corre-
sponding to a potential temperature trend of 0.3 K decade21 is represented by purple lines.
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with a low vertical tilt over the U.S. East Coast}Gulf Stream
region (red shading in Figs. 2e,f). This positive trend in the po-
tential temperature advection is dominated by an upward trend
in zonal advection. Because the advection north of 258N is clima-
tologically negative (dashed black contours in Figs. 2b,d), the up-
ward trend indicates a reduction in cold air advection. This
effect may be related to a reduction in the winter land–sea tem-
perature contrast, as warming is more pronounced over North
America than over the adjacent ocean [see Fig. 3a in Simmons
(2022)]. Although the positive advection trend is also strong at
upper levels, the positive signal extends toward the surface sup-
porting the role of reduced land–sea contrast as a driver of this
trend. The maximum potential temperature trend between 308
and 358N is well aligned with the reduction in cold advection.
This suggests that advection is the main contributor to the po-
tential temperature trend in this region. Between 358 and 408N,
the maximum in potential temperature trend coincides with the
positive trend in diabatic heating, especially at midlevel and up-
per level (Fig. 2c).

2) TRENDS IN MEAN BAROCLINICITY

Next, we analyze changes in baroclinicity, especially over
the downstream sector. By thermal wind balance, the baro-
clinic component of the jet increases where the horizontal
temperature gradient is stronger. Figure 4 reveals a tripolar
trend pattern in the isentropic slope, which is used as a proxy
for the mean baroclinicity, over the North Atlantic storm
track (see section 1). There is a positive trend in midlatitudes,
between 408 and 508N (red shading in Fig. 4a) flanked by two
bands of negative trends. The upper-level maximum of the in-
crease is located at 300 hPa around the main jet axis, close to
where an increase in the zonal wind speed (Fig. 1a) is identi-
fied. The combination of a reduction in upper-level static

stability, coupled with an increase in the meridional tempera-
ture gradient, leads to this increase in mean baroclinicity in
the 408–508N band, which appears to be critical for the evolu-
tion of the North Atlantic jet in this sector. This is accompa-
nied by a lifting of the dynamical tropopause near 408N (light
blue solid and dashed contours in Fig. 4a). In the midtropo-
sphere and lower troposphere, the slope trend shows a de-
crease equatorward of the jet axis at 308N, an increase around
the mean jet axis, and again a decrease in a latitude band be-
tween 508 and 808N (Fig. 4a). Trends in slope, potential tem-
perature, and diabatic heating are consistent. The region of
strongest increase in potential temperature is related to a
combination of reduced cold-air advection in the equatorward
flank of this area and a positive trend trend in diabatic heat-
ing, which is located poleward of the increase in advection. In
a baroclinic atmosphere, a diabatic heating maximum tends to
lower the height of a tilted isentropic surface on its equator-
ward side, and a lowered isentrope corresponds to an increase
in potential temperature (Van Delden 1999; Papritz and
Spengler 2015). This pattern in combination with the reduced
cold air advection results in the increase in potential tempera-
ture (Figs. 2a,c), which is found slightly equatorward of the
increase in the slope (Fig. 4) and diabatic heating release
(Figs. 2c,d). At high latitudes, the warming pattern (Figs. 2a,c)
causes the isentropic surfaces to bend downward causing a
lowered slope at equatorward latitudes and an increased slope
at even higher latitudes, which is in agreement with the dipole
trend pattern of the slope between 708 and 908N (Fig. 4a).
Overall, the slope trend is strongest between 408 and 508N,
which is close to its climatological mean position, and it ex-
tends throughout the entire troposphere (Fig. 4a).

3) TRENDS IN EDDY MOMENTUM FLUX

Finally, we analyze trends in eddy momentum convergence
by means of the E vector. The direction of horizontal momen-
tum flux is opposite to the direction of the meridional E vec-
tor. Therefore, increased eddy momentum convergence is
represented by a larger E-vector divergence. The axis of zero
E-vector divergence is located around 458N, and eddy mo-
mentum convergence peaks slightly north of the jet core over
eastern North America (vectors and shading in Fig. 5), which
is in agreement with the intensification and northward shift of
the jet in this sector (Fig. 1b) and the area of positive slope
trend (Fig. 4b). Downstream over the eastern North Atlantic,
momentum convergence is enhanced south of the climatologi-
cal jet position, where an intensification, a mild equatorward
shift, and an extension of the jet are identified. In general, the
area of increased momentum convergence coincides well with
the region where the jet intensifies (Fig. 1b), consistent with
the general understanding that the North Atlantic jet is an
eddy-driven jet. The enhanced convergence of the eddy mo-
mentum flux near the jet axis and a reduction poleward of the
climatological jet flank produce a reduction of the jet width,
which agrees with analyses of the projected trends of the
North Atlantic jet (Peings et al. 2018). Overall, the momen-
tum trend pattern is remarkably similar to the archetypal
steering of Rossby waves by baroclinic eddies, in particular

FIG. 3. Quantile–quantile plot for the diabatic heating: values of dia-
batic heating percentiles in the area between 808–308W and 358–458N
and 300–850 hPa for the first decade (horizontal axis) and last decade
(vertical axis) in the considered ERA5 period (1979–2022). The lowest
value corresponds to the 90th percentile and the highest to the
99.9999th percentile. The black line represents the reference corre-
sponding to equal values of the percentiles for both decades.
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over the western North Atlantic and the storm track entrance
region. Momentum convergence is enhanced in the area of
steering and waves propagate meridionally away from this re-
gion (Vallis 2017). In addition, over the western North Atlantic,
upper-level changes in the eddy momentum flux convergence
are related to a trend toward more poleward-oriented E vec-
tors. This change in the E vector is indicative of enhanced cy-
clonic RWB, which contributes to the equatorward shift of the
downstream where waves typically break. The intensification of
the climatological trough provides a potential explanation for
the asymmetry of the E-vector trend. Downstream of a trough
anomaly, upper-level transient eddies tend to propagate with a
cyclonic orientation, which is associated with poleward pointing
E vectors (Drouard et al. 2013).

At the same time, the vertical component of the E vector,
which is proportional to the meridional eddy heat flux, displays
an upward trend between 408 and 508N below 700 hPa (Fig. 5a).
The upward E vector in the lower troposphere indicates an in-
crease in the initial growth of eddy activity at the entrance region
of the storm track. The anomalousE vector diverges in the upper
troposphere from the same latitudes where eddy activity in-
creases, consistently with well-known storm-track properties [see
Fig. 13 in Hoskins et al. (1983)]. Additionally, eddy heat flux is
also reduced below 400 hPa at high latitudes. This is associated
with a decrease in the meridional near-surface temperature gra-
dient in this sector due to the Arctic amplification. This also sug-
gests that the influence of the AA on the activity of the transient
waves is limited to high latitudes north of approximately 708N.

FIG. 4. DJF isentropic slope trends in ERA5 over the North Atlantic: (a) zonal mean of the
trend in the slope of the isentropic surfaces between 808 and 158W (shading), climatological
mean slope (black contours; Pa km21), and zonal mean zonal wind (green contours) in ERA5
(1979–2022). Blue contours represent the tropopause height (2-PVU contour) for the first (solid)
and last decade (dashed) in the considered period. For reference, the contour corresponding to a
potential temperature trend of 0.3 K decade21 is represented by purple lines. (b) Trend of the
slope of the isentropic surfaces averaged between 250 and 850 hPa (shading), climatological
mean over the same vertical layer (black contours), and climatological mean zonal wind speed at
250 hPa (green contours).
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The zonal component of the E vector is also reduced over
the western North Atlantic between 758–608W and 458–508N
(Fig. 5b). The zonal E-vector component tends to cause a
southwest–northeast tilting of the storm track [see Fig. 3 in
Orlanski (1998)], as a result of the quadruple vorticity pattern
associated with the zonal E-vector component. Therefore,
this reduction implies a reduced northward deflection of the
jet (Orlanski 1998) and thus a more zonal orientation of the
storm track. The reduction in the zonal component of the E
vector could explain the zonal extension over the eastern
North Atlantic and indicates changes in eddy shape, that is, a
tendency toward less meridionally and more zonally elon-
gated eddies (Orlanski 1998).

In summary, over the western North Atlantic and the storm
track entrance region, where diabatic heating intensifies, the
jet strengthens and shifts slightly poleward, while over the
eastern North Atlantic, it intensifies, extends downstream,
shifts slightly equatorward, and tends to become more zonal.
Established theoretical considerations based on a linear wave
model suggest that an increase in diabatic heating is inher-
ently connected to the formation of a westward tilted trough,
which at lower levels is located downstream of the maximum
in heating (Hoskins and Karoly 1981). This effect is not repro-
duced in the reanalysis (not shown), and this discrepancy
could be related to the role of nonlinearities in the response.

An increase in the mean baroclinicity over the Gulf Stream
sector affects the entire depth of the troposphere and an

FIG. 5. DJF E-vector trends in ERA5 over the North Atlantic: (a) zonal mean of E-vector di-
vergence trend over the North Atlantic sector, between 808 and 158W (shading); climatological
mean over the ERA5 period in DJF (black contours; 61025 J kg21 m21); and trend in zonal
wind speed (green contours). Black vectors represent the E-vector trend (decade21). The size of
the vertical component is 4 times the size of the horizontal component. Blue contours represent
the tropopause height (2-PVU contour) for the first (solid) and last decade (dashed) in the con-
sidered period. (b) E-vector trend (black vectors) and divergence trend (shading) in ERA5
(1979–2022) at 250 hPa over the North Atlantic. Green contours represent the climatological
mean of the zonal wind at the same pressure level. In both panels, vectors are shown only if the
p value in at least one of the components is lower than the global p*.
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increase in the convergence of eddy momentum fluxes in a
zonal band across the entire North Atlantic is suggestive of an
acceleration of the jet through the excitation of baroclinic
waves. In addition, a northward trend in the E vector suggests
an increase in cyclonic wave breaking, which contributes to
the equatorward shift of the jet downstream. In the next
sections, the local influence of diabatic heating over the Gulf
Stream as well as the downstream mechanism related to the
eddy-mean flow interaction are further explored through ide-
alized simulations.

3. Local diabatic influence on the jet stream

a. Two-dimensional frontal-geostrophic simulation

At the jet entrance above the East Coast of North America
and the Gulf Stream sector, the jet latitude is less variable
compared to the central and eastern North Atlantic (Brayshaw
et al. 2011; Small et al. 2014; O’Reilly et al. 2017). In this
sector, rapid growth of baroclinic waves is occurring due to
high baroclinicity. Additionally, diabatic heating in the lower-
to midtroposphere, which occurs episodically within baroclinic
wave development (Ambaum and Novak 2014), is known to
have a local impact on the jet stream through the modification
of PV (Stoelinga 1996; Pomroy and Thorpe 2000) in an envi-
ronment characterized by strong vertical wind shear beneath
the jet stream core. The purpose of this section is to quantify
this direct and transient effect of a repeated increase in dia-
batic heating during baroclinic wave development by using a
two-dimensional frontal-geostrophic model (Harvey et al.
2020) including an idealized diabatic heating perturbation

inspired by the trends obtained in ERA5 (Figs. 2c and 6). It is
expected a PV reduction above the heating and an increase
below, which are associated with circulation changes that lo-
cally affect the jet (Wernli and Davies 1997).

The two-dimensional frontal-geostrophic model is based
on the elliptic Sawyer–Eliassen equation, including diabatic
heating, under the Boussinesq approximation (Harvey et al.
2020). The model is initialized with zonal wind and potential
temperature profiles similar to the ERA5 climatology in the
Gulf Stream sector (Fig. 6) and a Gaussian diabatic heating
perturbation, which remains constant during the whole simula-
tion period and has a maximum of approximately 0.4 K day21,
which matches the maximum in the long-term trend in ERA5.
This perturbation is designed to mimic the average rate of in-
creased local diabatic heating in the Gulf Stream sector, as
identified in the long-term trend in ERA5. This experiment
aims to establish whether the magnitude of the increase in
zonal wind in this area detected in the reanalysis trend is con-
sistent with the effect of a succession of intensified diabatic
heating pulses during the development of individual cyclones.
For heights between approximately 2 and 7 km, the heating is
greater than 0.1 K day21 (Fig. 6). Additional experiments with
an extended region of heating reaching lower levels as ob-
tained for the trends in ERA5 (Fig. 2c) produce qualitatively
similar results.

In more detail, the model is integrated forward in time,
while PV is positive over the full domain, which is a necessary
condition for the Sawyer–Eliassen equation to be elliptic. It
typically takes 4–5 days, given the magnitude of the diabatic
heating rate imposed, before the forcing drives the PV nega-
tive above the heating maximum. This is longer than typical

FIG. 6. Two-dimensional frontal-geostrophic simulation setup: initial conditions for the two-dimensional semigeo-
strophic simulation for PV (shading), zonal wind speed (green contours), potential temperature (blue contours), and
diabatic heating anomaly (gray contours; from 0.1 to 0.4 K day21). The horizontal axis represents the meridional
coordinate.
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synoptic time scales, and so we would expect in practice that
the heating in each system would stop earlier as a baroclinic
wave life cycle follows its course. The model evolves by advect-
ing the full Ertel PV field, which under the two-dimensional
Boussinesq assumptions reduces to P(y, z) 5 (mzuy 2myuz)/r̃
where zonal angular momentum m 5 2fy 1 u and r̃ is the
background density in the meridional (y, z) plane. The (y , w)
wind is obtained from the Sawyer–Eliassen equation assuming
no normal flow at the domain boundaries. The resulting (u, u)
fields are obtained by inverting P using a two-dimensional
Monge–Ampère solver, together with boundary conditions
u 5 0 on the meridional boundaries (63000 km), u′ 5 0 on a
rigid lid (16 km), and a time-varying lower-boundary condition
l(y)5 2umy. This form of the lower boundary condition is anal-
ogous to advecting boundary u in the quasigeostrophic equations
while maintaining the compatibility condition required for the so-
lution of the two-dimensional Monge–Ampère equation.

This experiment has some similarities with the first step in
the study of Peng and Whitaker (1999), where a linear three-
dimensional baroclinic model is used to investigate the re-
sponse to initial anomalous heating (before adjustment and
eddy feedback). However, the approach used here is based on
a two-dimensional nonlinear model and our interpretation is
that it is the local response of the jet structure to transient
heating beneath the level of the jet maximum over the Gulf
Stream. Our 2D model cannot develop troughs and ridges, a
mechanism which we explore with a nonhydrostatic global at-
mospheric model in an aquaplanet configuration in another
section.

b. Experiment results

The results of the simulation show an intensification of the
zonal wind, whose maximum exceeds 2 m s21, and a slight

poleward shift of the jet above the area of increased diabatic
heating (Fig. 7). This is expected from the formation of a neg-
ative PV anomaly (blue contour in Fig. 7) leading to anticy-
clonic circulation above the region of maximum heat release
on the flank of the jet core and poleward advection of the tro-
popause by the secondary circulation induced by the heating.
In contrast to reanalysis trends, which extend throughout the
troposphere, the increase in zonal wind speed is confined to
the area above the heating where the negative PV anomaly is
formed. Assuming linearity in the response and that the jet
trend is composed of an average of the responses to multiple
heating events, with increasing intensity on average as climate
warms, the results of the idealized frontal-geostrophic experi-
ment suggest an intensification of the jet and slight poleward
shift seen over the Gulf Stream produced by this mechanism,
which is in agreement with the long-term ERA5 trend. It indi-
cates that the mechanism has indeed sufficient amplitude to
explain the trend in the jet entrance region. However, the bar-
oclinic component of the response dominates in the frontal-
geostrophic simulation in contrast to the reanalysis trend.

As outlined in the introduction, two potential mechanisms,
one direct and one indirect, are proposed to explain the effect
of diabatic heating on the jet. The direct mechanism, which
has been analyzed by means of this idealized two-dimensional
experiment, produces a modification of the PV via diabatic
heating. This process is likely to be important at the entrance
of the North Atlantic, as the heating is anchored by the land–
sea contrast and the Gulf Stream SST anomaly (Minobe et al.
2008; Woollings et al. 2016). This direct mechanism is more
likely to create a baroclinic structure. If diabatic heating is in-
creased on average over many individual cyclogenesis events,
a change in the mean state and an increase in the time-mean
baroclinicity over the Gulf Stream sector can be expected

FIG. 7. Impact of a local diabatic heating source in an idealized two-dimensional frontal-
geostrophic experiment on the jet location and speed: shading represents the difference in zonal
wind speed between final and initial states. Initial zonal wind speed is represented by green con-
tours, and diabatic heating is represented by black lines. The red (blue) contour represents an in-
crease (decrease) in PV of 0.025 PVU, while the light blue solid (dashed) contour indicates
0.8 PVU in the initial (final) state.
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(Hoskins and Valdes 1990; Parfitt and Czaja 2016), which is
also in agreement with the enhanced baroclinicity at all levels
identified in the ERA5 trends. In the indirect mechanism, dia-
batic heating modifies baroclinicity and consequently baro-
clinic growth and, finally, momentum deposit by eddies. Since
baroclinic waves are typically not breaking in the western
North Atlantic, the indirect mechanism is expected to become
more relevant for the jet trend more downstream despite the in-
crease in eddy momentum convergence found over the whole
North Atlantic in midlatitudes. The increase in the mean baro-
clinicity will alter the eddy–zonal flow feedback (Hoskins et al.
1983; Lorenz and Hartmann 2003), as seen by a positive trend
in the E-vector divergence (Fig. 5). This feedback is not only
limited to the Gulf Stream sector but also affects the jet down-
stream into the North Atlantic, where the trend pattern indi-
cates a push of the jet equatorward because of an increased
cyclonic wave breaking tendency, indicated by the poleward
E-vector trend (Fig. 5b). The indirect mechanism is further ex-
plored next with idealized aquaplanet simulations.

4. Eddy–mean flow feedback

The two-dimensional frontal-geostrophic model discussed
in the previous section lacks the important contribution of
synoptic-scale baroclinic eddy growth and Rossby wave break-
ing. Therefore, in order to substantiate the changes in eddy–
zonal-mean flow feedback resulting from enhanced mean bar-
oclinicity, we perform a set of simulations using a fully fledged
atmospheric general circulation model (AGCM) but in a semi-
realistic configuration with typical climate model resolution.
However, given the reduced complexity of these simulations,
the main goal of these experiments is to identify which of the
mechanisms analyzed in the reanalysis can be reproduced in
this simplified and controlled setup and are therefore easier to

interpret and which ones require higher complexity or model
resolution to be reproduced. The main focus is to analyze the
effect of baroclinic wave eddy fluxes on the jet downstream of
an imposed local SST maximum intended to mimic the land–
sea contrast and the Gulf Stream and introduce a localized
maximum in diabatic heating.

a. Idealized aquaplanet simulation setup

The simulations use the Icosahedral Nonhydrostatic (ICON)
Weather and Climate model version 2.6.5 (Zängl et al. 2015) in
an aquaplanet setup with a zonal asymmetry mimicking the
land–sea contrast between North America and the Gulf Stream
region. These simulations help to better understand the poten-
tial effects of change in eddy–zonal flow feedback, which is
absent in the two-dimensional model. The simulations have a
horizontal resolution of approximately 80 km and 70 vertical
levels up to 65-km height. The physical parameterizations used
include a one-moment two-category microphysics (Doms et al.
2011), Tiedke convection scheme (Tiedke 1989), a prognostic
turbulent kinetic energy scheme for subgrid turbulent transfer
(Doms et al. 2011), nonorographic gravity wave drag (Orr et al.
2010), and the ecRad radiation scheme (Hogan and Bozzo
2018).

The atmosphere initialization follows the Jablonowski–
Williamson baroclinic wave test case (Jablonowski and
Williamson 2006), and the SST is based on the “Qobs”
distribution (Neale and Hoskins 2000) with a superposed ide-
alized SST anomaly in the Northern Hemisphere with an ampli-
tude of 10 K and rotated positive and negative ellipsoidal
anomalies to represent the effects of both the Gulf Stream
and the land–sea contrast in the North Atlantic (Fig. 8). The
central point of the perturbation is located at 308W, while
three different latitudinal positions (388, 398, and 428N) are

FIG. 8. Aquaplanet simulation setup: setup used in the ICON aquaplanet simulations including
a zonally symmetric SST profile represented by black contours from 270 to 310 K, known as
Qobs and an SST perturbation (shading and green contours). The anomaly is centered at 398N,
308W.
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considered to analyze the sensitivity of the jet response to
the position of the zonal asymmetry. Further details on the
model configuration for these experiments are provided in
Schemm et al. (2022).

For each experiment with different positions of the SST
perturbation, two simulations are run: a control simulation
with the above setup including the baseline SST distribution
and the SST anomaly shown in Fig. 8 and an additional simu-
lation that includes an SST uniform warming of 4 K on top of
the setup of the control simulation. The difference between
these two simulations constitutes the response to uniform
warming. The SST anomaly, which represents the land–sea
contrast in this idealized framework, is the same in both simu-
lations. This constitutes an additional simplification since
warming has also an impact on land–sea contrast. The re-
sponse is compared to the trends identified in the reanalysis.
This allows us to estimate to which degree the physical mech-
anisms contained in this idealized setup can explain the trends
obtained in the reanalysis. The simulations are run for a pe-
riod of 10 years in a perpetual winter configuration. Note,
however, that the trends in ERA5 contain the effects of both
natural variability and anthropogenic forcing, while in the
aquaplanet simulations, the response reflects the impacts of
the imposed warming given that the simulation period is long
enough to limit the effect of internal variability.

b. Aquaplanet response to warming

The vertical cross section of the change in zonal wind
speed, which is shown in Fig. 9a, indicates an equatorward
shift at upper levels, while at lower levels, the response is
characterized by a slight poleward shift of the jet. Therefore,
the vertical profile of the positive response in the zonal wind
has a stronger meridional tilt than that detected in ERA5
(Fig. 9a). The response to uniform surface warming by 4 K in
the unperturbed Southern Hemisphere (SH) shows that in
the absence of the idealized land–sea contrast, a poleward
shift of the storm track is obtained (Fig. 9b), similar to what is
projected by CMIP models in the SH. However, in the presence
of the SST perturbation centered at 398N, the well-marked
poleward shift of the jet is suppressed (Figs. 9b,c). Instead, a
southwest-to-northeast oriented increase in wind speed near
the SST asymmetry is observed (Fig. 9c). Further poleward, a
local decrease in the wind speed is simulated (blue shading in
Fig. 9c at 158W and 708N).

Overall, the jet response to warming resembles a south-
west-to-northeast elongated pattern of enhanced wind down-
stream of the SST anomaly, which has a higher degree of
similarity to that observed over the North Atlantic compared
to a pure poleward shift seen in the SST front-free SH. How-
ever, there are differences between the response in the ideal-
ized simulation and ERA5. The main contrast is that the
slight poleward shift observed over the Gulf Stream is not re-
produced over the SST anomaly. A possible reason why this
change is not captured in these simulations is discussed in the
next subsection and relates to local diabatic heating at the
SST front and the findings from the two-dimensional frontal
circulation model.

FIG. 9. Response of zonal wind speed to uniform warming in an
AGCM aquaplanet simulation: (a) cross section of the zonal mean
zonal wind response (shading) between 308W and 458E in the
aquaplanet simulation with uniform warming of 4 K and the con-
trol simulation, both with an SST anomaly located at 308W, 398N
and a climatological average of the zonal mean zonal wind over the
same sector in the control simulation (green contours). The black
star above the x axis indicates the latitudinal position of the SST
anomaly. (b) Difference between the zonal wind speed at 250 hPa
(shading), climatological mean of the zonal wind speed for the con-
trol simulation (dark green contours, between 30 and 50 m s21

with dashed black contour for zero zonal wind speed), diabatic
heating change (blue contour; 0.4 K day21), and response in the
zonal 500-hPa geopotential anomalies (light green contours at
2400 and 2600 m2 s2). The SST anomaly is represented by black
contours (from 22.5 to 2.5 K). To facilitate comparison with
ERA5 results (Fig. 1b), all fields in (a) and (b) are shifted 508
westward. Continents are shown for illustrative purposes only.
(c) Zoom of the zonal wind response, climatological zonal wind,
diabatic heating, and geopotential anomalies into the area near
and downstream of the SST anomaly.
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1) INCREASE IN DIABATIC HEATING

The increase in diabatic heating in the warmer atmosphere
has its maximum on the warmer side of the SST anomaly but
downstream of its center, where baroclinic disturbances grow
into mature systems as they propagate poleward (blue con-
tour in Figs. 9b,c). Latent heat release in the accompanying
warm conveyor belts in these systems is likely to contribute to
the newly formed maximum in diabatic heating in this sector.
Therefore, there is a mismatch in the position of the strongest
increase in diabatic heating compared to ERA5 data in which
the increase in diabatic heating is located more over the Gulf
Stream SST front. Internal variability in the observations may
play a role in this difference, but as noted above, attributing
of the changes to either internal variability or anthropogenic
forcing is beyond the scope of this study. An additional poten-
tial cause for the discrepancy could be a too weak anchoring
effect of diabatic heat release by the idealized SST anomaly in
this fairly low-resolution simulation (’80 km grid spacing).
For example, Sheldon et al. (2017) showed the inability to
simulate the impact of the Gulf Stream on the warm sector of
cyclones for a resolution of 40 km, which is twice as high as
the resolution used here and in current typical climate simula-
tions. Further studies have demonstrated that higher atmo-
spheric and oceanic resolution leads to a local increase in
diabatic heating due to enhanced vertical motion and heat
and moisture fluxes over a sharper SST front (Small et al.
2014; Parfitt et al. 2017; Schemm 2023). This may explain why
the increase in diabatic heating in this low-resolution simula-
tion is greatest further downstream, where synoptic systems
have grown already into mature cyclones that are better
resolved by the model. Therefore, it is likely that the local
response of the jet to diabatic heating, as suggested by the
two-dimensional frontal simulation, which requires the meso-
gamma scale to be resolved, is either not well represented or
too weak.

2) MEAN BAROCLINICITY AND E-VECTOR CHANGE

Next, we compare the time-mean baroclinicity response to
warming to that found in reanalysis data. At midlevel and up-
per level, the change in the baroclinicity exhibits a good re-
semblance to the ERA5 trends (cf. Figs. 10a and 4a). The
zonally averaged (308W–458E) cross section of the baroclinic-
ity change depicts a tripolar pattern consisting of a positive
trend at midlatitudes around the jet axis. The positive re-
sponse reaches down poleward of the climatological mean jet
to the 500-hPa level. The increase in slope is flanked by a re-
duction of the isentropic slope equatorward and poleward
(Fig. 10a). In the horizontal (Fig. 10b), the slope response av-
eraged across the troposphere (250–850 hPa) shows a clear
triple pattern, with an area of enhanced baroclinicity pole-
ward of the jet extending downstream to 458E (red shading in
Fig. 10b). Parts of this region downstream of the SST front
(little star in Fig. 10b) coincide with the area of increased dia-
batic heating (blue contour in Fig. 9c).

The increase in time-mean baroclinicity is associated with
changes in eddy momentum flux as indicated by changes in the
meridional component of E vectors (Fig. 11). Climatologically,

the control simulation is characterized by eastward pointing E
vectors at the jet axis, by poleward pointing E vectors pole-
ward of the jet axis, and by equatorward pointing E vectors
equatorward of the jet axis (Fig. 11a). In agreement with the-
ory, E-vector divergence occurs at the jet core indicating eddy
momentum flux convergence and acceleration (red shading in
Fig. 11a). The response to warming downstream of the SST
front is characterized by increased eddy momentum flux conver-
gence in two locations (red shading in Fig. 11b). One increase is
centered at 508N (little star in Fig. 11b), and it is associated with
the increase in baroclinicity (little star in Fig. 10b) and also
enhanced zonal wind speed. From a mechanistic viewpoint, en-
hanced diabatic heat release increases the time-mean baroclinic-
ity, which strengthens the area of baroclinic wave excitation and
eddy momentum flux convergence in this region. This mecha-
nism is also found in ERA5. A second increase in eddy momen-
tum flux convergence occurs equatorward of the mean jet
position (little square in Fig. 11b). However, this increase results
from the poleward shift of the wave excitation region (the main
zone of baroclinicity), as it is also observed in the SH and
has no associated local increase in baroclinicity (little square
in Fig. 10b). In the zonal mean cross section (Fig. 11c), the
change in the E vector is primarily characterized by an intensified
poleward orientation, with the more equatorward-located change
being connected to the poleward shift and the more poleward-
located change being related to the increase in the slope.

In addition to the changes discussed above associated with
the transient eddy–mean flow feedback, more locally above
the SST front, we find a clear increase in the stationary circu-
lation (light green contours in Figs. 9b,c). In this area, the re-
sponse of the stationary circulation indicates the formation of
a stationary trough, which appears to cause the zonal wind
change locally at the front.

As already argued in the previous section, since the diabatic
heating is enhanced downstream of the SST anomaly and not
above its center, the local strengthening and poleward push of
the jet seen in ERA5 and in the two-dimensional frontal-
geostrophic model is not reproduced. A possible cause of this
discrepancy is the underresolved transient diabatic processes,
which cause this local effect to be too weak and may be a major
source of misrepresentation of the North Atlantic jet trend in
low-resolution models. A thorough investigation of the effect of
the model resolution on diabatic processes is beyond the scope
of this study, but diabatic heating increases at higher model reso-
lution have recently been demonstrated in a comparable aqua-
planet setup by Schemm (2023).

To summarize, the key finding of this experiment is that a
zonal surface asymmetry, here an idealized representation of
the land–sea contrast over the Gulf Stream sector, is sufficient
to suppress the general tendency of the jet to shift poleward
under warming. The response to warming of the idealized
simulation includes major factors also found in reanalysis-
based trends of the North Atlantic jet: increased diabatic
heating near the SST anomaly, increased tropospheric baro-
clinicity at upper levels with a triple pattern of change
throughout the troposphere at the mean storm track location,
and increased convergence of eddy fluxes feeding back on the
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zonal flow downstream of the front causing an increase in the
jet speed.

There are, however, some differences between this ideal-
ized run and reanalysis, namely, the positive trend in barocli-
nicity does not extend to the surface (Fig. 10a). Apart from
the influence of internal variability on the observed trends,
some possible causes for this mismatch could be a difference
in ocean changes and air–sea exchange (Woollings et al. 2012)
between the reanalysis and idealized simulations or weaker
diabatic heating within baroclinic weather systems. In addi-
tion, the idealized jet stream in the control simulation has a
more zonal orientation compared to the southwest–northeast
tilt identifiable in ERA5. The lack of orography in the ideal-
ized simulation could partially explain this difference in the
jet orientation (Brayshaw et al. 2009). In addition, although

the eddy momentum convergence coincides with the area of
increased baroclinicity and stronger wind speed downstream
of the SST anomaly and poleward of the mean jet position
(little stars in Figs. 10b and 11b), the pattern is different from
ERA5 near the SST perturbation, leading to a different jet re-
sponse in this region, mainly driven by changes in the station-
ary circulation. There is a positive response to the warming of
the E-vector divergence, which is not linked to a local in-
crease in baroclinicity (little squares Figs. 10b and 11b). Fur-
thermore, the increase in diabatic heating is located more
downstream in the idealized simulation in contrast to the re-
analysis, where it is more anchored over the Gulf Stream.
A possible cause for this mismatch could be the coarse resolu-
tion of the idealized experiments. The local effect of transient
diabatic heating occurring during extratropical cyclone growth

FIG. 10. Response of isentropic slope to uniform warming in an AGCM aquaplanet simula-
tion: (a) cross section of the zonal mean of the response in the slope of isentropic surfaces to uni-
form warming of 4 K in the idealized aquaplanet simulations with an SST anomaly centered at
398N, 308W. The slope is averaged over the area between 308W and 458E (downstream of the
SST anomaly). The climatological mean of the slope in the control simulation is represented by
black contours and the zonal mean of the zonal wind speed by green contours. The white star
above the x axis represents the latitudinal position of the SST perturbation. (b) Slope response
to the uniform warming averaged between 250 and 850 hPa (shading) and zonal wind response
at 250 hPa in the control simulation (brown contours). Black contours represent the SST anom-
aly. The star and the square mark regions of increased and decreased slope downstream of the
SST anomaly (see text for discussion).
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over the Gulf Stream analyzed in the frontal-geostrophic
simulation, which locally accelerates the jet and pushes it
poleward in both the frontal-geostrophic model and ERA5,
appears thus too weak to affect the mean response, and
thus, the changes near the SST anomaly are in contrast to
the reanalysis.

3) SENSITIVITY TO THE POSITION OF THE SST ANOMALY

The purpose of the next simulations is to change the exact
location of the convergence of the upper-level eddy momen-
tum flux and increase in diabatic heating relative to the mean
jet position. This is done by changing the location of the SST
anomaly (to 388 and 428N) relative to the mean jet position,
which is set by the large-scale SST gradients according to the
Qobs SST distribution.

The response of the storm track to warming downstream of
the SST anomaly (east of 08) in both simulations is character-
ized by an increase in the zonal wind speed poleward of the
climatological jet position (Fig. 12). Both simulations feature
a triple pattern in the baroclinicity response (Figs. 13a,b),
which is more confined in the upper levels and is also slightly
displaced toward the equator in the simulation with the SST
front at 388N (Fig. 13c). In both simulations, the increase in
diabatic heating is located downstream of the idealized land–
sea contrast (not shown), in line with the simulation with an
SST front at 398N (Figs. 9b,c). In this downstream area (little
star in Figs. 13c,d), the response is dominated by an increase
in baroclinicity and a corresponding intensification of eddy
momentum flux convergence. This behavior is independent of
the position of the SST asymmetry.

Conversely, the response near the SST anomaly differs be-
tween the two front positions. In the case of a more equator-
ward SST anomaly, the jet shifts equatorward (Fig. 12a), and
the difference between the warmed and control simulations
features poleward pointing E vectors and a positive difference
in E-vector convergence over the storm track entry region
equatorward of the mean jet position (Fig. 13c), which pushes
the jet equatorward. In the other sensitivity simulation with a
more poleward-located SST anomaly, the jet clearly shifts
poleward near the SST front and upstream and downstream
of it (Fig. 12b), similar to what occurs in the absence of the
SST anomaly in the SH (Fig. 9b). Accordingly, slope and
eddy momentum convergence also shift poleward under
warming (Figs. 13b,d), and the increase in the isentropic slope
is much less confined to upper levels.

In the unperturbed SH, there is also some variability be-
tween different simulations (not shown), but the response is
qualitatively similar featuring a poleward shift in all simula-
tions, in contrast to the NH where the position of the SST
anomaly has a higher impact on the jet response than the vari-
ability detected in the SH.

The three experiments with different positions of the SST
anomaly show that if this perturbation is located near the
mean jet position, the response to the uniform is not a pole-
ward shift as it occurs when there is no anomaly or when it is
located far from the mean jet position. The role of changes in
stationary circulation for the wind response near the anomaly
is strongly dependent on its position as shown in the experi-
ments with the SST perturbation at 388N, where the station-
ary circulation has a limited influence, and the simulation with
the SST anomaly at 398N, where the response in this sector is
dominated by changes in the stationary circulation. Down-
stream of the SST asymmetry, the response in all simulations is
dominated by an increase in diabatic heating, which enhances

FIG. 11. Response of the E vector to uniform warming in an
AGCM aquaplanet simulation: (a) climatological mean of the E
vector and its divergence (arrows and shading) in the control simu-
lation at 250 hPa and climatological mean of the zonal wind speed
in the control simulation (green contours). (b) Response of E
vector and its divergence to uniform warming at 250 hPa (arrows
and shading, respectively). Brown contours depict the response to
warming in the zonal wind at the same pressure level. The SST
anomaly is represented by black contours in (b) and (c). The star
and the square mark regions of increased E-vector divergence
downstream of the SST anomaly (see text for discussion). (c) Cross
section of the zonal mean difference of E-vector divergence
between warmed and control simulation (shading), climatological
mean of the E-vector divergence in the control simulation (black
contours, between 23 3 1025 and 3 3 1025 J kg21 m21), E-vector
response to uniform warming (arrows), and zonal wind response
(brown contours) in the aquaplanet simulation with an SST pertur-
bation located at 398N, 308W. The black star above the x axis indi-
cates the latitudinal position of the SST perturbation.
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baroclinicity and eddy momentum convergence poleward of the
mean jet position.

5. Fully coupled CESM ensemble simulations with
SSP3-7.0 scenario

Finally, we examine the extent to which the trends identi-
fied in the reanalysis are reproduced by a historical run of
fully coupled climate model over the ERA5 period. It has
been recognized that the current generation of fully coupled
Earth system models appears to be missing the trend in the
North Atlantic jet stream (Blackport and Fyfe 2022). Here,
we examine zonal wind and baroclinicity trends in an ensem-
ble of fully coupled climate simulations.

a. CESM model setup

The ensemble consists of five climate simulations produced
with the Community Earth System Model (CESM), version
2.1.2 (Danabasoglu et al. 2020), labeled 0900–1300. These
are used to compare the ERA5 trends with simulated histor-
ical trends and to analyze future projections for the jet
stream. The model is run in a fully coupled mode including
the Community Atmosphere Model, version 6 (CAM6.0)
(Bogenschutz et al. 2018; Danabasoglu et al. 2020) with 32
vertical levels; the Community Land Model, version 5 (CLM5)
(Lawrence et al. 2019); the Parallel Ocean Program, version 2
(POP2; 60 vertical levels); the Los Alamos Sea Ice Model,
version 5 (CICE5) (Hunke et al. 2015); and the hydrological

routing model, Model for Scale Adaptive River Transport
(MOSART) (Li et al. 2013). The horizontal resolution is ap-
proximately 18. The historical period with prescribed forcing
covers from 1850 to 2014, and from 2015 to 2100, the runs are
forced with the shared socioeconomic pathway (SSP) 3-7.0)
scenario, which constitutes a medium-to-high forcing pathway
(O’Neill et al. 2016). To provide a more meaningful compari-
son with the ERA5 data, the period 1980–2022, which is par-
tially driven by the SSP3-7.0 forcing, is used as the historical
period.

b. Historical period (1980–2022)

The ensemble mean trend for the historical period (1980–
2022) displays a well-marked equatorward shift of the jet over
the Gulf Stream region and downstream extension (Fig. 14a),
which is different from the local poleward shift identified in
the reanalysis over the Gulf Stream sector. A closer inspec-
tion of the ensemble mean of the slope trend shows that the
increase in the baroclinicity is also located equatorward with
respect to the jet position (between 258 and 408N; Fig. 14b).
Considering the role of the local increase in transient diabatic
heating in pushing the jet slightly poleward, this effect seems
to be either absent or not strong enough to result in a local in-
crease and poleward displacement of the jet stream, similar to
the aquaplanet experiments. Nevertheless, some caution is re-
quired to interpret these differences as model errors given the
small ensemble size, which may not be sufficient to isolate the
forced response. In addition, reanalysis trends as presented in
section 2 are the results of a combination of external forcing
and natural variability, which is particularly large in the histori-
cal period as seen in the CESM ensemble spread. Appendix B
further illustrates this aspect by analyzing daily zonal wind data
for a subset of 50 members of the CESM2 large ensemble
(CESM-LENS) (Rodgers et al. 2021).

However, the ensemble spread of wind speed trends in the
CESM ensemble simulation in the historical period is remark-
ably large, as is the direction of the meridional shift of the jet
among the different ensemble members (Fig. 15). This diver-
sity is aligned with different responses of the baroclinicity to
warming across the ensemble, similar to the effect of shifting
the position of the SST anomaly in the aquaplanet simula-
tions. In particular, there are differences in the exact position
of the positive baroclinicity trend relative to the climatological
mean, which is essential in determining the jet shift (Yuval
and Kaspi 2016). For example, member 0900 displays a pole-
ward shift with a positive zonal wind trend around 608N,
which is accompanied by a positive slope in trend in the same
region (Figs. 15a,b). Conversely, member 1300 displays a tri-
polar pattern of change (Fig. 15j) as expected from zonal
asymmetries (Schemm et al. 2022). However, the positive
slope trend is also for this member located slightly equator-
ward of the mean jet position, and consequently, the positive
wind trend is displaced to the south (Fig. 15i), similar to the
ensemble mean (Fig. 14). The remaining members exhibit
larger differences: some members produce a poleward shifted
positive baroclinicity trend but no downstream extension,
while some do not reproduce the tripolar pattern in the slope

FIG. 12. Sensitivity of the zonal wind response to the position of
the SST anomaly in aquaplanet simulations: the difference between
the zonal wind speed in the aquaplanet simulations with uniform
warming of 4 K and the control simulation at 250 hPa (shading)
and climatological zonal wind speed in the control simulation
(green contours between 30 and 50 m s21) with an SST anomaly
located at 308W, (a) 388N and (b) 428N. Black contours represent
the SST perturbation.
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trend at all. At upper levels, all members exhibit a negative
trend in stability due to either stratospheric cooling or re-
duced warming in midlatitudes, which results in an overall
positive slope trend, but there is widespread disagreement on
the location of the positive slope trend.

As a consequence of the large ensemble spread, the ensem-
ble mean trend in momentum convergence is close to zero as
opposing trends in individual ensemble members cancel each
other (not shown). While the closest member to ERA5 shows
a significant increase in the northward component of the E
vector, other members produce lower increases or even an
equatorward pointing trend.

c. End of century (2057–2100)

The ensemble mean of the trends for the end of the century
remains fairly similar to that of the historical period but is am-
plified (Fig. 16a). Again, baroclinicity features a notable in-
crease equatorward of the mean jet position between 258 and
358N throughout the troposphere and a negative trend be-
tween 408 and 508N at midlevel and low level (Fig. 16b), which
indicates that the exact location of the modeled positive trend
in baroclinicity is a potential source of uncertainty in future
projections.

Differences in the ensemble spread are now reduced com-
pared to the historical period. At the end of the century, all
ensemble members project an equatorward shift of the jet
which is well reflected in the ensemble mean (Fig. 16b).

Contrary to what is found for the historical period, now all
members produce a positive slope trend around or equator-
ward of the mean jet position at low levels (Fig. 17b) but 108
too equatorward compared to observed recent trends. This is
associated with a small warming trend at midlatitudes, which
increases the meridional potential temperature gradient and
thus the slope. At upper levels, the pattern is similar to the
one obtained for the historical period. In general, all members
display a well-marked equatorward shift (Fig. 16a), similar to
the aquaplanet simulation with zonal SST anomalies centered
at 398N. Further, the triple pattern in the slope and potential
temperature trends emerges (Fig. 16b). Therefore, the baro-
clinicity and the jet trend seem both placed too far from the
equator compared to recent trends in ERA5. The reduced en-
semble spread at the end of the century and the large spread
in the more recent period indicate a small signal-to-noise ratio
in the historical period, while it is stronger at the end of the
century, as a consequence of intensified warming in this pe-
riod (Rodgers et al. 2021).

Overall, we find that the results over the Gulf Stream sector
for the five-member ensemble are different from the reanaly-
sis with an equatorward shift in the ensemble mean of the
CESM simulations and a slightly poleward shift in ERA5.
The downstream extension is found in both reanalysis and
CESM ensemble simulations, but the extension affects the
Iberian Peninsula in CESM, while it affects the United King-
dom in reanalysis data, due to the equatorward shift projected

FIG. 13. Sensitivity of the baroclinicity and E-vector response to the position of the SST anomaly in aquaplanet simulations: cross s
ection of the response of the slope of the isentropic surfaces under global warming (shading) and climatological mean of slope and zonal
wind in control simulations (black and green contours, respectively) with an SST anomaly located at 308W, (a) 388N and (b) 428N. White
stars above the x axis in (a) and (b) represent the latitudinal position of the SST anomaly. (c),(d) Response of the E vector and its diver-
gence (arrows and shading, respectively) at 250 hPa for both sensitivity experiments and response in the zonal wind at the same pressure
level (brown contours). The SST anomaly is represented by black contours in (c) and (d). The stars in (c) and (d) mark a region of in-
creased E-vector divergence downstream of the SST anomaly (see text for discussion).
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for the entire North Atlantic in the climate simulations. Also,
the triple pattern of change is found in vertical cross sections
of changes in the isentropic slope but again shifted toward the
equator in CESM. This mismatch is reduced when consider-
ation is given to the CESM-LENS in the historical period,
where some members indeed feature a poleward shift as seen
in ERA5, while the majority of members still feature an equa-
torward shift (see appendix B).

The signal for the end of the century consists of an equator-
ward shift over the Gulf Stream and an extension of the jet to-
ward southwestern Europe. As shown by the results of the
idealized two-dimensional frontal-geostrophic experiment, an
increase in diabatic heating over the Gulf Stream region leads
to a slight poleward shift of the jet. Therefore, it remains an
open question whether the trend for the end of the century
detected in the CESM climate simulations is the actual re-
sponse to the increase in greenhouse gases or it is the result of

a misrepresentation of the local effect of diabatic heating over
the Gulf Stream. A more detailed analysis using a large en-
semble as well as higher-resolution simulations, such as those
produced by High resolution Model Intercomparison Project
(HighResMIP; Haarsma et al. 2016), is required to prove this
aspect. Given the coarse resolution at which both the aqua-
planet and the fully coupled climate simulations are run, this
aspect could have an impact on the trends over the Gulf
Stream following the resolution argument of Sheldon et al.
(2017). More research on the role of model resolution in set-
ting the jet response to warming is needed to quantify its ef-
fect on the jet stream trends.

6. Conclusions

Atmospheric dynamics play an important role in the devel-
opment of the North Atlantic jet stream and storm tracks. In

FIG. 14. DJF trends in 250-hPa zonal wind speed and in a vertical cross section of the slope of
the isentropic surfaces for CESM simulations in the historical period (1980–2022): (a) trend in
zonal wind speed (shading) and climatological mean (black contours) for the historical period.
(b) Trend in the slope of the isentropic surfaces (shading) and climatological mean (black con-
tours) over the North Atlantic storm track (808–158W). Zonal wind speed climatology is repre-
sented by green contours.
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this study, two main mechanisms are outlined to better under-
stand trends in the position and strength of the North Atlantic
jet found in reanalysis data. At the heart of both is the effect
of enhanced diabatic heating, which (i) produces a local

transient negative PV anomaly at upper levels (Wernli and
Davies 1997; Pomroy and Thorpe 2000) and (ii) increases the
baroclinicity in the storm track entrance region at the core of
the mean jet, which results in enhanced eddy momentum

FIG. 15. DJF trends in 250-hPa zonal wind speed and in a vertical cross-section of the slope of the isentropic surfaces
for each CESM ensemble member in the historical period (1980–2022): as in Fig. 14, but for each ensemble member. The
stippling in the left column represents areas with p values higher than p*.

J OURNAL OF CL IMATE VOLUME 375872

Unauthenticated | Downloaded 10/24/24 08:17 AM UTC



fluxes downstream (Hoskins et al. 1983; Vallis 2017). We ex-
plore each of these mechanisms with different diagnostics and
modeling approaches in the spirit of Peng and Whitaker
(1999) by analyzing the ERA5 reanalysis and a hierarchy of
model simulations with different complexity including a two-
dimensional frontal-geostrophic simulation, aquaplanet ex-
periments with an atmospheric general circulation model, and
fully coupled climate simulations.

Locally, over the Gulf Stream region, where synoptic waves
grow but yet do not break, an intensification and poleward
shift of the jet is consistent with the response to more intense
transient diabatic heating pulses during the growth and rapid
succession of growing baroclinic waves [mechanism (i)]. The
response predicted by a frontal-geostrophic model forced
with a heating anomaly inspired by the long-term trend ob-
served in ERA5 is sufficient to explain the magnitude of the
jet change seen in reanalysis data. However, this effect seems
to be absent (or too weak) not only in the aquaplanet but also
in the ensemble of CESM climate simulations. A potential

cause is related to the coarse model resolution and a too weak
representation of the local diabatic effect and possibly is one
cause of the failure of climate model to capture the North
Atlantic jet response to warming as highlighted by Blackport
and Fyfe (2022). Further analysis with larger ensembles and
higher-resolution runs, for instance, HighResMIP simulations
(Haarsma et al. 2016), is required to quantify the impact of
model resolution on this mechanism.

Downstream of the Gulf Stream sector, the jet is further
modified in ERA5 through an eddy feedback, which is consis-
tent with an increase in baroclinicity through diabatic heating
[mechanism (ii)] and intensified propagating Rossby waves
away from the main wave source (Vallis 2017). This mecha-
nism affects the jet over the whole North Atlantic in contrast
to the local effect over the Gulf Stream produced by more in-
tense diabatic heating pulses. The concomitant meridional
propagation of Rossby waves away from the main wave source
is followed by a strengthening of the eddy momentum conver-
gence resulting in an intensification and zonal extension of

FIG. 16. Trends in 250-hPa zonal wind speed and in a vertical cross section of the slope of the
isentropic surfaces for CESM simulations at the end of the century period (2057–2100): as in
Fig. 14, but for the end of the century period. Note the different color scales for the wind trend
compared to Fig. 14.
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FIG. 17. Trends in 250-hPa zonal wind speed and in a vertical cross section of the slope of the isentropic surfaces for
each CESM ensemble member at the end of the century period (2057–2100): as in Fig. 15, but for the end of the cen-
tury period. Note the different color scales for wind trends.
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the jet. The mechanism is demonstrated through analysis of
changes in E vectors in idealized aquaplanet warming simula-
tions in the presence of an SST front. The chain of mechanisms
consists of increased diabatic heating slightly downstream of the
SST front, intensified mean baroclinicity, and enhanced eddy
momentum convergence leading to an increase in the wind
speed downstream of the front. The mechanism seems to be
rather independent of the exact position of the SST front. How-
ever, the jet response at the location of the SST front is strongly
influenced by the position of the front and varies from a local
poleward to an equatorward jet shift depending on the exact
position of the SST front. For the latter case, the formation of a
stationary trough over the front is a relevant factor in explaining
the shift in the aquaplanet experiments.

The different methods considered here aim to foster a
mechanistic understanding of the jet response, primarily to in-
creased diabatic heating. They could also help explain the fail-
ure of coarse climate models to simulate the recent trends in
the North Atlantic (Blackport and Fyfe 2022). In our experi-
ments, the five-member ensemble of the fully coupled model
and the low-resolution aquaplanet experiments failed to simu-
late the local poleward shift over the Gulf Stream region ob-
served in ERA5. A larger ensemble size is required to capture
the observed trend within the ensemble spread, as can be seen
in the CESM-LENS (Rodgers et al. 2021). This is, as indicated
above, possibly due to the underrepresentation of the local ef-
fect of diabatic heat pulses, which has the potential to shift the
North Atlantic poleward and strengthen it. This goes hand in
hand with a coarse resolution in the SST fields (Sheldon et al.
2017), which strongly affects the location of enhanced barocli-
nicity and diabatic heating. In the previously cited study, a
well-resolved SST anomaly above the Gulf Stream is shown to
anchor the diabatic heating more consistently above its warm
side, and kilometer-scale models have been shown to increase
the magnitude of the diabatic heating over the SST anomaly
(Schemm 2023). The implication of our study is that better an-
choring and increased amplitude of local transient heating is in
general able to push the jet poleward. The coarse idealized
aquaplanet simulations reproduce some of the main aspects of
the mechanisms previously outlined, namely, increased tropo-
spheric baroclinicity at upper levels and increased convergence
of eddy momentum flux associated with Rossby wave propa-
gation downstream of the zonal SST asymmetry, but the ex-
periments also miss the local jet response directly above the
SST front. Thus, the anchoring effect and influence of local di-
abatic heating pulses are likely too weak, and the area of in-
creased diabatic heating is moved downstream of the main
cyclogenesis region pinpointing again to too coarse model
resolution.

The analysis performed here provides a dynamical interpre-
tation of the trends detected in the reanalysis, but an

attribution to either anthropogenic forcing or natural variabil-
ity has not been conducted. There are multiple dynamical ad-
justment methods that aim to disentangle the forced response
of a magnitude of interest, usually temperature or precipita-
tion, from natural variability. These techniques have shown
satisfactory results in previous studies (Smoliak et al. 2015;
Lehner et al. 2017; Guo et al. 2019; Sippel et al. 2019; Heinze-
Deml et al. 2021). A foreseen study will aim at adapting this
technique to the North Atlantic jet stream trends to investi-
gate which changes are attributable to anthropogenic climate
change.
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APPENDIX A

Zonal Wind Trends in ERA in the Period 1940–78

Wintertime trends in ERA5 before the satellite era
(1940–78) show an equatorward shift of the jet in the Gulf
Stream region with a defined southwest–northeast orienta-
tion (Fig. A1). This contrasts with the trend for the more
recent period, which is mainly characterized by a slight
poleward shift of the jet over this region (Fig. 1). Down-
stream over central and eastern North Atlantic, there is
a strong intensification, an equatorward shift, and an exten-
sion of the jet affecting southwestern Europe. The trend
shows a decrease in zonal wind speed over Hudson Bay
and between Iceland and the British Isles and some areas
at low latitudes, but there is no clear triple pattern in the
trends for this period. In addition, there is a clear positive
trend at high latitudes, in contrast to the later period shown
in Fig. 1. The significant trends are mainly located over the
ocean, where the reanalysis might not be well constrained
in this period given the scarcity of observations in the con-
sidered period.
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APPENDIX B

Zonal Wind Trends in the CESM2 Large Ensemble

The ensemble mean of the selected members of the CESM2
large ensemble (CESM-LENS) for the period 1980–2022 shows
a poleward shift of the jet over the North Atlantic (Fig. B1a),
in contrast to the small ensemble analyzed in section 5.
However, the ensemble spread for the CESM-LENS is also
remarkably large in this period with some members showing
a poleward shift and others an equatorward shift as can be
identified in the ensemble spread, which exhibits two areas
of high spread equatorward and poleward of the mean jet

(Fig. B1c). However, the trend displayed by ERA5 in mid-
latitude and low latitude is well captured by some ensem-
ble members and contained within the distribution of the
CESM-LENS (Fig. B2).

An inspection of the ensemble mean and spread for the
end of the century period (2057–2100) in the CESM-LENS
shows a larger signal-to-noise ratio in this period (Figs. B1b,d)
with most of the members showing positive trends equator-
ward of the mean jet over the Gulf Stream and an extension
over Europe. However, there is still some variability in the po-
sition of the extension over Europe and the strength of the
positive trend as it is depicted by both the five-member ensem-
ble and the CESM-LENS (Figs. 17 and B1d).

FIG. A1. Wintertime zonal wind speed trend over the North Atlantic in ERA5 (1940–78):
(a) mean of the trend (shading) and climatological average in zonal wind speed (black contours)
over the North Atlantic storm-track region (808–158W) for DJF in the period 1940–78. (b) Zonal
wind trend (shading) and climatological mean (black contours) at 250 hPa. The stippling repre-
sents areas with p values higher than p* (see text for details).
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FIG. B1. Mean and spread in zonal wind speed trends for the CESM-LENS: mean trend in zonal wind speed
(shading) and climatological mean (black contours) for (a) the historical period (1980–2022) and (b) the end of the
century period (2057–2100) at 250 hPa. (c),(d) Standard deviation of the trend in zonal wind speed (shading) and
climatological mean of the zonal wind speed (black contours) for both periods at the same pressure level.

FIG. B2. Distribution of zonal wind trends in the CESM-LENS: Histogram of zonal wind speed trends at 250 hPa for the period 1980–2022
averaged between 808–158W and 308–508N for the considered CESM-LENS simulations (blue bars) and ERA5 (black line).
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