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Abstract 

Protein structure prediction is fundamental to molecular biology and has numerous applications in 

areas such as drug discovery and protein engineering. Machine learning techniques have greatly 

advanced protein 3D modelling in recent years, particularly with the development of AlphaFold2 

(AF2), which can analyze sequences of amino acids and predict 3D structures with near 

experimental accuracy. Since the release of AF2, numerous studies have been conducted, either 

using AF2 directly for large scale modelling, or building upon the software for other use cases. Many 

reviews have been published discussing the impact of AF2 in the field of protein bioinformatics, 

particularly in relation to neural networks, which have highlighted what AF2 can and cannot do. It is 

evident that AF2 and similar approaches are open to further development and several new 

approaches have emerged, in addition to older refinement approaches, for improving the quality of 

predictions. Here we provide a brief overview, aimed at the general biologist, of how machine 

learning techniques have been used for improvement of 3D models of proteins following AF2, and 

we highlight the impacts of these approaches. In the most recent experiment on the Critical 

Assessment of Techniques for Protein Structure Prediction (CASP15), the most successful groups all 

developed their own tools for protein structure modelling that were based at least in some part on 

AF2. This improvement involved employing techniques such as, generative modelling, changing 

parameters such as dropout to generate more AF2 structures, and data-driven approaches including 

using alternative templates and MSAs. 
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1   Introduction 

Proteins are complex molecules that play a vital role in the functioning of living organisms. They are 

composed of long chains of amino acids, which fold into a specific 3D structure that is determined 

by the sequence of these amino acids. Determining the 3D structure of a protein is crucial for 

understanding its function and how it interacts with other molecules [1]. In addition to the ordered 

structures in protein structure, such as alpha helices, beta sheets and coils [2], there are also 

intrinsically disordered regions within a protein structure that play a functional role by inducing 

conformational changes in the 3D structure of a protein. These regions lack a well-defined structure 

and exhibit flexibility, allowing proteins to adopt different forms to perform alternative functions not 

based on sequence-structure-function paradigm [3,4]. Furthermore, the presence of intrinsically 

unstructured or disordered proteins [5], which are associated with diseases like Alzheimer and 

Parkinson [6], along with the existence of approximately up to 30% disorder-promoting regions in 

eukaryotic proteomes [7], is widely acknowledged by bioinformaticians in protein modeling. Protein 

modelling is the process of predicting the 3D structure of a protein based on its amino acid 

sequence. This can be done using various computational methods, such as homology modelling, 

which involves using the 3D structure of a similar protein as a template, or de novo modelling, 

which involves predicting the structure without the use of a template. Once a protein model has 

been generated, it is often necessary to refine it to correct any errors and improve its accuracy. This 

process, known as refinement, can involve using experimental data or other predicted information 

to optimize the model and make it more consistent with known biophysical constraints. Refinement 

is an important step in protein modelling as it can improve the accuracy and reliability of the model, 

which is essential for its use in downstream applications such as drug design or protein engineering 

[1]. 

2   The History of Protein Modelling  

With the advent of modern biochemistry, a significant problem for biochemists in the 1950s was 
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how to deduce the structural forms and functions of protein molecules. It was known that the 

protein amino acid sequences, also known as primary structures, govern the unique chemical 

characteristics of distinct proteins, and most biochemists have guided their work based on this 

understanding [8]. In light of this, Frederick Sanger was the first person to design an experimental 

method in 1955 to obtain the protein sequence of insulin [9]. Christian Anfinsen also made 

significant contributions to our understanding of proteins, developing his theory of protein folding 

and summarizing in 1972, that the native conformation, or the unique 3D structure of a given 

protein [10], is determined by the sum of interatomic interactions generated from the information 

stored in the primary structure of the protein [8]. 

The goal of protein structure prediction is to determine the Euclidean coordinates of every 

atom in a protein using computational methods, starting from the protein's amino acid sequence. 

Traditionally, there have been two main approaches to protein structure prediction: template-based 

modelling (TBM) and template- free modelling (FM). In TBM, models are constructed using the 

structures of similar proteins as templates, which are stored in the Protein Data Bank (PDB). FM, on 

the other hand, seeks to predict protein structures without using templates of known structures. 

However, recent advances in deep learning have significantly affected the field of protein structure 

prediction, leading to the development of tools that can accurately predict high-quality geometric 

properties of proteins, such as inter-residue contacts, distances, and torsion angles. These tools, 

which combine structural features generated by deep learning with classical folding methods, have 

greatly improved the quality of FM protein structure prediction, where there are no homologous 

templates available [11]. 

Modern prediction systems of protein structure typically consist of four main modules: 

input, a computational “trunk”, output, and refinement. The input module converts the protein 

sequence into various forms of information, such as a protein-specific scoring matrix, pairwise 

interactions (co-evolutionary information), Markov random fields, and a raw multiple sequence 

alignment. The trunk module, usually a neural network, converts this information into spatial 
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information about the protein's structure. The output module produces representations of the 

protein's structure, such as a contact map, distogram, or orientogram. Finally, the refinement 

module improves the quality of the 3D structure and generates atomic coordinates if needed. 

Traditionally, these operations have relied on a combination of physics-based energy functions, 

knowledge-based statistical reasoning, and heuristic algorithms. However, more recently, protein 

structure prediction tools have started using more sophisticated neural networks and machine 

learning algorithms in an end-to-end approach, rather than individually modelling each component 

[12]. 

The extension of a residual neural network to predict distance information between two 

residues within a certain range greatly improved residue-residue contact prediction [13]. Using this 

distance map, generated by 220 residual blocks from a protein sequence, AlphaFold (AF) 

demonstrated its capabilities in the CASP13 experiment [14]. These predicted distances were then 

used in structural fragment assembly and folding simulation through gradient descent. AF2, the 

second version of AF developed by the DeepMind team, made an exciting breakthrough in the field 

of protein structure prediction in the CASP14 [11]. Its modelled structures achieved unprecedented 

accuracy, making the longstanding problem of protein folding seem trivial [15]. 

One of the main differences between the first and second version of AF was in their neural 

network architectures. While AF used a convolutional neural network and employed distance map 

prediction, AF2 used an attention-based neural network and took richer input information from the 

full multiple sequence alignment (MSA). Instead of using gradient descent optimization, as in AF, 

AF2 evolved a fully end-to-end deep learning algorithm that predicts the 3D structure solely from 

the sequence, with an iterative refinement- like process, termed recycling, based on its local error 

estimation score [11]. While there were many AF2 models that reached near experimental accuracy 

in CASP14, for many targets the AF2 models still include significant errors, and so there is still room 

for further improvement. To ensure the more active utilization of structure prediction beyond AF2, 

the importance of refinement will be further emphasized. 
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3   Methods for the Refinement of 3D Models of Protein Structures before AF2 

The objective of computational protein structure refinement is to optimize a starting structure to its 

native state, such that it approaches the accuracy of experimental measurements. To achieve this, 

refinement methods of protein structure utilize conformational sampling to optimize an atomic 

force field to bring the starting structure closer to its native conformation [16]. Two basic concepts 

have been so far used to obtain and improve the three-dimensional structures of proteins from 

protein sequences: 1) physical interactions and 2) evolutionary information from bioinformatics 

analysis. Evolutionary approaches had become more useful because physical interactions, such as 

thermodynamic or kinetic information from protein physics or statistical approaches, can create a 

computational burden for molecular simulations [17]. Therefore, tools based on physical laws could 

only be used for refinement of predicted structures following initial modelling using evolutionary 

approaches. 

​ Before the development of AF2, refinement methods were generally divided into three 

categories: molecular dynamics (MD) as shown in Figure 1 and Monte Carlo simulation, energy 

minimization, and fragment assembly. Molecular simulations and physics-based approaches sample 

multiple MD trajectories according to the physical principles governing atom-atom interactions. 

Energy minimization methods aim to find the lowest energy structure by repackaging both 

backbone and side-chain atoms based on physical and knowledge- based force fields, while 

fragment-based methods use template fragment information from the PDB in conjunction with 

statistical potentials. However, these refinement methods require extensive conformational 

sampling, which can be time-consuming and computationally demanding [18]. A common approach 

in refinement protocols without the use of machine learning is the application of restraints. Many 

protocols have adopted this method in different ways. For example, the latest version of the ReFOLD 

tool- ReFOLD3 [19], uses restraints based on quality estimation scores, while approaches developed 

by Feig use restraints on backbone atoms [20]. 

Even prior to the release of AF2, some machine learning approaches had been used for 
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refinement. RefineD [16] applied a machine learning-based approach for generating restraints to 

effectively guide conformational sampling. In machine learning, feature extraction is a useful 

technique for preparing training datasets, which is beneficial in terms of constraining sampling 

space. However, extracting features from raw data requires manual effort. End-to-end approaches, 

which do not require feature extraction, outperformed traditional methods such as principal 

component analysis (PCA). One of the first end-to-end deep learning methods, with feature 

neutralization, for protein structure prediction was SASNet [21], which developed for protein 

interface prediction. rawMSA [22] also used an end-to-end method based on MSA embedding as 

input to a convolutional neural network (CNN). However, the protein refinement area had ignored 

the concept of feature neuralization until recently. NEMO [23] was the first tool to use neuralization 

employing an explicit 3D simulator to fold proteins. NEMO`s principle is to build an end-to-end 

model from sequence by updating to protein position based on Langevin dynamics, which proves to 

learn itself without co-evolutionary information, leading to competitive results [12]. It is clear that 

using end-to-end methods like AF2, it is possible to capture more distant evolutionary relationships 

from MSAs and to explore the protein space more effectively on both a sequence and structural 

basis, than slower MD-based methods, based on physical laws. 

4   Machine Learning Approaches for the Refinement of 3D Models of Protein Structure via AF2 

Machine learning-based approaches have had a more significant impact on various aspects of 

protein research [12] while the deep learning approaches, using different kinds of neural networks 

have been focused on 3D protein structure refinement in recent years. In the first machine 

learning-based refinement methods after AF2, such as DeepRefiner [24], models were generated by 

using deep neural networks to calculate the error rate at the residue level from the initial structures, 

followed by energy minimization [24]. However, these methods do not always predict with the same 

accuracy for all residues in the protein because of existing disorder regions in protein structures and 

the problem of using of limited-size MSA [25]. With the development of deep learning methods, 

different data other than the sequence or the 3D structure of the protein have been used in training 
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to refine protein models. For example, cryo-EM density data has been used to ensure that 

high-quality atom-level protein structures are further refined. In this regard, AlphaFold2-Phenix 

made use of both Cryo-EM data and deep learning via AF2 [26], which is one of the basic methods 

for refining AF2 structures. 

Thanks to AF2, the significance of backbone refinement has decreased as the backbone 

accuracies have increased up to 0.96 Å [27]. Rather than backbone refinement, the improvement of 

protein structure predictions based on the side chains has been a long- standing goal, and the 

methods commonly used for this purpose are based on energy minimization techniques, rotamer 

libraries, or energy functions. However, these approaches tend to be weak in detecting long-range 

interactions. One of the successes of AF2 is that it correctly predicts such interactions by combining 

residue covariations with deep learning. OPUS-rota4 [28] on the other hand, has been developed to 

better predict the FM type models predicted by AF2 which is the first side-chain repacking method 

using machine learning, by taking MSA as an input. This approach utilizes a sequential deep network 

architecture to predict side-chain coordinates. The method first derives an initial model using 

side-chain orientation information, and subsequently refines it through a submodule, with gradient 

descent optimization based on predicted distance constraints, resulting in a final protein structure 

prediction [29]. 

Now that tertiary protein structures can be predicted at the near experimental level, the 

focus has shifted more towards the prediction of protein complexes. Traditional machine learning 

and deep learning approaches, particularly after the release of AF2, have gained attention for use in 

modelling protein complexes. Deep learning models have been utilized to aid in the refinement of 

residue positions within tertiary protein structures or predict refined residue positions using indirect 

target values, such as inter-residue distances. However, these methods, after refinement, 

necessitate all-atom restoration procedures as a subsequent step, in order to recover the positions 

of backbone and side-chain atoms. Deep learning methods were initially demonstrated to be 

successful for tertiary structures rather than complex structures due to their high computational 
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memory complexity, which require large datasets for training [30]. Currently, there is no standalone 

machine learning based tool for refining protein-protein interaction (PPI) models after AF2, and 

existing standalone PPI refinement methods use a combination of different protocols. While the 

AF2-Multimer version has been developed to successfully modelled complexes, there is still a gap 

between the predicted structures and experimental structures. Therefore, refinement approaches 

are still required for both AF2- Multimer and non-AF2 based models of complexes. One limitation of 

AF2-Multimer is that it did not predict structures with more than two chains in a protein complex 

very well. This interaction gap was addressed using the Monte Carlo Tree algorithm, but it was 

noted that the MolPC [31] method still had a problem with estimating stoichiometry [31]. 

5   Data-Driven Approaches for the Refinement of 3D Models of Protein Structure 

Knowledge-based methods are widely used for the improvement methods for protein modelling as 

a guide to sampling based on existing data [32]. This information can be derived from experimental 

methods such as X-ray crystallography and nuclear magnetic resonance [33] or the use of other 

structural information, e.g. fragments [34]. In recent times, the most widely used experimental data 

in knowledge-based approaches is cryo-EM data (as mentioned previously), which is integrated with 

AF2 to improve predictions made by deep learning methods [25]. Luckily, with the increase in data 

availability, there has been a rapid increase in the use of data- driven methods, and deep generative 

modelling have gained the great interest in providing new sequence production. One advantage of 

these methods is that they overcome the limitations of traditional statistical sequence methods 

used in protein analysis, which are not effective in capturing the relationships between different 

protein families. This enables the extraction of better evolutionary information from sequences and 

better definition of intrinsic restraints [35]. Figure 2 demonstrates the workflow of general 

refinement based on data and the different approaches are detailed in the following subsections. 

 

5.1   Co-Evolution Data-Based Approaches 

Multiple Sequence Alignments (MSAs) provide the inputs to extract coevolution information to 
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machine learning approaches, based on the principle that a residue that is in close contact with 

another residue may co-mutate with that residue in order to preserve protein structure and 

function. The more homologous the sequences that there are in an MSA, the more accurately the 

protein structure can be predicted [36]. A general approach for enhancing the quality of predicted 

structures from methods such as AF2 can be based on improving the input MSAs. One of the key 

features that sets AF2 apart from other state-of-the-art methods is the use and inference of MSAs. 

The success achieved here has inspired the community by creating higher quality (or deeper) MSAs 

using various deep alignment methods. One of the tools that has gained popularity is MMseq2 [37], 

which is used by ColabFold [38] and is computationally efficient. Hence, ColabFold often produces 

deeper MSAs using MMseq2 and, as a result, can be used to generate better structures than 

DeepMind's AF2 [38]. 

One alternative method for directly extracting evolutionary information is to use deep 

learning methods thanks to deep latent representation, which encode information from billions of 

known protein sequences by adapting language models from natural language processing (NLP). 

Using generative models of protein sequences has been a successful approach for obtaining deeper 

evolutionary information and functional protein sequences [39]. In addition to protein sequences, 

metagenomic data contains a vast amount of information for discovering new proteins with 

functional structures. As a result, metagenomic data has received particular attention for uncovering 

evolutionary information on proteins of interest by incorporating it into MSAs, which can be used as 

input to deep learning tools to improve protein structure quality. While there are many types of 

metagenomic databases, the combination of genomic and metagenomic databases is becoming 

increasingly important, as there is limited information on them in UniProtKB [40]. What is significant 

here is the increase in the Neff (number of effective sequences) value with metagenomic data. 

However, using more metagenomic data may not always result in a more accurate MSA [41]. Yang et 

al [42] discovered that using one or a few specific microbes linked to the target protein family can be 

more beneficial in constructing MSAs. The other significant issue is the technique that is used to 
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search the metagenomic databases, particularly when used for modelling protein interactions. 

​ Co-evolutionary approaches, such as direct coupling analysis (DCA), can be utilized to 

predict the interactions between protein chains. Originally, these methods were applied to predict 

the interactions of bacterial two-component signalling proteins. However, the accuracy of these 

predictions has since been improved through the incorporation of machine learning techniques. 

Bryant’s et al. [43] emphasized the importance of producing optimal MSAs for generating complex 

proteins using the Fold and Dock approach, which utilizes distance and angle information as 

constraints. In this approach, the sequence for each chain is first classified according to their 

taxonomy and matching was achieved between the sequences with the highest number of hits for 

same organism in each chain. This customised MSA approach led to improvements in the Dock-Q 

score [44] indicating improved model quality [43]. 

Due to its reliance on co-evolutionary information derived from multiple sequence 

alignments, AF2 demonstrates suboptimal performance when applied to proteins that lack 

homologous sequences. This is projected to include 20% of all metagenomic protein sequences and 

11% of eukaryotic and viral proteins. In addition, the integration of MSAs with deep learning has 

been shown to be weak in terms of the antibody-antigen model of the complex protein class, which 

often has highly variable paratopes and lacks MSA data [45]. It has been demonstrated that by 

utilizing deep learning techniques on individual sequences, it is possible to circumvent the 

dependency on multiple sequence alignment-based methods. For instance, RGN2 [46] was 

developed as a single sequence approach which was trained using a language-based method and 

highlighted as a potential alternative to MSA. Furthermore, the results of this method were 

emphasized to be superior to those of AlphaFold2 and RoseTTAFold [47]. In addition, ESMFold [48] 

and OmegaFold [49] were designed subsequently using a similar approach. The Meta group created 

the Metagenomic Atlas which provides predicted structures for new metagenomic sequences. 

However, the use of such single sequence methods for protein prediction is often limited to smaller 

proteins (<400 amino acids) and often inadequate for orphan proteins, and Lin et al. are stated that 
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language models may have memorised multiple sequence alignments (MSA) to some extent [48]. 

5.2   Molecular Dynamics Trajectory-Based Approaches 

Molecular dynamics trajectories are generated from molecular dynamics simulations. Trajectories 

depict atomic coordinates of a simulated molecular system at specific time intervals, represented as 

a series of sequential snapshots [50]. The trajectory information utilized encompasses the changes 

in the conformations of a protein, including unfolding or folding events, as the simulation progresses 

over time. The focus of the analysis is to determine if, and when, the protein reaches improved 

conformations from a range of starting model qualities [51]. If the issue of computationally 

expensive simulations can be resolved, then molecular dynamics trajectories will become practical 

for refinement purposes. However, solving these problems typically requires the integration of High 

Performance Computing systems with many (Graphical Processing Units) GPUs. Given that AF2 

creates a single structure for a given protein sequence, using data sets for training that contain 

various dynamic conformational changes will be highly effective [52]. However, such time series 

data is not suitable for use in deep learning architectures, and some efforts are being made to 

provide them as inputs to deep learning methods [51]. 

5.3   Cryo-EM Based Approaches 

With the advancements in cryo-EM density mapping and deep learning methods, there has been 

rapid progress in the field of structural biology, particularly in producing and refining protein 

structures at an atomic level with high accuracy [26,53]. as mentioned earlier. While AF2 often 

generates highly precise models using information from protein sequences, the main challenge with 

using AF2 is that the predicted structure is a single snapshot and may not match the conformation 

seen in a specific experimental context or conditions, such as those obtained through cryo-EM. To 

this end, improved structure reconstruction can be achieved by combining AlphaFold’s predicted 

structure models with Cryo-EM data. A main example of this is the AlphaFold-Phenix collaboration, 

which has successfully improved the final predicted structure by using cryo-EM structures as 

templates [54]. However, determining atomic structures from cryo-EM maps with a resolution of 4 
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to 6 Å is a major challenge in the field of structural biology [55]. Therefore, the utilization of 

Cryo-EM data with these resolutions may pose difficulties. The Phenix version has been found to 

produce suitable results for density maps up to 4 Å, and the situation for structures beyond 4.5 Å is 

being investigated in the next Phenix version [25]. Another challenge in obtaining high-resolution 3D 

structures is the diversity of dynamic macromolecules. However, using single-particle cryo-EM data 

can reveal this heterogeneity [56]. 

5.4   Structure-Based Approaches 

The realization of experimental level structure predictions in deep learning is achieved through not 

only protein language learning but also through the means of geometric learning [57]. Indeed, 

CNNs, have significantly improved the performance of methods addressing a range of problems, 

including sequence embedding for feature extraction and protein structure and function prediction. 

These networks overcome the limitations of traditional feature-based machine-learning methods by 

extracting task-specific features from protein sequences or structures. While various neural network 

applications, such as 3D CNNs, facilitate feature extraction, geometric-based neural networks can be 

a solution to this problem where they require a large amount of memory to explicitly process and 

store high-quality protein structures [58]. 

​ Despite the impressive success of CNNs in protein structure prediction, CNNs are not 

rotation-invariant and require data augmentation for the network to function properly. In contrast, 

graph neural networks (GNNs) perform convolution operations without relying on Cartesian 

coordinates by iteratively updating the properties of nodes and their neighbouring nodes. As a 

result, GNNs can handle graphs of any size and more naturally represent protein structures [59,60]. 

This can be a refinement of AF2 or non-AF2 models. AF2 structures are used as training examples for 

GNNs and are expanding the training sets for protein structure problems such as protein function 

prediction [61].  

​  AF2 employed a neutralized refinement principle by utilizing a transformer that considers 

the translational and rotational symmetries of space. In contrast to NEMO, AF2 appears to refine 
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proteins using only a limited number of iterations, which may result in the displacement of protein 

coordinates in the non-realistic manner [12]. Most machine learning-based tools that improve 

current protein structures focus on improving the backbone structure without fully utilizing the 

structure of all atoms, including side-chains. There is still a gap in terms of improving the structure 

of all atoms. Refinement methods have recently been developed using equivariant networks in 

GNNs. These networks have been shown to improve AF2 structures according to various evaluation 

metrics, including all-atom contacts, bond length, atom clashes, torsion angles, and side-chain 

rotamers [18]. AF2 already implemented a new attention mechanism called “Invariant Point 

Attention (IPA)” for three-dimensional structures. This mechanism is similar to the SE(3) equivariant 

used in RoseTTAFold, but it is a simplified version [36]. When considering the potential for improved 

results in protein structure modelling and refinement. It can be possible that GNN together with 

structure-based information will be more widely utilized in the field of deep learning. Table 1 

presents a list of tools that employ GNN architectures, specifically limited to the area of protein 

modelling. 

6   CASP past and future 

The Critical Assessment of Structure Prediction (CASP) evaluates the current state of protein 

structure modelling from amino acid sequences. The first CASP (CASP-1) competition was held in 

1994, and the most recent CASP15 competition at the time of writing was held in 2022. It would be 

useful to emphasize once again the innovations that affected the field in the history of CASP. During 

the CASP12 period, the most significant advancements have been the utilization of residue contacts 

e.g., via RaptorX [62]. Subsequently in CASP13, the updated version of RaptorX and the first version 

of AF used predicted distance measurements for protein structure modelling [63], and AlQuraishi 

[12] also introduced end-to-end methods for protein modelling without using co-evolutionary 

information. In CASP14, the DeepMind team introduced their new AF2 architecture, which was also 

used in CASP-covid [64] and differs significantly from the original AF. This structure consists of two 

main modules, the Evoformer and structure modules, as well as performing recycling. In CASP14, 



Beyond AlphaFold2 

AF2 achieved outstanding performance [17], such that similar deep learning architectures were 

definitively established for protein structure prediction. After the DeepMind group shared the code 

source of AF2 with the community, almost all groups integrated the AF2 method into their own 

pipelines and were able to both benefit from and improve upon the models obtained. Following the 

success of AF2 in CASP14, the model refinement category was excluded from CASP15, nevertheless 

many groups continued to seek ways to further improve upon the AF2 models. There was still room 

for improvement to achieve experimental accuracy as deviations between predicted and 

experimental structures had been observed, in terms of backbone and/or side chain positions 

[24,65]. 

​ Despite DeepMind not participating in CASP15, AF2 has continued to have an impact and 

the groups with pipelines that integrated AF2 were among the most successful participants. Two 

primary methods were used by these groups in order to improve upon AF2: the utilization of more 

effective templates and/or MSA techniques, and the enhancement of AF2 through the 

implementation of dropout methods [66]. The option of using dropout during inference allows for 

activation of the stochastic component of the model, resulting in varying predictions. By iterating 

through different seeds, it is possible to sample different structural predictions from the uncertainty 

of the model or imprecision of the co-evolutionary constraints inferred from the input MSA [38]. 

Figure 3 shows some of the milestones that have influenced improvements in model quality in 

subsequent CASP competitions. 

​ The use of the AF2 recycling process for improvement of models was another successful 

approach in CASP15 (Figure2). The term “recycling” refers to the process of tidying up some degree 

of disorganization before extracting valuable information. The initial recycling outputs, as well as the 

quality of templates/MSAs, play a crucial role in determining the amount of recycling required to 

successfully model the protein. High-quality templates, a large number of MSAs, or a well-known 

sequence may only require minor adjustments from an initial recycling output. However, missing 

templates or synthetic sequences may require extensive cleaning during recycling. By repeatedly 
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running the model through the network, recycling improves the model quality. In CASP15, our 

groups (McGuffin & MultiFOLD) used the AF2 recycling process to improve the quality of both 

tertiary and multimeric models beyond the quality of the baseline AF2 models [67,68]. Our 

MultiFOLD server [67] ranked as the 9th-best server group on monomeric targets according to the 

GDT_TS scores and the 8th-best server group for multimers by the assessors’ formula, 

outperforming both the baseline NBIS-AF2- standard (AlphaFold2) group and NBIS-AF2-multimer 

(AlphaFold2- Multimer) group across the board. Therefore, the MultiFOLD server has been 

independently verified to produce higher quality tertiary and quaternary structure models than 

AlphaFold2 according to all measures [67]. 

7. Conclusion 

The development of methods for protein structure prediction has been ongoing for several decades, 

with continual improvements that have recently resulted in the availability of models for tertiary 

structures with near experimental quality for many targets. The efficacy of deep learning methods in 

this field was demonstrated with the success of AF2 in CASP14, and after the source code was made 

publicly available by DeepMind, the application of AF2 and other deep learning-based methods has 

become widespread. Subsequently, a process of improving upon AF2 began, with various types of 

data utilized to obtain more accurate 3D models, with the most noteworthy example being the use 

of Cryo-EM data. In CASP15, more studies were conducted on co-evolution information from MSA 

and geometric representation of structures. The methods used included generative models for 

obtaining more homologous sequences, protein language modelling, and graph neural network 

variations, as well as recycling and dropout methods for improving or refining structures. Although 

the validity of using more traditional refinement methods, such as MD, has not been fully proven for 

deep learning-based models, they are now only commonly used as minimization methods, due to 

the inadequacy of force fields and high computational costs required. The recent improvements 

made to AF2 and other deep learning-based methods will be crucial in fields such as drug design 

and will continue to be relevant as we move towards experimental quality prediction of quaternary 



Beyond AlphaFold2 

structures. 
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Table1 A list of tools that employ graph neural networks for the prediction of specific protein modelling, protein structure refinement, or related intermediate processes. 

 

GNN-Based Tool Brief Method Reference Link 

RoseTTAfold SE(3)-equivariant graph transformer to improve backbone structure without 

leveraging side-chain 

[47] https://github.com/RosettaCommons/RoseTTAFold 

GNNRefine Its main aim is to provide per residue accuracy score and distance error 

between pair residues in order via Convolutional Neural Network to guide 

the refinement process of Rosetta. 

[69] http://raptorx.uchicago.edu 

ATOMRefine It employed the combination of a transformer with 3D- equivariant (not 

dependent on translation and rotation) by learning main structural 

information in order to output refined coordinates. 

[18] https://github.com/BioinfoMachineLearning/ATOM 
Refine 

DeepRank-GNN The main point is to convert interface protein-protein complexes from 3D 
coordinates PDB file into graph via GNN 

[59] https://github.com/DeepRank/deeprank 

InterPepScore It generates DockQ score via GNN whose training set was trajectories from 

initial coarse by perturbing the native peptide (the improvement of 

FlexPepDock refinement tool by adding additional scoring term). 

[70] http://wallnerlab.org/InterPepScore 

Equivariant Graph Refiner 
(EGR) 

The integration of SE(3)-equivariance into message-passing neural networks 

and using refinement loss between the model’s coordinates and ground 

truth coordinates for the refinement of 3-D structures. 

[30] https://github.com/BioinfoMachineLearning/DeepR 

efine 

Paragraph Main aim is to predict paratope. It uses equivariant graph neural network to 

predict the possible relevant residues of paratope when the antibody 

structure is taken as input 

[71] www.github.com/oxpig/Paragraph 

VoroCNN It predicts the local-CAD score for all residues in the original structure using 

a graph neural network, even if the main part consists of Convolutional 

Neural network. 

[72] https://team.inria.fr/nano-d/software/vorocnn/ 

https://github.com/RosettaCommons/RoseTTAFold
http://raptorx.uchicago.edu/
https://github.com/BioinfoMachineLearning/ATOMRefine
https://github.com/BioinfoMachineLearning/ATOMRefine
https://github.com/DeepRank/deeprank
http://wallnerlab.org/InterPepScore
https://github.com/BioinfoMachineLearning/DeepRefine
https://github.com/BioinfoMachineLearning/DeepRefine
http://www.github.com/oxpig/Paragraph
https://team.inria.fr/nano-d/software/vorocnn/
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DeepBindPPI It includes the inclusion of an attention mechanism to GCN to predict the 

binding sites to proteins. 

[73] https://github.com/Sharon1989Sunny/DBP 
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Fig. 1 View of Molecular Dynamic Simulation which is the traditional most popular refinement method. It depicts the 

multimeric protein structure (T1078) and its environment resulting from molecular dynamics simulations. It is a visual 

representation of the simulation output from Pymol. In this simulation, the 3D protein structure was generated within a cubic 

framework, surrounded by water molecules (red colour) and ions (blue spherical structures) according to chosen parameters, 

which corresponds to a single MD trajectory for the given protein. 
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Fig. 2 The figure illustrates the general workflow of methods for improving a modelled structure using deep learning 

techniques. The aim is to obtain a protein structure of higher quality using deep neural networks designed by the researcher. 

The use of deep neural networks for various types of data, where their efficient utilization for training has been researched, 

has become widespread after AF2. The red-highlighted component represents the iterative improvement process referred to 

as recycling, which is included in the AF2 algorithm. 

 

Fig. 3 This graph encompasses the significant milestones and methods, either directly or indirectly impacting structure 

improvement, in the field of protein bioinformatics over time for structure refinement. The critical turning points have been 

selected as the CASP competitions and the methods and tools that have been commonly effective in these competitions, as 

the competition has gained substantial importance in guiding the community. 
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	1   Introduction 
	Proteins are complex molecules that play a vital role in the functioning of living organisms. They are composed of long chains of amino acids, which fold into a specific 3D structure that is determined by the sequence of these amino acids. Determining the 3D structure of a protein is crucial for understanding its function and how it interacts with other molecules [1]. In addition to the ordered structures in protein structure, such as alpha helices, beta sheets and coils [2], there are also intrinsically disordered regions within a protein structure that play a functional role by inducing conformational changes in the 3D structure of a protein. These regions lack a well-defined structure and exhibit flexibility, allowing proteins to adopt different forms to perform alternative functions not based on sequence-structure-function paradigm [3,4]. Furthermore, the presence of intrinsically unstructured or disordered proteins [5], which are associated with diseases like Alzheimer and Parkinson [6], along with the existence
	2   The History of Protein Modelling  
	With the advent of modern biochemistry, a significant problem for biochemists in the 1950s was how to deduce the structural forms and functions of protein molecules. It was known that the protein amino acid sequences, also known as primary structures, govern the unique chemical characteristics of distinct proteins, and most biochemists have guided their work based on this understanding [8]. In light of this, Frederick Sanger was the first person to design an experimental method in 1955 to obtain the protein sequence of insulin [9]. Christian Anfinsen also made significant contributions to our understanding of proteins, developing his theory of protein folding and summarizing in 1972, that the native conformation, or the unique 3D structure of a given protein [10], is determined by the sum of interatomic interactions generated from the information stored in the primary structure of the protein [8]. 
	The goal of protein structure prediction is to determine the Euclidean coordinates of every atom in a protein using computational methods, starting from the protein's amino acid sequence. Traditionally, there have been two main approaches to protein structure prediction: template-based modelling (TBM) and template- free modelling (FM). In TBM, models are constructed using the structures of similar proteins as templates, which are stored in the Protein Data Bank (PDB). FM, on the other hand, seeks to predict protein structures without using templates of known structures. However, recent advances in deep learning have significantly affected the field of protein structure prediction, leading to the development of tools that can accurately predict high-quality geometric properties of proteins, such as inter-residue contacts, distances, and torsion angles. These tools, which combine structural features generated by deep learning with classical folding methods, have greatly improved the quality of FM protein structure
	Modern prediction systems of protein structure typically consist of four main modules: input, a computational “trunk”, output, and refinement. The input module converts the protein sequence into various forms of information, such as a protein-specific scoring matrix, pairwise interactions (co-evolutionary information), Markov random fields, and a raw multiple sequence alignment. The trunk module, usually a neural network, converts this information into spatial information about the protein's structure. The output module produces representations of the protein's structure, such as a contact map, distogram, or orientogram. Finally, the refinement module improves the quality of the 3D structure and generates atomic coordinates if needed. Traditionally, these operations have relied on a combination of physics-based energy functions, knowledge-based statistical reasoning, and heuristic algorithms. However, more recently, protein structure prediction tools have started using more sophisticated neural networks and
	The extension of a residual neural network to predict distance information between two residues within a certain range greatly improved residue-residue contact prediction [13]. Using this distance map, generated by 220 residual blocks from a protein sequence, AlphaFold (AF) demonstrated its capabilities in the CASP13 experiment [14]. These predicted distances were then used in structural fragment assembly and folding simulation through gradient descent. AF2, the second version of AF developed by the DeepMind team, made an exciting breakthrough in the field of protein structure prediction in the CASP14 [11]. Its modelled structures achieved unprecedented accuracy, making the longstanding problem of protein folding seem trivial [15]. 
	One of the main differences between the first and second version of AF was in their neural network architectures. While AF used a convolutional neural network and employed distance map prediction, AF2 used an attention-based neural network and took richer input information from the full multiple sequence alignment (MSA). Instead of using gradient descent optimization, as in AF, AF2 evolved a fully end-to-end deep learning algorithm that predicts the 3D structure solely from the sequence, with an iterative refinement- like process, termed recycling, based on its local error estimation score [11]. While there were many AF2 models that reached near experimental accuracy in CASP14, for many targets the AF2 models still include significant errors, and so there is still room for further improvement. To ensure the more active utilization of structure prediction beyond AF2, the importance of refinement will be further emphasized. 
	3   Methods for the Refinement of 3D Models of Protein Structures before AF2 
	The objective of computational protein structure refinement is to optimize a starting structure to its native state, such that it approaches the accuracy of experimental measurements. To achieve this, refinement methods of protein structure utilize conformational sampling to optimize an atomic force field to bring the starting structure closer to its native conformation [16]. Two basic concepts have been so far used to obtain and improve the three-dimensional structures of proteins from protein sequences: 1) physical interactions and 2) evolutionary information from bioinformatics analysis. Evolutionary approaches had become more useful because physical interactions, such as thermodynamic or kinetic information from protein physics or statistical approaches, can create a computational burden for molecular simulations [17]. Therefore, tools based on physical laws could only be used for refinement of predicted structures following initial modelling using evolutionary approaches. 
	​Before the development of AF2, refinement methods were generally divided into three categories: molecular dynamics (MD) as shown in Figure 1 and Monte Carlo simulation, energy minimization, and fragment assembly. Molecular simulations and physics-based approaches sample multiple MD trajectories according to the physical principles governing atom-atom interactions. Energy minimization methods aim to find the lowest energy structure by repackaging both backbone and side-chain atoms based on physical and knowledge- based force fields, while fragment-based methods use template fragment information from the PDB in conjunction with statistical potentials. However, these refinement methods require extensive conformational sampling, which can be time-consuming and computationally demanding [18]. A common approach in refinement protocols without the use of machine learning is the application of restraints. Many protocols have adopted this method in different ways. For example, the latest version of the ReFOLD tool-
	Even prior to the release of AF2, some machine learning approaches had been used for refinement. RefineD [16] applied a machine learning-based approach for generating restraints to effectively guide conformational sampling. In machine learning, feature extraction is a useful technique for preparing training datasets, which is beneficial in terms of constraining sampling space. However, extracting features from raw data requires manual effort. End-to-end approaches, which do not require feature extraction, outperformed traditional methods such as principal component analysis (PCA). One of the first end-to-end deep learning methods, with feature neutralization, for protein structure prediction was SASNet [21], which developed for protein interface prediction. rawMSA [22] also used an end-to-end method based on MSA embedding as input to a convolutional neural network (CNN). However, the protein refinement area had ignored the concept of feature neuralization until recently. NEMO [23] was the first tool to use neuralization
	4   Machine Learning Approaches for the Refinement of 3D Models of Protein Structure via AF2 
	Machine learning-based approaches have had a more significant impact on various aspects of protein research [12] while the deep learning approaches, using different kinds of neural networks have been focused on 3D protein structure refinement in recent years. In the first machine learning-based refinement methods after AF2, such as DeepRefiner [24], models were generated by using deep neural networks to calculate the error rate at the residue level from the initial structures, followed by energy minimization [24]. However, these methods do not always predict with the same accuracy for all residues in the protein because of existing disorder regions in protein structures and the problem of using of limited-size MSA [25]. With the development of deep learning methods, different data other than the sequence or the 3D structure of the protein have been used in training to refine protein models. For example, cryo-EM density data has been used to ensure that high-quality atom-level protein structures are further refined.
	Thanks to AF2, the significance of backbone refinement has decreased as the backbone accuracies have increased up to 0.96 Å [27]. Rather than backbone refinement, the improvement of protein structure predictions based on the side chains has been a long- standing goal, and the methods commonly used for this purpose are based on energy minimization techniques, rotamer libraries, or energy functions. However, these approaches tend to be weak in detecting long-range interactions. One of the successes of AF2 is that it correctly predicts such interactions by combining residue covariations with deep learning. OPUS-rota4 [28] on the other hand, has been developed to better predict the FM type models predicted by AF2 which is the first side-chain repacking method using machine learning, by taking MSA as an input. This approach utilizes a sequential deep network architecture to predict side-chain coordinates. The method first derives an initial model using side-chain orientation information, and subsequently refines 
	Now that tertiary protein structures can be predicted at the near experimental level, the focus has shifted more towards the prediction of protein complexes. Traditional machine learning and deep learning approaches, particularly after the release of AF2, have gained attention for use in modelling protein complexes. Deep learning models have been utilized to aid in the refinement of residue positions within tertiary protein structures or predict refined residue positions using indirect target values, such as inter-residue distances. However, these methods, after refinement, necessitate all-atom restoration procedures as a subsequent step, in order to recover the positions of backbone and side-chain atoms. Deep learning methods were initially demonstrated to be successful for tertiary structures rather than complex structures due to their high computational memory complexity, which require large datasets for training [30]. Currently, there is no standalone machine learning based tool for refining protein-protein
	5   Data-Driven Approaches for the Refinement of 3D Models of Protein Structure 
	Knowledge-based methods are widely used for the improvement methods for protein modelling as a guide to sampling based on existing data [32]. This information can be derived from experimental methods such as X-ray crystallography and nuclear magnetic resonance [33] or the use of other structural information, e.g. fragments [34]. In recent times, the most widely used experimental data in knowledge-based approaches is cryo-EM data (as mentioned previously), which is integrated with AF2 to improve predictions made by deep learning methods [25]. Luckily, with the increase in data availability, there has been a rapid increase in the use of data- driven methods, and deep generative modelling have gained the great interest in providing new sequence production. One advantage of these methods is that they overcome the limitations of traditional statistical sequence methods used in protein analysis, which are not effective in capturing the relationships between different protein families. This enables the extraction of
	 
	5.1   Co-Evolution Data-Based Approaches 
	Multiple Sequence Alignments (MSAs) provide the inputs to extract coevolution information to machine learning approaches, based on the principle that a residue that is in close contact with another residue may co-mutate with that residue in order to preserve protein structure and function. The more homologous the sequences that there are in an MSA, the more accurately the protein structure can be predicted [36]. A general approach for enhancing the quality of predicted structures from methods such as AF2 can be based on improving the input MSAs. One of the key features that sets AF2 apart from other state-of-the-art methods is the use and inference of MSAs. The success achieved here has inspired the community by creating higher quality (or deeper) MSAs using various deep alignment methods. One of the tools that has gained popularity is MMseq2 [37], which is used by ColabFold [38] and is computationally efficient. Hence, ColabFold often produces deeper MSAs using MMseq2 and, as a result, can be used to generate
	One alternative method for directly extracting evolutionary information is to use deep learning methods thanks to deep latent representation, which encode information from billions of known protein sequences by adapting language models from natural language processing (NLP). Using generative models of protein sequences has been a successful approach for obtaining deeper evolutionary information and functional protein sequences [39]. In addition to protein sequences, metagenomic data contains a vast amount of information for discovering new proteins with functional structures. As a result, metagenomic data has received particular attention for uncovering evolutionary information on proteins of interest by incorporating it into MSAs, which can be used as input to deep learning tools to improve protein structure quality. While there are many types of metagenomic databases, the combination of genomic and metagenomic databases is becoming increasingly important, as there is limited information on them in UniProtKB
	​Co-evolutionary approaches, such as direct coupling analysis (DCA), can be utilized to predict the interactions between protein chains. Originally, these methods were applied to predict the interactions of bacterial two-component signalling proteins. However, the accuracy of these predictions has since been improved through the incorporation of machine learning techniques. Bryant’s et al. [43] emphasized the importance of producing optimal MSAs for generating complex proteins using the Fold and Dock approach, which utilizes distance and angle information as constraints. In this approach, the sequence for each chain is first classified according to their taxonomy and matching was achieved between the sequences with the highest number of hits for same organism in each chain. This customised MSA approach led to improvements in the Dock-Q score [44] indicating improved model quality [43]. 
	Due to its reliance on co-evolutionary information derived from multiple sequence alignments, AF2 demonstrates suboptimal performance when applied to proteins that lack homologous sequences. This is projected to include 20% of all metagenomic protein sequences and 11% of eukaryotic and viral proteins. In addition, the integration of MSAs with deep learning has been shown to be weak in terms of the antibody-antigen model of the complex protein class, which often has highly variable paratopes and lacks MSA data [45]. It has been demonstrated that by utilizing deep learning techniques on individual sequences, it is possible to circumvent the dependency on multiple sequence alignment-based methods. For instance, RGN2 [46] was developed as a single sequence approach which was trained using a language-based method and highlighted as a potential alternative to MSA. Furthermore, the results of this method were emphasized to be superior to those of AlphaFold2 and RoseTTAFold [47]. In addition, ESMFold [48] and OmegaFold
	5.2   Molecular Dynamics Trajectory-Based Approaches 
	Molecular dynamics trajectories are generated from molecular dynamics simulations. Trajectories depict atomic coordinates of a simulated molecular system at specific time intervals, represented as a series of sequential snapshots [50]. The trajectory information utilized encompasses the changes in the conformations of a protein, including unfolding or folding events, as the simulation progresses over time. The focus of the analysis is to determine if, and when, the protein reaches improved conformations from a range of starting model qualities [51]. If the issue of computationally expensive simulations can be resolved, then molecular dynamics trajectories will become practical for refinement purposes. However, solving these problems typically requires the integration of High Performance Computing systems with many (Graphical Processing Units) GPUs. Given that AF2 creates a single structure for a given protein sequence, using data sets for training that contain various dynamic conformational changes will be highly
	5.3   Cryo-EM Based Approaches 
	With the advancements in cryo-EM density mapping and deep learning methods, there has been rapid progress in the field of structural biology, particularly in producing and refining protein structures at an atomic level with high accuracy [26,53]. as mentioned earlier. While AF2 often generates highly precise models using information from protein sequences, the main challenge with using AF2 is that the predicted structure is a single snapshot and may not match the conformation seen in a specific experimental context or conditions, such as those obtained through cryo-EM. To this end, improved structure reconstruction can be achieved by combining AlphaFold’s predicted structure models with Cryo-EM data. A main example of this is the AlphaFold-Phenix collaboration, which has successfully improved the final predicted structure by using cryo-EM structures as templates [54]. However, determining atomic structures from cryo-EM maps with a resolution of 4 to 6 Å is a major challenge in the field of structural biology
	5.4   Structure-Based Approaches 
	The realization of experimental level structure predictions in deep learning is achieved through not only protein language learning but also through the means of geometric learning [57]. Indeed, CNNs, have significantly improved the performance of methods addressing a range of problems, including sequence embedding for feature extraction and protein structure and function prediction. These networks overcome the limitations of traditional feature-based machine-learning methods by extracting task-specific features from protein sequences or structures. While various neural network applications, such as 3D CNNs, facilitate feature extraction, geometric-based neural networks can be a solution to this problem where they require a large amount of memory to explicitly process and store high-quality protein structures [58]. 
	​Despite the impressive success of CNNs in protein structure prediction, CNNs are not rotation-invariant and require data augmentation for the network to function properly. In contrast, graph neural networks (GNNs) perform convolution operations without relying on Cartesian coordinates by iteratively updating the properties of nodes and their neighbouring nodes. As a result, GNNs can handle graphs of any size and more naturally represent protein structures [59,60]. This can be a refinement of AF2 or non-AF2 models. AF2 structures are used as training examples for GNNs and are expanding the training sets for protein structure problems such as protein function prediction [61].  
	​ AF2 employed a neutralized refinement principle by utilizing a transformer that considers the translational and rotational symmetries of space. In contrast to NEMO, AF2 appears to refine proteins using only a limited number of iterations, which may result in the displacement of protein coordinates in the non-realistic manner [12]. Most machine learning-based tools that improve current protein structures focus on improving the backbone structure without fully utilizing the structure of all atoms, including side-chains. There is still a gap in terms of improving the structure of all atoms. Refinement methods have recently been developed using equivariant networks in GNNs. These networks have been shown to improve AF2 structures according to various evaluation metrics, including all-atom contacts, bond length, atom clashes, torsion angles, and side-chain rotamers [18]. AF2 already implemented a new attention mechanism called “Invariant Point Attention (IPA)” for three-dimensional structures. This mechanism
	6   CASP past and future 
	The Critical Assessment of Structure Prediction (CASP) evaluates the current state of protein structure modelling from amino acid sequences. The first CASP (CASP-1) competition was held in 1994, and the most recent CASP15 competition at the time of writing was held in 2022. It would be useful to emphasize once again the innovations that affected the field in the history of CASP. During the CASP12 period, the most significant advancements have been the utilization of residue contacts e.g., via RaptorX [62]. Subsequently in CASP13, the updated version of RaptorX and the first version of AF used predicted distance measurements for protein structure modelling [63], and AlQuraishi [12] also introduced end-to-end methods for protein modelling without using co-evolutionary information. In CASP14, the DeepMind team introduced their new AF2 architecture, which was also used in CASP-covid [64] and differs significantly from the original AF. This structure consists of two main modules, the Evoformer and structure modules,
	​Despite DeepMind not participating in CASP15, AF2 has continued to have an impact and the groups with pipelines that integrated AF2 were among the most successful participants. Two primary methods were used by these groups in order to improve upon AF2: the utilization of more effective templates and/or MSA techniques, and the enhancement of AF2 through the implementation of dropout methods [66]. The option of using dropout during inference allows for activation of the stochastic component of the model, resulting in varying predictions. By iterating through different seeds, it is possible to sample different structural predictions from the uncertainty of the model or imprecision of the co-evolutionary constraints inferred from the input MSA [38]. Figure 3 shows some of the milestones that have influenced improvements in model quality in subsequent CASP competitions. 
	​The use of the AF2 recycling process for improvement of models was another successful approach in CASP15 (Figure2). The term “recycling” refers to the process of tidying up some degree of disorganization before extracting valuable information. The initial recycling outputs, as well as the quality of templates/MSAs, play a crucial role in determining the amount of recycling required to successfully model the protein. High-quality templates, a large number of MSAs, or a well-known sequence may only require minor adjustments from an initial recycling output. However, missing templates or synthetic sequences may require extensive cleaning during recycling. By repeatedly running the model through the network, recycling improves the model quality. In CASP15, our groups (McGuffin & MultiFOLD) used the AF2 recycling process to improve the quality of both tertiary and multimeric models beyond the quality of the baseline AF2 models [67,68]. Our MultiFOLD server [67] ranked as the 9th-best server group on monomeric
	7. Conclusion 
	The development of methods for protein structure prediction has been ongoing for several decades, with continual improvements that have recently resulted in the availability of models for tertiary structures with near experimental quality for many targets. The efficacy of deep learning methods in this field was demonstrated with the success of AF2 in CASP14, and after the source code was made publicly available by DeepMind, the application of AF2 and other deep learning-based methods has become widespread. Subsequently, a process of improving upon AF2 began, with various types of data utilized to obtain more accurate 3D models, with the most noteworthy example being the use of Cryo-EM data. In CASP15, more studies were conducted on co-evolution information from MSA and geometric representation of structures. The methods used included generative models for obtaining more homologous sequences, protein language modelling, and graph neural network variations, as well as recycling and dropout methods for improving
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