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Abstract: Current methods for underwater image enhancement primarily focus on single-
frame processing. While these approaches achieve impressive results for static images,
they often fail to maintain temporal coherence across frames in underwater videos, which
leads to temporal artifacts and frame flickering. Furthermore, existing enhancement meth-
ods struggle to accurately capture features in underwater scenes. This makes it difficult
to handle challenges such as uneven lighting and edge blurring in complex underwater
environments. To address these issues, this paper presents a dual-branch underwater video
enhancement network. The network synthesizes short-range video sequences by learning
and inferring optical flow from individual frames. It effectively enhances temporal consis-
tency across video frames through predicted optical flow information, thereby mitigating
temporal instability within frame sequences. In addition, to address the limitations of tradi-
tional U-Net models in handling complex multiscale feature fusion, this study proposes
a novel underwater feature fusion module. By applying both max pooling and average
pooling, this module separately extracts local and global features. It utilizes an attention
mechanism to adaptively adjust the weights of different regions in the feature map, thereby
effectively enhancing key regions within underwater video frames. Experimental results
indicate that when compared with the existing underwater image enhancement baseline
method and the consistency enhancement baseline method, the proposed model improves
the consistency index by 30% and shows a marginal decrease of only 0.6% in enhancement
quality index, demonstrating its superiority in underwater video enhancement tasks.

Keywords: underwater video enhancement; underwater image enhancement; optical flow
prediction; temporal consistency

1. Introduction
Visual information is a critical resource that underwater robots can easily acquire,

playing a key role in exploring and perceiving underwater environments. However, due
to the numerous uncertainties inherent in aquatic environments and the absorption and
scattering effects of water on light, the quality of raw underwater video footage often
deteriorates significantly. These low-quality videos fail to meet human visual standards,
impairing subsequent deep learning-based tasks such as video segmentation [1,2], object
detection [3,4], multi-agent systems [5,6], image detection and classification [7,8], 3D image
reconstruction [9], and medical image analysis [10].
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With advances in underwater video capture and data communication technologies,
real-time transmission of underwater videos is now feasible. Compared to underwater
images, underwater videos offer greater potential for applications such as marine explo-
ration owing to their spatiotemporal information and motion features. However, similar to
underwater images, underwater videos are frequently affected by color distortion, edge
blurring, low contrast, and uneven illumination due to optical constraints. Moreover,
the influence of water currents on video capture equipment can weaken or even obscure
texture features and details of moving objects. These issues severely hinder the ability of
underwater video systems to accurately capture scene and object features.

Compared to underwater image enhancement, underwater video enhancement is
inherently more complex, and is still in the early stages of research and development.
When existing underwater image enhancement methods are directly applied to underwater
video processing, they often result in temporal inconsistencies such as flickering and
artifacts in the video. This is primarily because most underwater video enhancement
techniques are straightforward extensions of single-frame image enhancement algorithms.
In such approaches, each frame is enhanced independently before being combined into a
complete video. Due to the absence of temporal modeling and processing between video
frames, the enhanced frames lack coherence, fail to preserve temporal continuity effectively,
and result in temporal artifacts and frame flickering.

Moreover, the complexity of underwater video scenes presents challenges for achiev-
ing temporal consistency, as current methods struggle to accurately extract features that
address issues such as uneven illumination and dynamic changes in underwater environ-
ments. Underwater videos exhibit more intricate characteristics than terrestrial videos.
Underwater scenes typically span multiple scales (e.g., detailed close-up objects versus dis-
tant backgrounds), yet many temporal consistency models process only single-scale motion
information, which limits their ability to effectively fuse multi-scale features. Consequently,
existing methods fail to capture both global information and detailed features in complex
underwater videos, resulting in suboptimal enhancement outcomes.

This study aims to improve the temporal consistency of enhanced underwater videos
while also enhancing the quality of video frames through training on underwater video
frame images. Inspired by low-light video enhancement techniques [11], optical flow is
introduced to simulate variations between adjacent frames in the absence of real video
data. By predicting and applying optical flow, the model replicates motion trends across
consecutive frames, ensuring temporal consistency in the enhancement process. However,
a single U-Net model was found to be insufficient for complex underwater scenes, as it
cannot effectively capture both global information and detailed features in underwater
videos, leading to subpar enhancement performance. To address this limitation, we propose
an underwater feature fusion module (WFM) and integrate it with a U-Net model to
construct a novel underwater video enhancement network (WVEnet). WFM employs max
pooling and average pooling to separately extract local and global features while using an
attention mechanism to adaptively adjust the weights of different regions in the feature
map, thereby enhancing key areas within video frames. Compared to traditional models
based on a single U-Net, WVEnet achieves more effective feature enhancement at each layer
of feature extraction, provides better management of issues such as uneven lighting and
color distortion in underwater video frames, and reduces over-enhancement and artifacts
that may arise in traditional U-Net models.

The effectiveness of this method was rigorously validated through extensive exper-
iments. Experimental results on both synthetic and real-world data indicate that the
proposed approach outperforms existing single-frame image enhancement methods and
yields comparable results to video-based enhancement techniques. This demonstrates
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that the proposed method effectively mitigates the issue of frame-to-frame flickering in
underwater videos even without relying on real video data.

The primary contributions of this paper are as follows:

(1) To address the challenge of acquiring paired underwater video frames, clear 4K
underwater video frames were extracted from publicly available YouTube videos.
These frames were carefully selected to encompass a variety of scenes, water types,
and natural lighting conditions. Additionally, a pretrained unsupervised CycleGAN
network was employed to degrade unpaired underwater data, generating degraded
underwater video frames with varying styles.

(2) An underwater feature fusion module was designed that integrates multiple con-
volutional layers, pooling operations, and feature fusion techniques. This module
progressively refines input features, enhancing the model’s capacity to understand
and represent the data. Furthermore, this underwater feature fusion module was
combined with a U-Net network to construct a novel network model. The network
effectively retains important feature information during the downsampling process,
excelling at handling complex features in underwater video frames such as light
refraction, color distortion, and edge blurring. Through layer-by-layer enhancement,
the model improves temporal consistency in single-frame inference, ensuring smooth
transitions between frames and reducing flickering and temporal jitter.

(3) Motion between video frames was predicted using optical flow, then this information
was applied to adjacent frames, ensuring smooth transitions and reducing flickering
in video processing. The effectiveness of the method was validated through extensive
comparative and ablation experiments, and the standard deviation of histograms
for each video frame was used to visually demonstrate the results of the temporal
consistency comparison.

2. Related Work
This section reviews and analyzes previous research on underwater visual enhancement.

2.1. Traditional Underwater Enhancement Methods

Common traditional underwater enhancement methods include Histogram Equaliza-
tion (HE) and Retinex theory. Histogram Equalization (HE) [12] enhances the visual quality
of an image by transforming its histogram from a narrow unimodal distribution to a more
balanced one. In underwater imaging, Iqbal et al. [13] proposed an unsupervised color
correction method (UCM) that combines color correction and selective histogram stretch-
ing to eliminate blue bias and enhance the brightness of the low-intensity red channel.
However, unsupervised color correction methods often struggle to restore colors accurately
without a thorough understanding of underwater light propagation characteristics, leading
to oversaturation or color distortion in the corrected images. Ahmad et al. [14,15] intro-
duced an adaptive histogram enhancement method that uses Rayleigh stretch contrast
enhancement to improve image contrast, enhance details, and reduce over-saturated areas.
However, while improving low-contrast regions, it is possible that noise may be amplified
and artifacts may be introduced along edges, resulting in deterioration of image quality.

Retinex theory is based on color constancy, and aims to both eliminate the influence of
lighting components on object colors and remove illumination unevenness to reveal the true
color of the scene. Joshi et al. [16] applied Retinex theory to underwater images to enhance
degraded images. Although Retinex enhancement improves brightness significantly, color
distortion or shift often occurs. To address this issue, Mercado et al. [17] introduced
Multiscale Retinex with Reverse Color Loss, incorporating color recovery and reverse
color loss strategies. Li et al. [18] combined the MSRCR algorithm with a histogram
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quantization-based color channel correction method. However, because MSR involves
multiple parameters, their selection significantly influences the enhancement outcome,
requiring tuning for different scenes and complicating the processing.

2.2. Deep Learning-Based Underwater Enhancement Methods

In deep learning-based underwater enhancement methods, Perez et al. [19] were
the first to establish a paired dataset of degraded and clear underwater images. They
utilized deep learning techniques to learn the mapping relationship for underwater
image enhancement; however, this straightforward architecture proved inadequate for
handling complex lighting variations and various image degradation phenomena in
underwater environments.

Sun et al. [20] introduced a pixel-to-pixel deep learning model for underwater image
enhancement. The model employs convolutional layers as encoders to filter noise and uti-
lizes deconvolutional layers as decoders to recover lost details, optimizing the image pixel
by pixel. While this method preserves low-level features through skip connections, artifacts
or over-enhancement may occur during detail enhancement, particularly under high-noise
levels or in complex scenes, which becomes more pronounced in such environments.

Li et al. [21] proposed the UWCNN method, which integrates physical models with
deep learning by training a convolutional neural network on a synthetic dataset to enhance
underwater images and videos. However, the physical model in UWCNN simplifies the
complexities of light transmission in underwater environments and may fail to capture all
underwater optical phenomena, leading to discrepancies in the enhanced image’s color
compared to the real scene. Furthermore, some fine image details may be erroneously iden-
tified as noise and removed, resulting in image distortion. In terms of video enhancement,
UWCNN does not address temporal consistency between consecutive frames, which may
lead to inconsistencies in video enhancement across frames, resulting in flickering or color
jumps and affecting the overall visual experience.

Fabbri et al. [22] proposed a network called UGAN based on the use of Generative
Adversarial Networks (GANs) to enhance the visual quality of underwater images. UGAN
initially uses CycleGAN to generate distorted underwater images paired with relatively
clear underwater images. In this way, it addresses the issue of insufficient real training data
while incorporating gradient penalties to improve the stability of the generator and the
quality of the generated images. Although UGAN’s U-Net architecture preserves image
details, it may result in over-smoothing of details or inadequate noise removal in certain
cases, especially in images with rich details or high noise levels. When processing consecu-
tive frames, it is possible for color inconsistencies, flickering, or other visual discontinuities
to occur between frames.

Islam et al. [23] introduced a fast underwater enhancement model called FUnIE-GAN
which utilizes the absolute error loss as the global loss and employs a pretrained VGG-19
network to extract high-level features for content loss. This algorithm performs well in
color restoration and is computationally efficient. However, due to its inability to handle
temporal sequences, frame consistency issues may arise when enhancing consecutive
frames, in turn leading to flickering, color jumps, and other phenomena in the video and
affecting the visual experience and stability.

Hu et al. [24] incorporated the Natural Image Quality Assessment (NIMA) metric into
the GAN context to generate underwater images with higher contrast and enhance their
visual appeal. However, this method still does not address the temporal instability between
consecutive frames.

Tang et al. [25] proposed a model called AttU-GAN for underwater image enhance-
ment. This approach integrates an attention gate mechanism into the U-Net architecture
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to filter out irrelevant features and effectively capture important image attributes such as
contours, textures, and styles. Although Attention U-Net performs excellently in filtering
out irrelevant features, the enhanced images may still exhibit artifacts in complex and
dynamic underwater environments. Moreover, this model does not take into account the
temporal consistency between frames, leading to flickering issues in the enhanced video
frames, which affects the overall visual experience. Li et al. [26] introduced UDA-Net,
a network that combines multiscale grid convolutional neural networks and feature-level
attention mechanisms, enabling it to adaptively allocate weights to different regions within
each feature map to more effectively enhance severely degraded areas. However, UDA-Net
still fails to fully leverage the temporal information between consecutive frames in videos.

In the domain of enhancing temporal consistency, Lai et al. [27] proposed a video
enhancement method based on deep recurrent networks. This approach uses Convolutional
Long Short-Term Memory (ConvLSTM) networks in combination with both short- and long-
term temporal loss functions and perceptual loss, helping to maintain temporal stability
in the video and its perceptual similarity to the processed frames. While the ConvLSTM
module can capture temporal dependencies, its adaptability to the complex variations in
underwater features is limited, potentially leading to unstable enhancement quality.

Based on the aforementioned research, we observed that when existing underwa-
ter image enhancement techniques are directly applied to video, each frame is typically
enhanced individually and then stitched together to form a new video. However, the con-
tinuity of the enhanced video frames is not well preserved, which may lead to temporal
artifacts and frame-to-frame flickering. Compared to underwater image enhancement
techniques, underwater video enhancement is more complex, and the research in this
field is still in its early stages; most existing underwater video enhancement methods are
simple extensions of single-image enhancement algorithms, and do not address the issue
of temporal consistency.

Additionally, the complexity of underwater videos makes it challenging for general
temporal consistency enhancement models to effectively capture the key features of un-
derwater video frames. Therefore, we train an image-based model using image data and
implicitly embed optical flow information during the training process to ensure temporal
consistency. Furthermore, we propose a novel feature fusion module that utilizes various
convolutional layers, pooling operations, and feature fusion techniques to extract and
process input features. The module also uses attention mechanisms to weigh the impor-
tant regions of the input feature maps in order to effectively capture different types of
degradation features in underwater images.

3. Method
Common underwater image enhancement networks primarily focus on improving

the quality of individual images or frames while overlooking the consistency between
consecutive frames; as a result, although the visual quality of individual frames may be
enhanced, substantial discrepancies can still exist between consecutive frames, leading to
jumps or flickering in the generated video. For example, the instability observed during
the training of unsupervised GAN networks often results in the generated video frames
lacking temporal consistency.

Horn and Schunck proposed that optical flow can effectively simulate motion changes
between adjacent frames in video sequences [28]. An ideal temporal stability model should
maintain consistency during transformations, meaning that the output processed by the
model should exhibit the same transformation effect as the original regardless of the input’s
transformation. Models exhibiting this temporal stability property can process video frames
continuously while preventing flickering issues. Based on this principle, we employ optical
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flow sequences to simulate real-world motion in videos. Underwater video frame pairs are
input into the network and optical flow is used to enforce consistency between the outputs
of consecutive frames, effectively guiding the network to maintain temporal stability.

However, due to the complexity of underwater video scenes (e.g., light scattering,
water body characteristics, and dynamic objects) and the intricate motion patterns between
moving objects and the background, existing temporal stability models face significant
challenges in extracting underwater features. Traditional optical flow or basic temporal
consistency loss functions may be insufficient for handling these complex scenarios, as they
often fail to capture the unique illumination inconsistencies and degradation features
inherent in underwater environments.

Based on this, we designed a novel feature fusion module called WFM. This module
leverages both max pooling and average pooling to extract distinct types of features, en-
hancing key local details through an attention mechanism. Simultaneously, WFM balances
the outputs of max pooling and average pooling, enabling the network to focus on local
detail information while retaining global features. This is crucial for underwater video
enhancement, as underwater scenes require both the accurate restoration of local details
(e.g., fish or seagrass) and the preservation of the natural perceptual consistency of the
background water.

Furthermore, we integrated WFM with U-Net to construct a new dual-branch un-
derwater video enhancement network. This network addresses U-Net’s limitations in
handling complex multiscale features and uses layer-by-layer enhancement to ensure that
the temporal sequence derived from single-frame inference is more accurate and coherent.
As a result, the smooth transition between video frames is further reinforced, reducing
flickering and temporal jitter.

This section introduces the overall workflow and network architecture, followed by
the detailed implementation specifics.

3.1. Dataset

Obtaining paired underwater video frames is a challenging task. To address this
issue, clear underwater video frames were obtained from publicly available YouTube
videos. The videos selected in this study were all 1920 × 1080 and 60 Hz, and were
cropped to 512 × 512. During the cropping process, the cropping position of each
video frame was kept consistent. Finally, 40 underwater videos were selected, totaling
more than 4000 underwater video frames covering different scenes, water types, and
lighting conditions.

A pretrained unsupervised CycleGAN network was employed to degrade the un-
paired underwater data, generating underwater video frames with various styles. As shown
in Figure 1, prior to training the network, reasonable optical flow was predicted based
on high-quality ground truth. Although pretrained instance segmentation models from
existing open-source toolkits such as Detectron2 [29] provide the necessary mask predic-
tions, their segmentation performance is suboptimal when applied to underwater video
frames, resulting in subpar visual outputs. In contrast, instance segmentation models such
as WaterMask [30] are specifically designed for underwater images, and yield superior
segmentation results; however, they do not directly generate the mask data format required
for our task. Therefore, the WaterMask model was postprocessed to preserve the instance
segmentation results while converting them into the necessary mask data format. After
the estimated target masks were obtained, the unsupervised model CMP [31] was used
to predict the optical flow. Figure 1 illustrates examples from our dataset along with
segmentation results and optical flow predictions.
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Figure 1. (a) Degraded simulated underwater video frame, (b) segmentation result, (c) optical flow
prediction, and (d) ground truth.

3.2. Underwater Feature Fusion Module

As shown in Figure 2, the input to the WFM is the feature map fin. First, fin generates
two feature maps fmax and favg through max pooling and average pooling operations, re-
spectively, which capture different spatial feature information. Max pooling extracts promi-
nent response values in spatially significant areas, while average pooling captures global
average information. These two feature maps provide diverse representations for subse-
quent attention generation. Then, fmax and favg each enter two parallel convolution paths.
The 1 × 1 convolution operation extracts compact global features, reducing the computa-
tional load and enhancing feature expression across channels, while the 3 × 3 convolution
operation captures local spatial context information. To better integrate global and local in-
formation, these two parallel paths progressively combine features through cross-addition,
making full use of the advantages of different convolution kernel sizes in feature extraction.

Figure 2. Underwater feature fusion module; this spatial attention mechanism is particularly im-
portant in underwater visual enhancement tasks, where it helps address issues such as uneven
illumination, scattering effects, and color degradation in underwater scenes. Consequently, it signifi-
cantly enhances the ability to focus on target information and improves the overall image quality.

The final fused features from the two parallel branches are f1 and f2, respectively;
f1 and f2 are concatenated along the channel dimension to form a joint feature map,
from which the spatial attention weight matrix is generated using the sigmoid activation
function. The input feature fin is then multiplied element-wise by the generated spatial
attention weight matrix, thereby weighting the input feature and enhancing the feature
representation of the salient areas. Next, a 3 × 3 convolution is applied to further enhance
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the feature representation and the final output feature map fout is obtained by element-wise
addition with the original feature map.

The computation process for f1 and f2 is as follows:

f1 = conv3{conv1( fmax)⊕ conv1[conv1( fmax)⊕ favg]} (1)

f2 = conv3{ f1 ⊕ conv1[conv1( fmax)⊕ favg]} (2)

where ⊕ denotes addition, fmax and favg are the features processed by global max pool-
ing and global average pooling, respectively, and conv1 and conv3 represent the 1 × 1
convolution and 3 × 3 convolution operations, respectively.

Table 1 presents the detailed changes in spatial dimensions and the number of channels
at each stage of the WFM.

Table 1. Dimensions and channel changes of the underwater feature fusion module.

Stage Spatial Dimensions (H × W) Number of Channels (C)

Input Feature Map H × W C

Average Pooling H × W 1

Max Pooling H × W 1

1 × 1 Convolution (Max Pooling) H × W 1

Addition (Max Pooling + Average Pooling) H × W 1

3 × 3 Convolution H × W 1

Addition H × W 1

Concatenation H × W C

1 × 1 Convolution (Concatenated Features) H × W 2

Sigmoid Activation H × W 1

Weighted Operation (Input × Attention Weight) H × W 1

3 × 3 Convolution H × W C

Residual Connection H × W C

In this way, the model can dynamically adjust the weight distribution of the input
feature map in the spatial dimension, significantly enhancing the feature expression of
key areas while suppressing interference from irrelevant backgrounds. This mechanism is
particularly crucial for underwater image enhancement tasks, as it helps to address issues
such as uneven illumination, scattering effects, and color degradation in underwater scenes,
both improving the model’s ability to focus on target information and enhancing the visual
quality of the images.

3.3. Underwater Video Enhancement Network

The underwater video enhancement network proposed in this paper adopts a
two-stage structure. The first stage utilizes a U-Net architecture, as shown in Figure 3.
This architecture is a fully convolutional structure without fully connected layers, offering
fewer model parameters and faster processing speeds. Considering that U-Net may cause
loss of details during the encoding–decoding process, the WFM underwater feature fusion
module is introduced at each downsampling step.
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Figure 3. Underwater video enhancement network.

In the U-Net network, whenever the image generates features at different levels
through the encoder, WFM fuses these features. In the encoder stage, the input underwa-
ter image is processed through convolution and pooling operations to extract features at
multiple levels. The WFM performs weighted fusion on these feature maps to generate a
more optimized feature representation. The weighting process can automatically adjust
the importance of each feature point according to the specific characteristics of the under-
water image. This process helps to suppress noise in the underwater environment while
enhancing key detail areas.

The skip connections in U-Net enable low-level features to be fused with high-level
features. The WFM further optimizes these fusion processes by processing multiscale
feature information, allowing the network to fuse more information related to underwater
environment characteristics in each skip connection. The network introduces various
layers of underwater features such as color, brightness, texture, etc., to enhance both the
local details and global consistency of the image, providing richer feature information
for subsequent video frame reconstruction and enhancement. Additionally, by refining
each layer, the temporal sequences derived from single frames become more accurate and
coherent. The second stage introduces an enhancement network called WFENet, which
takes the output of the first stage as input and performs further feature refinement on the
video frame of the original resolution to generate images with more detailed content.

3.4. Implementation Details

An ideal temporally stable model should be able to maintain consistency of transfor-
mation, meaning that the output after model processing should exhibit the same transfor-
mation effect as the original output regardless of the input transformation. Only models
that adhere to this principle will avoid flickering artifacts when processing videos frame by
frame. Based on this condition, in this paper we attempt to use the motion information gen-
erated by optical flow to simulate the actual video sequence and enforce output consistency
before and after distortion, thereby helping the network learn temporal stability.

Optical flow refers to the motion vector of each pixel in the image sequence. It describes
the movement of objects between consecutive frames, and can simultaneously capture both
global and local motion information. In underwater video enhancement, optical flow is
used to capture motion information between frames. In this paper, we utilize this motion
information to enhance temporal consistency and reduce temporal artifacts.



J. Mar. Sci. Eng. 2025, 13, 127 10 of 27

As shown in Figure 1, the Watermask segmentation model is first employed to separate
the target from the background and obtain the target mask, after which it randomly samples
ten guided motion vectors on each target area. The clear underwater video frames and
motion vectors are input to the CMP optical flow prediction network. After providing the
estimated object mask, optical flow predictions can be obtained through the CMP. Specifi-
cally, when predicting the ground truth optical flow through the pretrained CMP model,
some guided motion vectors on the target are needed for initialization, and WaterMask can
assist in obtaining these motion vectors:

f = CMP(y, V) (3)

where CMP denotes the optical flow prediction model, y represents the ground truth video
frame, and V represents the guiding motion vectors.

In this paper, we randomly extract ten guiding vectors for each object in the image to
obtain the final prediction. Although randomly sampled guiding vectors cannot guarantee
the quality of the optical flow prediction, and may even generate completely opposite
motion vectors, the introduction of such interference helps to improve the robustness of
the training.

The motion changes between video frames in dynamic scenes are represented by
optical flow, and the images are warped accordingly to simulate adjacent frames. Given
the original image and deformed image pair, the approach in this paper adopts a Siamese
network for training, inputs them into the network one-by-one, and imposes consistency
constraints between the output results, which helps the model to maintain stability in the
temporal dimension. Based on the original optical flow prediction, various optical flow
scenarios can be enhanced by changing the direction and position. According to the results,
the deformed image can be obtained by the following method:

x2 = W(x1, f ) (4)

where f represents the predicted optical flow, x1 denote the original image, and x2 denotes
the deformed image.

As shown in Figure 4, after preparing the necessary optical flow, image-based model
is trained using a Siamese network. At the input layer of the network, the optical flow and
image features are combined by weighted splicing. The optical flow map (motion vector
of each pixel) is spliced with the deep features of the video frame to form a composite
input containing temporal and spatial information. Different branches of the network
process the spatial information of the image and the temporal information of the optical
flow simultaneously, maintaining consistency in the temporal dimension.

In the upper branch, the degraded underwater video frame x1 is input into the network
g(·), producing an enhanced result g(x1) under the supervision of a clear underwater
video frame (ground truth) y1. To provide additional temporal information, the randomly
generated optical flow f derived from the ground truth clear video frame is applied to
warp the input image x1. The warped image x2 is then used as input to the lower branch,
yielding the output g(x2), which is compared with the corresponding optical flow-warped
ground truth y1 for supervised training. The two branches share training weights. Finally,
the same optical flow f is applied to warp the output g(x1) into W(g(x1), f ), which is then
compared with g(x2).

During the training process, optical flow information is used both as an input feature
to guide video enhancement and as a training target for the supervisory signal optimization
network. To maintain temporal consistency using optical flow information, this paper
employs a loss function that includes the optical flow error. By employing optical flow as a
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temporal consistency constraint, artifacts and blurring caused by temporal inconsistency
can be reduced. All losses are computed using l1 loss, and the total training loss for the
network is defined as a combination of the enhancement loss Le and the consistency loss Lc:

L = Le + λLc (5)

where λ is the weight that balances the constraints of the two loss components. We discuss
the optimal value of λ in the subsequent ablation study. The enhancement loss Le and
consistency loss Lc can be expressed as follows:

Le = ∑
i=1,2

∥ g(xi)− yi ∥1 (6)

Lc = ∥W(g(x1), f )− g(x2)∥1 (7)

where g(·) denotes the network convolution operation, xi and yi represent the i-th chan-
nel of the input and ground truth, respectively, and f is the optical flow generated for
motion simulation.

Figure 4. Overview of the full pipeline, consisting of two steps: (a) during optical flow prediction,
Watermask is used to separate the object from the background and ten guided motion vectors are
randomly sampled from each object area, after which the guided motion vectors and the clear
underwater video frame are input to the CMP optical flow prediction model to obtain the predicted
optical flow; (b) during training and testing, the network consists of two branches. The upper branch
functions in both the training and testing phases, while the lower branch serves as an auxiliary branch
used only during training to enforce temporal consistency. Images in the second branch are warped
from those in the main branch using the same optical flow. During the testing phase, the network can
directly take the input and predict the output without requiring optical flow prediction.

The visualization of our optical flow prediction results is shown in Figure 1c.
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4. Experiments
The effectiveness of the proposed method in underwater video enhancement was

validated through experiments focusing on both image quality and temporal consistency.
This section first describes the equipment and environment used in the experiments,
followed by a comparative study of several widely used underwater image enhancement
algorithms. The visual effects, quality metrics and consistency metrics of the enhanced
images are analyzed; additionally, the proposed method is compared with other algorithms
that incorporate temporal consistency enhancement and the corresponding quality and
consistency metrics are evaluated. Finally, ablation experiments are conducted to analyze
the performance of the proposed algorithm and validate the effectiveness of each module.

4.1. Experimental Setup

The proposed algorithm was implemented on a Windows 10 operating system.
The software environment included Python 3.9, and the network model was constructed
and trained using the PyTorch 1.11 framework. The model was trained using the Adam
optimizer with default parameters for 50 epochs on a single Nvidia RTX 3080 12 G GPU,
with the learning rate set to 1 × 10−4 and a batch size of 1. Both the comparative experi-
ments and the ablation study of the network model were evaluated using both subjective
analysis and objective metrics to assess the effectiveness of the proposed method.

4.2. Comparative Experiments

Rather than being specifically designed for video enhancement, most existing underwa-
ter video enhancement methods are adaptations of single-image enhancement algorithms;
therefore, in this paper we compare the proposed method with image-based enhancement
methods and postprocessing enhancement methods utilizing temporal consistency. Six
algorithms were selected from both categories: the traditional image enhancement method
Multi-Scale Retinex (MSR) [32]; the deep learning-based image enhancement methods
UGAN [22], UWCNN [21], FunieGAN [23], and SGUIENet [33]; and the postprocessing
enhancement method utilizing temporal consistency proposed by Lai et al. [27] (referred to
as BLIND in the evaluation metrics).

This paper uses the Peak Signal-to-Noise Ratio (PSNR), Structural Similarity (SSIM),
and UIQM no-reference-image quality assessment metric to evaluate the quality of the
enhanced video frames. Additionally, the Learned Perceptual Image Patch Similarity
(LPIPS) [34] and Warping Error (Ewarp) [35] are used to assess the temporal consistency of
the models.

The LPIPS is more reflective of human visual perception consistency than pixel-level
metrics such as te MSE and PSNR. The smaller the LPIPS value, the smaller the pixel
differences in the image and the less perceptible these differences are to the human visual
system. The LPIPS metric is calculated by first computing the LPIPS between the second
and third frames, then between the third and fourth frames, and so on until the last frame.
The average LPIPS value is then obtained by summing all computed LPIPS values and
dividing by the total number of comparisons, which eliminates randomness and helps
to observe whether the flickering issue has been alleviated from a global perspective.
The Warping Error is used to assess the similarity between the distorted image obtained
via optical flow and the target image. A smaller warping error indicates smaller differences
between adjacent frames.

To more clearly demonstrate the flickering issue in underwater video frames generated
by different algorithms, the effectiveness of the proposed method in enhancing temporal
consistency was validated using a multi-frame histogram overlay and calculating the
standard deviation. Specifically,the RGB histograms of each frame are overlaid on the
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same plot to visually display the variation in pixel value distributions between frames.
Each channel (R, G, B) is represented by a different color line and the histograms of each
frame are overlaid using semi-transparent lines to facilitate the observation of differences
between frames. A statistical analysis is performed on each channel and the standard
deviation is computed for each pixel value, which quantifies the fluctuations between
frames. A higher standard deviation indicates greater fluctuation in the pixel value, leading
to more noticeable flickering. The standard deviation curve quantifies the fluctuation of
each pixel value between video frames. If the standard deviation of a pixel value is large,
this indicates significant variation in that pixel value across different frames, meaning that
it is more likely to exhibit flickering. The standard deviation curve is calculated using the
following formula:

σ =

√√√√ 1
N

N

∑
i=1

(xi − µ)2 (8)

where xi represents the pixel count of a specific pixel value in the histogram of each frame,
µ is the mean of this pixel value across all frames, and N is the total number of frames.

As shown in Figure 5, all of the compared algorithms demonstrate significant enhance-
ment effects on the input underwater images. As a traditional enhancement algorithm,
MSR mitigates some color bias but suffers from overexposure, often due to the need for
properly adjusted parameters to adapt to different underwater environments. UWCNN
eliminates the blue–green color shift, but results in an overall darker image. The images
enhanced by the SGUIENet algorithm exhibit noticeable flickering issues and still contain
some blue–green color bias. Among the GAN-based algorithms, blurring and artifacts are
commonly observed; UGAN generates severe artifacts and flickering, while FunieGAN
effectively addresses color bias and brightness issues but still exhibits artifacts and signifi-
cant flickering. GAN-enhanced images show blurred backgrounds with overlooked object
edge details, resulting in insufficient clarity. BLIND performs well in mitigating flickering
issues, but fails to effectively remove the blue–green color bias during underwater video
frame enhancement, and the detailed information such as edges remains somewhat blurry.
Due to space limitations, additional comparison results for other scenarios are provided
in Appendix A.

From the histogram standard deviation in Figure 6, it can be observed that the MSR,
UWCNN, SGUIENet, UGAN, and FunieGAN algorithms exhibit significant fluctuations,
with the standard deviation curves reaching particularly high values in certain regions.
This indicates that these algorithms result in substantial inter-frame variations in those
areas of the enhanced video frames, leading to flickering issues.

Figure 7 shows the differences in the details of each model enhancement.
In contrast, the underwater feature fusion module designed in this paper enhances

the model’s understanding and expressive capability of the input data by progressively
refining the salient features and background information. This effectively mitigates color
bias, improves contrast, compensates for the shortcomings of GAN networks in capturing
image details, and strengthens edge information, thereby contributing to a better visual
experience. Additionally, by performing optical flow distortion on the images to simulate
adjacent frames and balancing global feature weights through WFM, the temporal stability
of underwater video frames is effectively enhanced.

As shown in Table 2, the deep learning-based algorithms outperform traditional
image enhancement methods in terms of image quality metrics. However, regarding the
continuity and temporal stability of video frame enhancement, the traditional methods are
more satisfactory compared to GAN-based and other single-image-based deep learning
algorithms. This is because the continuity of video frames results in minimal changes
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in the aquatic environment, allowing traditional methods to achieve better continuity.
Nevertheless, the limitations of traditional algorithms significantly affect continuity when
processing video frames from various aquatic environments.

Figure 5. Comparison Experiment Scenario 1: (a) Input, (b) MSR, (c) UWCNN, (d) SGUIENet,
(e) UGAN, (f) FunieGAN, (g) BLIND, (h) Ours, (i) GT. The six pictures in the figure are continuous
video frames. They are shown together to demonstrate the enhancement results of the different
models in terms of temporal consistency.
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Figure 6. Histogram and standard deviation for Comparison Experiment Scenario 1: (a) MSR,
(b) UWCNN, (c) SGUIENet, (d) UGAN, (e) FunieGAN, (f) BLIND, (g) Ours, (h) GT. The x-axis
represents pixel values 0–255 and the y-axis represents the pixel count for each pixel value. The semi-
transparent RGB histograms represent the pixel value distribution for the R, G, and B channels in
each frame. The red, green, and blue thick lines represent the standard deviation curves for the R, G,
and B channels, respectively.

Figure 7. Comparison Experiment Scenario 1 details: (a) MSR, (b) UWCNN, (c) SGUIENet,
(d) UGAN, (e) FunieGAN, (f) BLIND, (g) Ours, (h) GT. The figure shows the edge details and
edge artifacts of video frames generated by different models.

Compared to FunieGAN, which performs the best in underwater single-image en-
hancement, our method only lags behind by 0.6% in terms of image quality metrics. How-
ever, in terms of perceptual consistency and temporal consistency, our method improves
by 31% and 40%, respectively, surpassing both the traditional and deep learning-based
enhancement algorithms.

Compared with single-frame image enhancement, the method in this paper signifi-
cantly increases the workload. However, it is comparable to traditional image enhancement
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methods in terms of computational time and efficiency, and even surpasses them in terms
of speed.

Table 2. Quantitative metrics for enhancement quality and temporal stability in comparative ex-
periments: PSNR, SSIM, and UIQM are indicators of the image quality generated by different
models, LPIPS and Ewarp are consistency indicators, and Time shows the operating efficiency of the
different models. The experimental indicators of the model in this paper are in bold.

Model PSNR ↑ SSIM ↑ UIQM ↑ LPIPS ↓ Ewarp ↓ Time (s) ↓
MSR 17.669 0.834 2.383 0.139 0.0351 1.231
UWCNN 18.739 0.822 2.943 0.159 0.0453 0.831
SGUIENet 23.564 0.866 2.665 0.185 0.0625 0.751
UGAN 23.303 0.856 3.013 0.168 0.0622 0.341
FunieGAN 25.257 0.930 3.087 0.161 0.0621 0.092
BLIND 24.388 0.929 3.025 0.094 0.0262 1.132
Ours Model 25.087 0.936 3.064 0.095 0.0265 0.391

4.3. Ablation Experiments
4.3.1. Loss Function Weight

In underwater video enhancement, models not only need to enhance the visual quality
of each frame, such as brightness, clarity, color, etc., but also need to ensure consistency
between frames by avoiding flickering and artifacts. In order to find a balance between these
two goals, in this paper we conducted a large number of experiments. It was found that a
very small λ results in low temporal stability and leads to artifacts, whereas a very large λ

increases computational costs, causing diminishing returns in enhanced image quality.
As shown in Figure 8 and Table 3, our extensive experiments revealed that the optimal

parameter setting should be around λ = 5. Specifically, as the branch weight increases,
the network’s temporal stability improves compared to networks with smaller weights,
while PSNR and SSIM also show improvements. However, after the weight exceeds a
certain threshold, the benefits in image quality start to diminish, and further increases in
temporal stability lead to a decrease in PSNR and SSIM.

Figure 8. Demonstration of model performance variation with loss function weight λ: training a
temporally stable image-based model is actually a compromise between visual quality and temporal
stability. The optimal result lies in the balance of them.
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Table 3. Average quantitative metrics of enhancement quality and temporal stability in comparative
experiments: PSNR, SSIM, and UIQM are indicators of the image quality generated by different
models, while LPIPS and Ewarp are consistency indicators.

Weight PSNR ↑ SSIM ↑ UIQM ↑ LPIPS ↓ Ewarp ↓
λ = 0.01 23.411 0.917 2.659 0.123 0.0283
λ = 0.1 23.537 0.919 2.715 0.117 0.0279
λ = 0.5 23.793 0.922 2.757 0.113 0.0273
λ = 1 24.654 0.927 2.831 0.105 0.0269
λ = 5 25.087 0.936 3.013 0.095 0.0265
λ = 10 24.973 0.931 2.916 0.091 0.0262
λ = 15 24.613 0.920 2.798 0.088 0.0261
λ = 20 24.131 0.915 2.712 0.086 0.0258

4.3.2. Network Model

In order to better validate the effectiveness of the underwater feature fusion module
and the underwater video enhancement network, ablation experiments were conducted to
test three configurations: U-Net, U-Net + TripleWFM, and U-Net + Underwater Feature
Enhancement Network (WFENet).

In this experiment, U-Net refers to the basic U-Net network used alone without any
additional modules, as shown in Figure 3. U-Net + WFENet represents the upper part
of Figure 3, which is the basic U-Net network model (without the underwater feature
fusion module added after each downsampling) in parallel with the underwater feature
enhancement network in the lower half. U-Net + TripleWFM uses the single-stage U-Net
network from Figure 3 and incorporates the underwater feature fusion module after each
downsampling. Due to space limitations, additional ablation experiment results for other
scenarios are provided in Appendix A.

As shown in Figure 9 and Table 4, after training the dual-branch network with optical
flow warping, each experimental result shows significant improvements in perceptual
continuity and temporal stability. However, the standalone U-Net network still suffers
from a blue–green color cast, insufficient contrast, and loss of edge information. U-Net +
WFENet also shows artifacts and slight flickering. This reflects the difficulty encountered by
U-Net in capturing global contextual information and all useful multiscale features within
the image. Although the addition of Triple WFM improves U-Net’s ability to capture global
context and multiscale features, the enhanced video frames still occasionally exhibit small-
scale artifacts and flickering. This instability is resolved after introducing WFENet, which
prevents the loss of global features and maintains the stability of the global contextual
information in the video frames.

Table 4. Ablation experiment results, showing quantitative metrics for enhancement quality and
temporal stability. PSNR, SSIM and UIQM are indicators of the image quality generated by different
models, LPIPS and Ewarp are consistency indicators, and Time shows the operating efficiency of the
different models. The experimental indicators of the model in this paper are in bold.

Model PSNR ↑ SSIM ↑ UIQM ↑ LPIPS ↓ Ewarp ↓ Time(s) ↓
U-Net 23.926 0.845 2.795 0.112 0.0283 0.316
U-Net + TripleWFM 24.402 0.923 2.823 0.098 0.0277 0.371
U-Net + WFENet 24.335 0.901 2.816 0.113 0.0285 0.387
Ours 25.087 0.936 2.951 0.095 0.0265 0.405
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Figure 9. Ablation Experiment Scenario 1: (a) Input, (b) U-Net, (c) U-Net + TripleWFM,
(d) U-Net + WFENet, (e) Ours, (f) GT. The six pictures in the figure are continuous video
frames. They are presented together to show the enhancement results of the different models
for temporal consistency.

Based on evaluation of the objective metrics, the proposed method demonstrates
significant improvements in perceptual continuity and temporal stability compared to
other image-based enhancement methods, which is consistent with the conclusions drawn
from the subjective analysis. Additionally, the proposed underwater video enhancement
network achieves superior performance in both enhancement quality metrics and temporal
stability metrics. Through ablation experiments, the effectiveness of the underwater feature
fusion module and the underwater video enhancement network structure in improving
the temporal consistency of video frames has been validated, highlighting the necessity of
addressing the challenges in capturing global context information and multiscale features
within the U-Net network.
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5. Conclusions
In this paper, we propose an underwater video enhancement method based on image

optical flow distortion that alleviates flickering phenomena through temporal stability
processing and leverages generated optical flow to guide the model in learning temporal
consistency. Both quantitative and qualitative results demonstrate that the trained model
performs well in enhancement quality and temporal stability. The proposed method
effectively enhances individual video frames, improving both perceptual continuity and
temporal stability. Furthermore we have designed a new underwater feature fusion module
and underwater video frame network. The proposed module integrates features extracted
through global average pooling and max pooling, utilizing various convolutional layers,
pooling operations, and feature fusion techniques to process the input features. The gradual
refinement of processing enhances the model’s understanding and expressive ability of the
input data, preventing the loss of content information in generated images and enabling
them to contain richer detail features, which in turn helps to better reconstruct distorted
information. Additionally, the increased weight of global features in the video frames
enhances the temporal consistency of video frame sequences and aids in reducing flicker
and jitter. Comparisons with several algorithms through both subjective visual assessments
and objective evaluation metrics verify the superiority of the proposed method in terms of
enhancement quality and temporal consistency.

6. Limitations
Current research primarily focuses on relatively ideal underwater environments, as-

suming clear water quality and the absence of strong currents or pollution. However,
in practical applications, changes in water quality have a significant impact on the video
enhancement process. The underwater environment may severely degrade image qual-
ity due to factors such as turbid water, suspended particles, and plankton, resulting in
significant changes in brightness, contrast, and color. Existing methods may struggle to
handle these non-ideal water conditions, particularly when illumination is extremely low
or the water body is highly turbid, as the effectiveness of optical flow estimation and image
enhancement can be considerably reduced.

Future research could develop more robust underwater video enhancement methods
by integrating multimodal data such as laser scanning and depth images in order to better
adapt to varying water conditions.

Additionally, current evaluation methods largely rely on self-generated synthetic
datasets, which may introduce deviations from ground truth representations. This could
potentially affecting the model’s generalization ability, particularly in real-world underwa-
ter scenarios.

Although the proposed study introduces an effective underwater video enhancement
method and addresses temporal consistency and motion compensation challenges in
underwater videos to some extent using optical flow technology, there remain numerous
challenges. Future research could further improve the robustness and practicality of
underwater video enhancement by incorporating multiscale enhancement, non-rigid object
motion modeling, noise suppression, and optical flow accuracy improvement. Furthermore,
the use of more real-world datasets and advanced self-supervised learning techniques
would provide stronger support and guidance for future developments in the field.
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Appendix A. Additional Figures

The following figures provide additional information.

Figure A1. Cont.
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Figure A1. Comparison Experiment Scenario 2: (a) Input, (b) MSR, (c) UWCNN, (d) SGUIENet,
(e) UGAN, (f) FunieGAN, (g) BLIND, (h) Ours, (i) GT.

Figure A2. Cont.
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Figure A2. Comparison Experiment Scenario 3: (a) Input, (b) MSR, (c) UWCNN, (d) SGUIENet,
(e) UGAN, (f) FunieGAN, (g) BLIND, (h) Ours, (i) GT.

Figure A3. Cont.
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Figure A3. Comparison Experiment Scenario 4: (a) Input, (b) MSR, (c) UWCNN, (d) SGUIENet,
(e) UGAN, (f) FunieGAN, (g) BLIND, (h) Ours, (i) GT.

Figure A4. Cont.
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Figure A4. Ablation Experiment Scenario 2: (a) Input, (b) U-Net, (c) U-Net + TripleWFM,
(d) U-Net + WFENet, (e) Ours, (f) GT.

Figure A5. Cont.
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Figure A5. Ablation Experiment Scenario 3: (a) Input, (b) U-Net, (c) U-Net + TripleWFM,
(d) U-Net + WFENet, (e) Ours, (f) GT.

Figure A6. Ablation Experiment Scenario 4: (a) Input, (b) U-Net, (c) U-Net + TripleWFM,
(d) U-Net + WFENet, (e) Ours, (f) GT.
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