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A B S T R A C T

AI-enabled devices are increasingly introduced in the home context and cyber-attacks targeting their AI 
component are becoming more frequent. Moving away from seeing the user as the problem to recognising the 
user as part of the solution, our research reports on a novel cybersecurity intervention (comprising Explainable 
AI features, assisted remediation) designed to support users to identify, diagnose and mitigate cyber-attacks on 
the AI component of their smart devices. We carried out a case study of a bespoke smart heating device inclusive 
of this intervention and conducted fieldwork with ten households who experienced simulated integrity cyber- 
attacks over a month. Our research contributes an understanding of how to design AI-enabled devices and 
their ecosystems to support users to perceive integrity cyber-attacks, offering new considerations for intervention 
design that exploits multimodal indicators and supports users to troubleshoot themselves the causes as well as 
actions of cyber-attacks. Contributing to the growing area of human-centred cybersecurity, we evidence the 
distinctive challenges users face when evaluating integrity attacks on the AI component in the home context.

1. Introduction

Connected smart devices are becoming a common and important 
feature of domestic life (Huijts et al., 2023), with promises of increased 
comfort and efficiency in the management of household tasks 
(Mennicken et al., 2014). Examples of the convenience offered by smart 
home devices can include ‘smart thermostats’ that ensure the home is at 
a desirable temperature when occupants arrive from work, ‘smart voice 
assistants’ that play one’s favourite music, or ‘smart locks’ that recog-
nise the face of the dog walker to let them in. The everyday function-
alities of these and other devices are often powered by artificial 
intelligence (AI), a trend set to continue as evidenced by the recent boom 
in AI. However, although widespread, the incorporation of AI in home 
technology devices confronts users with emerging cybersecurity 

challenges that remain underexplored. In contrast to their design in-
tentions to make everyday life more efficient, comfortable, or enjoyable 
(Jensen et al., 2018b), these AI-enabled devices are also vulnerable to 
cyber-attacks owing to a combination of their integrated connectivity, 
multiple attack surfaces, opaque device behaviours, and the lack of 
standardised security legislation (Kuzlu et al., 2021).

In this paper, we are concerned with human-centred approaches to 
cyber-attacks targeting the AI component of smart devices, hereon AI- 
enabled devices, which exploit “inherent limitations in the underlying 
AI algorithms” (Comiter, 2019). Such cyber-attacks can affect the 
integrity of the system through poisoning attacks that corrupt the AI 
dataset or model during its training, or evasion attacks that provide 
input that leads to incorrect AI output (Comiter, 2019; Pitropakis et al., 
2019). Users, however, remain largely unaware of the range of possible 
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cyber-attacks on AI-enabled devices – and why these might pose an issue 
for them in the first place (Bouwmeester et al., 2021; Meneghello et al., 
2019; Spero and Biddle, 2019). In recognition of the intrinsic ambiguity 
introduced by AI and the lack of predictability in how it behaves, it has 
been shown that AI can remain opaque to users (e.g. Peters, 2023), 
highlighting the possible interpretive challenges users may face whilst 
making sense of cyber-attacks performed on the AI.

Against this socio-technical landscape, some countries, such as the 
UK, have set national policies on cybersecurity that expect from indi-
vidual citizens an active role in managing their own security risks and 
developing personal strategies to protect themselves (Turner et al., 
2022). In response, previous research has tended to focus either on 
developing technical solutions that increase AI-enabled device security 
without user involvement (Chalhoub et al., 2021; Hammi et al., 2022; 
Rahman et al., 2021; Rostami et al., 2022; Slupska et al., 2021), or 
equipping users with preventative actions that can minimise cyberse-
curity risks (Turner et al., 2021). To date there has been little research to 
investigate how the distinctive character of AI affects users’ under-
standing of cyber-attacks on their AI-enabled devices and furthermore, 
how we might design interventions to support the active role expected 
from users in mitigating cyber-attacks in the context of this emerging 
technology.

Our research seeks to address this gap by introducing and evaluating 
a new cybersecurity intervention designed to support home users of AI- 
enabled devices to identify cyber-attacks on the AI and take mitigative 
actions in the aftermath (i.e. to return the device to a secure state). To 
advance the understanding of the understudied cybersecurity dimension 
of domestic AI applications, we use smart heating as a case study 
allowing us to draw transferable insights to how future cybersecurity 
interventions can be designed. We focus on integrity attacks which have 
the potential to be perceived by users and are also the most prevalent in 
the smart home cybersecurity literature (Heartfield et al., 2018). In the 
winter of 2023, we invited ten UK households (18 participants) to adopt 
a bespoke smart heating system called ‘Squid’ for a period of seven 
weeks, during which it suffered unannounced cyber-attacks of three 
different types. To better perceive and diagnose these attacks, partici-
pants had access to a cybersecurity intervention consisting of: i) multi-
modal indicators, including visual Explainable AI features, incorporated 
in Squid’s application that brought attention to a/typical AI behaviour, 
and ii) a separate assisted remediation tool (helper tool) that supported 
the interpretation of these features and proposed remediation actions 
tailored for each cyber-attack type. Through a rigorous mixed methods 
approach involving technology interaction logs, semi-structured in-
terviews, and self-reports with diaries, we address three research ques-
tions: Which types of AI integrity attacks are easiest to spot and what 
indicators contribute to this? (RQ1) How do users interact with Squid’s 
features and its assisted remediation tool to mitigate an integrity attack? 
(RQ2) How do users negotiate cybersecurity in the context of AI? (RQ3).

2. Background

2.1. The role of the user in cybersecurity

Within the cybersecurity literature, there has been ongoing debate 
on whether, and how, users should be involved in mitigating cyberse-
curity risks and attacks. However, research addressing the role of the 
user in this domain remains relatively scant. A common narrative situ-
ates the user as part of the problem (Jeong et al., 2021; Still, 2016), with 
the prevalent ‘secure by design’ approach removing the user as an active 
agent entirely (Rostami et al., 2022). Where users’ role has been 
considered, the focus often falls on pre-emptive measures, such as the 
implementation of password managers (Chalhoub et al., 2021; Hammi 
et al., 2022; Slupska et al., 2021; Turner et al., 2021).

In envisioning what it means for users to adopt a more active role, 
Frik et al. (2019) explain how taking personal responsibility for cyber-
security “requires understanding of communicated risks, the 

opportunity to act, and to know how to act”. In reference to smart de-
vices, Meneghello et al. (2019) also highlight the importance of cyber-
security education by showing how its absence leads to the neglect of 
even the most simple and important security measures amongst users, 
such as changing the default password of their smart devices. This can in 
turn allow attackers to exploit the device more easily as part of a botnet 
attack, without the user being aware of a security breach. This educa-
tional lens has underpinned bespoke initiatives (whether online or 
within the home) designed to support users to make more informed 
choices and understand the trade-offs between device functionality and 
security (Benton et al., 2023; Rostami et al., 2022). However, in 
achieving this vision, previous work has also pointed to associated 
challenges such as users’ apathy or lack of motivation to engage with 
potential cybersecurity threats (Zimmermann and Renaud, 2019), as 
well as inappropriate responses to attacks – for instance, the attempt to 
transfer the same cybersecurity strategies across different types of de-
vices (Bouwmeester et al., 2021; Zeng et al., 2017).

Offering a different perspective, other research has underscored the 
importance of understanding cybersecurity as a social process (Dourish 
and Anderson, 2006). Recent work has shed light on the variety of 
‘non-technical’ protective actions people can take, such as Warford et al. 
(2022), who identified categories of protective practices that included 
social strategies (e.g., drawing on help from friends, family or organisa-
tions) and distancing behaviours (e.g., limiting what is shared online and 
reducing/ discontinuing the usage of concerning devices). To our cur-
rent interest, the home – and its social, material, and technological 
qualities – can introduce further considerations in how users ‘do’ 
cybersecurity as a technical and social endeavour, and thus shape the 
roles they are realistically willing, or able, to take. For instance, the 
temporality of the home, such as daily routines of caring for children or 
getting ready for work (Pink et al., 2017), tends to constrain how and 
when people engage with smart heating technologies (Jensen et al., 
2018a; Vasalou et al., 2024), a finding that likely extends to cyberse-
curity. Furthermore, previous work indicates that individuals’ diverse 
levels of engagement and expertise with AI-enabled devices can lead to 
power imbalances intersecting with other categories such as gender, age 
and ability. The most tech-savvy member typically assumes control of 
the device, which by extension potentially limits other household 
members’ agency at home (Ehrenberg and Keinonen, 2021; Nicholls 
et al., 2020). The ways in which occupants interact with each other, with 
technology and with the physical space of the home in everyday life can 
therefore shape their approaches to cybersecurity measures and thus 
attacks may be experienced in different ways (Benton et al., 2023).

2.2. Cyber-attacks in AI-enabled devices

As will be discussed, the cybersecurity intervention proposed in this 
research aimed to support user understanding and skills to mitigate 
cyber-attacks on the AI. Cybersecurity research has begun to explore 
whether users are likely to discern specific indicators that signal a cyber- 
attack on an AI-enabled device, including in the AI itself (Bouwmeester 
et al., 2021; Chen et al., 2021; Heartfield and Loukas, 2018a). This body 
of research suggests that cyber-attacks on the AI are sometimes, but not 
always, perceived. Devices tend to have limited means to signal ab-
normalities, resulting in cyber-attacks being indicated by nuanced, or 
seemingly unimportant, changes in the AI-enabled device, which are 
often ignored (Comiter, 2019; Kuzlu et al., 2021). Many AI-enabled 
devices, such as popular voice assistants, do not incorporate a screen 
and can only communicate persistent feedback through simple opera-
tions, such as turning on the device light, which limits the granularity of 
any potential indicators (Rostami et al., 2022). This could partially 
explain why users find it challenging to interpret the device behaviour, 
whilst struggling to differentiate between system errors in AI-enabled 
devices and an actual cyber-attack (Huijts et al., 2023; Rostami et al., 
2022). Moreover, in cases where users have received notifications about 
an attack, as Rodriguez et al. (2022) have found, these tended to be 
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initially ignored. In this study, just over half of participants were notified 
more than once, with 11% requiring 10+ notifications. Users’ slow 
response resulted in the overall cyber-attack lasting longer than ex-
pected, highlighting the importance of ensuring that notifications are 
quickly noticed and acted upon (Rodriguez et al. 2022).

In addition to the difficulties involved in identifying cyber-attacks, 
users face several challenges in attempting to remediate the situation, 
such as the lack of security guidance in device manuals and the generic 
advice they receive from their Internet Service Provider (ISP). Although 
this is partially due to data protection regulation restrictions on identi-
fying specific devices, Bouwmeester et al. (2021) show that even when 
the ISP has provided users with steps to deal with infected devices, most 
users failed to complete them (e.g., changing the password on the 
device/router; disconnecting device; restarting/resetting device and/or 
resetting the router). Furthermore, there are new forms of persistent 
threat that cannot simply be resolved through standard approaches such 
as restarting/resetting devices and require more complex actions from 
users (Rodriguez et al., 2022). A key challenge thus stems from the 
overall limited technical tools that can practically support users to 
perform the remediation (Rodriguez et al., 2022; Zimmermann and 
Renaud, 2019).

Against this complex landscape, the available research concerned 
with designing and understanding how users can remediate their AI- 
enabled devices has not yet considered how this extends to attacks on 
the AI component, a gap we address in our research. Given the current 
lack of AI-specific guidelines, we draw on broader literature concerned 
with the cybersecurity of connected devices. Past work suggests that 
users will have a better chance at identifying and recovering from a 
security breach if: (i) manufacturers support user awareness of major 
threats and remediation strategies, and (ii) devices provide more in-
formation about their operations (Turner et al., 2022; Zeng et al., 2017). 
This can include indicators that can help users identify suspicious 
behaviour, such as login/settings change logs and alerts (Bouwmeester 
et al., 2021; Spero and Biddle, 2019), as well as behaviours that may be 
commonly mistaken as hacks (Rostami et al., 2022). Moreover, it has 
been suggested that smart devices, more broadly, could offer some form 
of assisted remediation, such as a knowledge base providing the user 
with a set of actions and tasks (Bouwmeester et al., 2021; Rostami et al., 
2022; Turner et al., 2022).

This body of literature informs the initial conceptual underpinnings 
of this paper and guides our efforts to design an AI-enabled technology 
intended to support cybersecurity diagnosis and remediation. Table 1

summarises this work in the form of key principles.

2.3. Motivation and research questions

In summary, this paper is motivated by the relevance of cyber- 
attacks on AI-enabled devices that are becoming increasingly 
embedded in the physical realm, particularly in our homes (Loukas, 
2015), and the onus for the user to resolve them. We respond to the 
limited research directly engaging with the particular challenges 
involved in cyber-attacks on AI-enabled devices, where the system 
behaviour is already often perceived as unpredictable and incompre-
hensible, even before an attack has occurred. Despite some guidance on 
how to support users with connected devices, we have identified a 
research gap around how smart devices with AI should be designed to 
enable users to successfully understand and address cyber-attacks, for 
example through specific attack indicators. We argue that shedding light 
on this issue can inform how we might design future AI-enabled devices 
to include indicators that are most likely to be perceived (e.g. a light 
showing a microphone is in use) or how devices could be engineered to 
include physical safeguards (e.g. a smart camera lens shutter).

To address this gap, we designed a new cybersecurity intervention 
around an AI-enabled technology for domestic use – a bespoke smart 
heating system we called “Squid”. Using Squid as an exemplar of an AI- 
enabled device we seek to contextualise cybersecurity principles to 
support users to mitigate integrity attacks performed on the AI compo-
nent. Thus, following an introduction to Squid, in Section 3, we draw on 
the principles reported in Table 1 to present the intervention consisting 
of: (i) indicators (e.g., Explainable AI features, physical device outputs) 
designed to communicate typical and atypical AI behaviour; (ii) reme-
diation actions; (iii) an assisted remediation tool designed to scaffold the 
use of these features to navigate the nuances of cyber-attacks on the AI. 
Our overarching research aim is to understand if and how this new 
cybersecurity intervention supports users to identify, diagnose and 
remediate integrity cyber-attacks on AI in the home context. Taking an 
exploratory approach, that pays attention to how everyday life factors 
can interact with new interventions in this context, we ask the following 
research questions:

• RQ1: Which types of AI integrity attacks are easiest to spot and what 
indicators contribute to this?

• RQ2: How do home users interact with Squid’s features and its 
assisted remediation tool to mitigate an integrity attack?

• RQ3: How do home users make sense of cybersecurity in the context 
of AI?

3. SQUID: a smart home technology for heating

Squid is a smart technology we developed that uses AI to regulate 
heating. It was inspired from previous research by Alan and colleagues 
(Alan et al., 2016), who used AI to develop a smart thermostat sup-
porting home users to adjust their heating based on dynamic tariffs, 
which are increasingly introduced into the context of domestic energy 
use. Drawing from this research, Squid’s AI is premised on the 
assumption that people have sensory preferences that inform their ideal 
room temperature, but also have a preference as to how much they are 
willing to pay for energy. Thus, Squid’s automation allows for frequently 
adjusting the temperature settings throughout the day in response to the 
varying price conditions, removing the need for time-consuming manual 
interventions.

For the purposes of this research, Squid was designed to operate in 
one room regulating the heating of a single radiator. It included three 
components (see Fig. 1) – two were physical components from the 
commercially-available Netatmo smart radiator valve kit, and the third, 
a web app, developed as part of the research:

Table 1 
A set of principles for designing new AI-enabled devices to support cybersecurity 
diagnosis and remediation and key challenges resulting from the AI component 
of these devices.

Cybersecurity design principles for smart 
technology

Related literature

Smart device designers should provide 
guidance about how to identify potential 
cyber-attacks in their devices, including 
‘normal’ behaviours that may be 
commonly mistaken as attacks.

(Bouwmeester et al., 2021; Huijts 
et al., 2023; Rostami et al., 2022)

Smart devices should make explicit the 
actions they are performing, as part of their 
normal behaviour, to allow the user to 
easily monitor these.

(Turner et al., 2022; Zeng et al., 
2017)

Smart device manufacturers should share a 
set of clear perceivable cyber-attack 
indicators.

(Comiter, 2019; Kuzlu et al., 2021)

Smart devices should incorporate some form 
of assisted remediation (e.g., helper tool) 
for common types of attack.

(Bouwmeester et al., 2021; Rostami 
et al., 2022; Turner et al., 2022).

Smart devices should provide clear feedback 
on any remediation actions to help users 
determine when an attack has been 
resolved.

(Bouwmeester et al., 2021; Rostami 
et al., 2022)
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• The physical smart valve is installed on a radiator. It is fitted to the 
pipework at the bottom of the radiator replacing any existing ther-
mostatic radiator valve (TRV). The valve includes an embedded 
thermostat that regulates the flow of hot water into the radiator by 
opening or closing the valve. It contains a physical display that shows 
the current temperature as measured by the valve, as well as the 
target temperature set by Squid’s web app for that time.

• The relay is plugged to an electrical socket, and connects both to the 
internet and the cube, which is the Netatmo physical interface with 
users. Both include a reading of the temperature at the valve and the 
ability to change the thermostat. The functions of the cube were 
hidden to our participants by a sticker, and they were only told that it 
manages connectivity and should be placed in the same room at the 
valve. A QR code placed in both the cube and the relay lead users to 
the helper tool from their mobile phones.

• The Squid web application was developed to allow AI control of the 
smart valve, which the user trains using the app.

3.1. AI model

Squid uses a dynamic pricing model in which energy prices fluctuate 
every 30 min, proposing an economic way of reasoning about energy. 
With the automation, a household acting economically rationally could 
save money by lowering the target temperature when the price is high 
and increase it when the price is low to sustain their thermal comfort. 
Our participants were initially required to make deliberate choices on 
how to balance the energy price at a given time with the temperature 
that matches their thermal comfort preference. Based on their temper-
ature inputs at given price points, Squid’s algorithm extracts each user’s 
sensitivity to price and calculates their preferred temperature for each of 
five time slots in a day (see 3.2 for more details). We note here that as 
energy prices are not publicly available for more than a day in advance, 
historical prices were used, reflected in the 2019 dataset published by 
Octopus Energy, which was one of the first energy providers to introduce 
dynamic pricing to households.

Bayesian linear regression was used with one input feature (price) 
and one target feature (target temperature). This choice was made for 
two reasons. Firstly, Bayesian linear regression is an example of inter-
pretable (or glass box) machine learning, meaning that its model pa-
rameters can be inspected. Restricting the model to two features makes 
it a simple and comprehensible instance of a glass box machine learning 
model.1 Secondly, Bayesian regression models can start being used with 
a predefined default model that can be updated immediately after each 
input, which makes it usable from day one, as well as after any AI model 

reset that the user may request. These choices allow us to explore our 
new approach to cybersecurity in a simple scenario providing oppor-
tunities to expose the AI models to users through visualisations and 
other Explainable AI methods. We note here that the price sensitivity 
parameter was also presented to users according to one of six categories 
(negative, very low, low, moderate, high, very high) determined 
through our own normalisation procedure. By default, Squid was pre-
defined to exhibit a preferred temperature of 22 ◦C and moderate price 
sensitivity, which adapts gradually as the users begin to change their 
target temperature. This is the default the state the model returns to 
when the user resets the profile.

3.2. Squid’s features

Squid incorporates a schedule page that presents five pre-populated 
heating profiles and their time slots, which can be adjusted for any day 
of the week (see Fig. 2). Through its side panel, which is always visible, 
it displays the current temperature, as measured by the smart valve’s 
thermostat, and the target temperature determined by the AI. Using the 
temperature dial on the side panel, the user updates the temperature 
allowing the algorithm to learn. The side panel also presents current 
dynamic tariff, i.e., the energy prices for the 30-minute slot at that time, 
alongside statistics for daily/weekly/monthly prices. The prices are 
presented in the sector’s standard format of pricing in pence per kilowatt 
hour (p/kWh), which is the same used in regular energy bills. In addition 
to this key information, the side panel displays when the smart valve is 
open, which heating profile is active and offers a button to switch Squid 
to manual mode, disabling the AI.

Squid’s features were designed to offer customisation and visual-
isation of how the algorithm works to inform and automate heating. 
Drawing from recent research in Explainable AI (Abdul et al., 2018), the 
same visualisations were used to provide indicators in the event of a 
cyber-attack (see 4.2). Development of Squid followed the XAI principle 
of interpretability-by-design where the AI feature was implemented 
using a simple glass-box machine learning model with the model sub-
sequently exposed to users via the web interface, including text, image 
and interactive visualisations. We follow the widely accepted definition 
of interpretable AI as provided by Murdoch et al. (2019) to be “the 
extraction of relevant knowledge from a machine-learning model con-
cerning relationships either contained in data or learned by the model”, 
where it is clarified by the same authors that “we view knowledge as 
being relevant if it provides insight for a particular audience into a 
chosen problem”.

Under the schedule tab, users can click on any heating profile. This 
triggers the AI temperature schedule visualisation (see Fig. 3a) that 
displays how the AI is expected to change the smart valve’s target 
temperature, whilst the price changes during the selected time slot. 
According to the default model, when the price (in orange) goes up, the 
target temperature (in teal) decreases.

Under the profiles tab, users can find a summary of the AI model for 
each heating profile. When the gauge visualisation (see Fig. 3b) on the 
top part of the page points to the right red section, it indicates that the 

Fig. 1. Squid ecosystem.

1 A Bayesian linear regression model forms a multivariate normal distribu-
tion parameterised by a mean vector and covariance matrix, which can be 
assigned intuitive meaning. Specifically, by using only these two parameters, 
the model becomes a bivariate normal distribution with the slope being exposed 
to the users as the “price sensitivity” and the y-intercept as their “preferred 
temperature if energy were free”.
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household is very sensitive to price (i.e. the target temperature will 
decrease sharply as price increases). In contrast, when the gauge points 
to the left red section, this indicates that the household has negative 
price sensitivity (i.e. the target temperature will increase as price 

increases). Underneath the gauge, there is an AI summary visual-
isation (see Fig. 3b) that summarises the current AI model’s target 
temperature prediction with respect to price.2

Within the profiles tab, clicking on “want to know more about this 

Fig. 2. Squid heating profile schedule and side panel.

Fig. 3. Squid. (a) AI temperature schedule visualisation; (b) AI summary and gauge visualisation. (c) What to know more about your profiles page. (d) Notifica-
tions log.

2 Technically this chart shows the mean predicted by the Bayesian linear 
regression model, so the model’s uncertainty is not represented, and it appears 
as is typical for simple linear regression.
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profile?” takes the user to an additional page (see Fig. 3c), which dis-
plays (clockwise from the top left) (i) the set of prior user inputs as data 
points on a temperature vs. price chart; (ii) the mean vector and 99% 
confidence interval of the Bayesian linear regression model after those 
prior user inputs; (iii) the same chart as in Fig. 3b but with the addition 
of the 99% confidence interval; and (iv) the same chart as in Fig. 3a but 
with prices taken from a selected day rather than a selected time slot. All 
four charts can be controlled using the buttons located at the bottom of 
the page. Selecting the forward and next buttons labelled Inputs allows 
users to inspect any prior AI model up to the last profile reset. Selecting 
the forward and next buttons labelled Day allows users to inspect the 
predicted target temperature schedule for that day if the profile were 
active for the entire day.

Finally, under the notifications tab (see Fig. 3d), the user can view 
their own temperature inputs and the decisions the AI has taken for each 
thirty-minute slot based on the price applying to that slot. Specifically, 
for each AI decision, the notification provides a summary of the decision 
that includes the preferred and target temperatures (in degrees ◦C), the 
price sensitivity (displayed as “very low” to “very high”, mapping to the 
six sections of the gauge), and the energy price that was considered.

4. Cybersecurity in the context of squid

4.1. Integrity cyber-attack types presenting in Squid

Three integrity cyber-attacks were possible to trigger in Squid, which 
interfered with the functioning of its AI, specifically with the aim to 
emulate lowering the target temperatures. We chose integrity attacks 
because they lead to impact that is directly observable by the partici-
pants. In contrast, an availability attack, that makes the system inac-
cessible, would have been indistinguishable to normal service 
downtime, and a privacy attack would have left no trace that would be 
observed by a non-expert user. Following the standard classification of 
AI attacks on poisoning and evasion (Pitropakis et al., 2019), we chose 
one poisoning integrity attack where it is the model that is targeted, and 
one evasion integrity attack where it is the input data that is targeted. 
For the poisoning attack, we also developed a variation that would be 
harder to detect. We kept the total number of attack types to three to stay 
within the timeframe constraints of the field study, while still covering 
both categories of AI attacks and allowing for attacks of different 
complexity.

The simple AI poisoning attack, hereon Attack 1 (A1), involved the 
input of multiple false temperature data with unrealistically low values 
(between 7.5 and 10C) over a period of 20 min (two entries per minute), 
which heavily modified the AI model towards an extremely low 
preferred temperature and pushed the sensitivity to price outside its 
usual range. These target temperature entries became part of the user’s 
active heating profile such that Squid began to heat the radiator ac-
cording to this new (poisoned) data. The complex AI poisoning attack, 
or Attack 2 (A2) was a variation of A1. It involved the input of false 
temperature data reducing the target temperatures, which were entered 
into the system over an hour, becoming part of user’s active heating 
profile. However, this attack also deleted the logs associated with the 
false temperature data entries. Attack 3 (A3) was an evasion attack that 
involved the manipulation of the price data that was used by the Squid 
AI model to regulate the temperature, mimicking an attack to Squid’s 
headquarters. Squid was thus using the wrong price data and subse-
quently calculated the temperature incorrectly. The attack was 
restricted to a period of five hours, after which the price data was 
restored to its original, correct state.

A1 and A2 had an enduring effect on one of Squid’s heating profiles, 
which continued to affect the heating in the room unless the user acted 
to address the attack and were thus more persistent compared to A3 
which lasted for a fixed period. The sensory experience of A3 thus 
depended on household occupants being present in the home when it 
happened. Table 2 summarises the characteristics of the three attacks.

4.2. Cybersecurity indicators, diagnosis, and actions

A key challenge in supporting users to mitigate a cyber-attack are the 
range of possible attack types that could affect technology in different 
ways with each requiring a possibly different response. Informed by 
previous research highlighting the importance of incorporating clear 
indicators and meaningful actions in the design of smart technology (see 
design principles under 2.2), Squid and its explainable AI features were 
used to support users to notice, diagnose, and act on each attack.

As Table 2 illustrates, with regards to indicators, during A1, it was 
possible to observe the new entries introduced by the attack within 
Squid’s notification log. The introduction of extremely low temperatures 
also affected Squid’s gauge which now pointed to a red section and thus 
indicated price sensitivity that is outside the reasonable range. A2 was 
expressed within Squid in an identical way except for the notification log. 
Looking at the logs, it was possible to observe unusually low tempera-
tures, but it was harder to spot the attack since the excess false inputs 
had been deleted. Finally, during A3, since the AI model was not 
affected, the gauge remained in its usual position. If the user scrolled 
through the notification logs, they might notice the unusually high prices 
associated with the attack. Moreover, in enabling the user to interact 
with the historical models and its future predictions, it was possible to 
observe the price peak introduced by this attack in the ‘want to know 
more about your profiles’ chart. Fig. 4 presents how these indicators 
appeared to Squid’s users. We note, that in addition to the indicators 
present in web application, during A1 and A2, the smart valve was 
activated to open/close more frequently than the change of the energy 
tariff, introducing a recurring buzzing sound for the duration of the 
attack.

In response to these attacks, users were provided with specific ac-
tions. A1 and A2 were mitigated by resetting the poisoned heating 

Table 2 
Attack summary.

Attacks Indicators Mitigation Persistence

Attack 1 
(A1)

• Low temperature values in 
the log registered during the 
attack, and after the attack 
(when the heating profile is 
active) – visual (Fig 3d)

• Excess logs added during the 
attack – visual (Fig 3d)

• Gauge pointed to the red 
section – visual (Fig 3b)

• Valve buzzes more 
frequently during the attack 
– auditory

• Room gets colder - sensory

Reset 
profile

Heating profile 
affected until action 
taken

Attack 2 
(A2)

• Low temperature values in 
the log registered during the 
attack, and after the attack 
(when the heating profile is 
active) – visual (Fig 3d)

• Gauge pointed to the red 
section – visual (Fig 3b)

• Valve buzzes more 
frequently during the attack 
– auditory

• Room gets colder - sensory

Reset 
profile

Heating profile 
affected until action 
taken

Attack 3 
(A3)

• High price values and low 
temperature values in the 
log registered during the 
attack – visual (Fig 3d)

• AI interaction graph 
allowing users to view the 
model’s behaviour 
historically, on the day and 
its future predictions – visual 
(Fig 3c)

• Room gets colder while 
attack is active - sensory

Set to 
manual

Heating profile is 
affected for the 5-hour 
duration of the attack
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profile and thus reverting to the AI default model using a button on the 
top of the profile page. This removed the new data entries generated by 
the attack. However, it also introduced the need to re-engage with the 
heating profile and train it to reflect users’ preferred temperature. 
Within A3, the action was to switch Squid to manual mode to pause the 
impact of the attack until it ended.

4.3. Helper tool

Reflecting the need for assisted remediation outlined in Section 2.2
we recognised the need for a user-facing cybersecurity intervention that 
is simple to use, while also designed to support users in specific and 
variable circumstances. Against these considerations, we designed a 
‘helper tool’ to scaffold the user to interpret the information within 
Squid. Underpinning the tool, was a flowchart of diagnostic questions 

(between 4 and 5) that resulted in a proposed action appropriate to that 
attack, akin to the troubleshooting guides found in the manuals of 
typical domestic appliances. The approach was inspired by the diag-
nostic flowcharts used for fault detection in industry as well as tree- 
based modelling of cyber risks and faults (Nagaraju et al., 2017) and 
tree-based detection (Vuong et al., 2015) of threats to cyber-physical 
systems like vehicles.

Turning to the design of the helper tool, each question-check asked 
the user to evaluate how Squid was functioning and inspect the 
Explainable AI. Each question-check presented a visual to ensure it was 
clear to the user what to check in Squid’s interface or ecosystem. 
Depending on their replies, users took different paths that resulted in a 
binary assessment on whether there was a cyber-attack. When an attack 
was detected, the user was presented with a 1-minute video that dis-
played the attack type, how it affected Squid and the appropriate action. 

Fig. 4. (a) extra user logs with low temps registered in the heating profile, (b) gauge is irregular (red); (c) AI interaction graph shows irregularity in price during the 
time of the attack compared to other days.

Fig. 5. Helper tool questions for the three attacks and an example false alarm.
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Fig. 5 presents the question-check flow for each attack. As explained 
under the Methodology (Section 5), all participants received training 
around how to use the cybersecurity intervention, which included the 
helper tool.

Note that a cyber-attack on the AI of a smart heating application 
means that either the user’s device or the Squid headquarters has been 
compromised. Had a helper tool component been incorporated directly 
into Squid, it would also be subjected to manipulation during an attack. 
To address this, the helper tool was designed as a separate application.

5. Methodology

5.1. Recruitment

The research took place between January and March 2023 with 
households in England. It is important to note that the study coincided 
with a surge in energy prices and increases in the cost of living more 
broadly (Guardian, 2023). While this circumstance underscored the 
relevance of Squid’s AI, the team was mindful that many households 
faced added vulnerabilities during winter. Thus, in addition to recruiting 
households who could commit to engaging with the study and had the 
level of digital and data literacy needed to use Squid, we ensured the 
households involved were not vulnerable to the cost of living or sudden 
shifts in home temperature.

The study was advertised through community centres, social media, 
and snowball sampling through our existing networks. As an incentive, 
the project offered compensation in vouchers that amounted to £120. 
During the period of the cyber-attacks, participants were advised that 
each attack diagnosed amounted to £10 (earning them a maximum of 
£60 for a total of six attacks). This reward was introduced to incentivise 
the continuous engagement required to interact with the cyber-attacks 
(also see 5.3.2, a methodological decision which we reflect on in the 
discussion).

Households were recruited based on two criteria. First, we wished to 
encompass a range of living arrangements and household compositions. 
Second, we wanted to identify participants with a mix of professional 
backgrounds. This sampling approach was deemed important for us to 
capture heterogenous heating practices and different ways of interacting 
with AI. Thirty-six households were initially identified/expressed in-
terest, and eleven households signed up with one household dropping 
out mid-way, due to personal reasons. Thus, ten households (18 par-
ticipants) took part and completed the study. Except for one household, 
all others were recruited through the research team’s extended social 
and professional networks.

5.2. Participants

Within the above constraints we gathered a diverse cohort of par-
ticipants in terms of professional background, household composition 
and living arrangements, although all of them in middle-class areas. 
Except for one participant, all others had earned a higher education 
degree. All participants were competent technology users, and seven of 
the households owned their home. From the ten households involved, 
four were in London and six in the Southwest of England. Of the 18 
participants, four were born and raised in Britain. The remaining par-
ticipants had immigrated to England from nine different countries 
(Turkey, Hong Kong, Taiwan, France, Germany, India, Spain, Slovakia, 
Greece, Brazil). As Table 3 indicates, most households consisted of nu-
clear families and couples. Participants’ dwellings were balanced be-
tween single occupancy houses and flats. Only one couple lived in 
shared accommodation. All participants used technology as part of their 
everyday lives and reported being confident in using technology to 
participate in professional and social activities. Except for one house-
hold (Sam & Mara), the rest used at least one smart device. Two 
households (Isaad; Barış & Maya) owned between three-four smart de-
vices and considered themselves technology enthusiasts.

From the eight households that had two adult occupants, one of them 
led on the use of Squid with the other playing a supportive role. This 
supportive role consisted of either using Squid occasionally when the 
lead user was unavailable, or prompting the lead user to engage with 
Squid e.g., when sensing the room was cold.

5.3. Field study procedure

The study received ethical approval from all participating univer-
sities’ ethics committee. Following initial contact, participants were 
invited to an introductory conversation about the research. The purpose 
of this conversation was to share the aims of the research and ensure 
participants were aware of and able to commit to the proposed tasks. 
Once they registered interest, an information sheet and consent form 
were provided. All adults in each household completed the informed 
consent and participated in the data collection. Table 4 introduces the 
field study research design which we describe in detail in this section.

5.3.1. Phase 1: familiarisation with Squid
The study started between the second and third week of January 

2023 for all households. The research team visited each household to 
install the smart valve. To ensure the smart valve would have an impact 

Table 3 
Participating households (participants’ names have been pseudonymised). The 
lead user is indicated with an *. Participants who occasionally used Squid are 
indicated with a ^.

Participants and their 
professions

Household 
composition

Dwelling Smart devices

*Simone, primary school 
teacher (French)

Parents, two 
children

Semi- 
detached 
house

Smart watch, 
smart metre

^Theo, medical writer 
(British)

*Isaad, head of service 
delivery (British/ 
Moroccan)

Father, two 
children

Detached 
house

Smart metre, 
personal 
assistant, smart 
doorbell

^Wiola, academic 
university staff in 
health (German)

Parents, two 
children

Semi- 
detached 
house

Smart watch, 
smart metre, 
personal 
assistant*Naadir, town planning 

consultant (Indian)
*Ernesto, research 

manager (Spanish)
Parents, one 
child

Semi- 
detached 
house

Smart metre

^Klara, medical trainee 
(Slovakian)

*Carrie, 
Communications 
manager (British)

Single occupant Three- 
bedroom 
terraced 
house

Smart metre

^Maya, post-graduate 
student (Turkish)

Couple One-bedroom 
flat

Smart watch, 
smart metre, 
smart doorbell*Barış, Civil engineer 

(Turkish)
^Sam, event worker 

(British/Greek)
Mother and adult 
son

Two- 
bedroom flat

None reported

*Mara, academic 
university staff in 
education (Greek)

*Kevin, marketing 
(Hong Kong)

Couple flat 
sharing with 
three flat mates

Four- 
bedroom flat 
share

Smart vacuum 
cleaner

Ria, sales (Taiwanese)
Açelya, CEO of a start-up 

in education (Turkish)
Couple Two- 

bedroom flat
Smart watch

*Ender, CEO of a start- 
up in accessibility 
(Turkish)

*Debora, head of R&D 
(Brazilian)

Parents, two 
children

Semi- 
detached 
house

Personal 
assistant

^Aris, academic 
university staff in 
Microbiology (Greek)
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on how people experienced their heating, we asked participants to select 
a radiator in a room they frequently used. Since the technology set-up 
consisted of a single smart valve, we wished to install the smart valve 
in a room that had one radiator. If there was a second radiator, we 
consulted participants if they were happy to switch it off for the duration 
of the study, which two households did. Participants were given an 8- 
inch tablet hosting only the Squid app. This ensured that all house-
holds experienced Squid at the same screen resolution. Following the 
installation, a semi-structured entry interview explored participants’ 
routines and everyday experiences with technology in the home as they 
related to cybersecurity and heating. This is reported in (blind for 
review).

Participants then received a 30-minute training session on how to use 
Squid, with a focus on supporting households’ understanding of energy 
tariffs/dynamic pricing, the AI algorithm, and Squid’s explainable AI 
features. Specifically, through hands-on interactions with Squid, par-
ticipants used the app’s features, learned how to set up profiles, set their 
temperature by consulting the current price, evaluate the chart relations 
and log content. To ensure participants’ understanding of Squid, the 
same topics were reinforced through four 1-minute info videos sent to 
the households over the course of two weeks via email (two videos per 
week).

We aimed for each household to use Squid for three weeks during the 
familiarisation period. This was possible except for one instance 
(Simone & Theo) where we had to limit the period to two weeks due to 
the household’s scheduling constraints. Participants were encouraged to 
calibrate the AI during this period and use the features introduced in the 
training as they saw fit. To maintain their participation and ensure there 
were no technical issues, the research team held 15-minute online 
check-ins with each household weekly. The check-ins were held with 
one household member to maintain a flexible approach. Thus, through 
the check-ins and the training, our aim was to support participants to 
understand Squid’s design rationale and embed it in their heating 
practices.

5.3.2. Phase 2: experiencing and mitigating cyber attacks
Following the familiarisation phase, we visited again the households 

and trained them in the cybersecurity intervention. The 30-minute 
training aimed to support participants in using the helper tool to di-
agnose and adequately act upon an attack on the AI. A live cyber-attack 
was performed on Squid, in front of them, allowing us to contextualise 
the training to the real experience of an attack. The training focused on 
A1 as an exemplar (detailed in 4.1), while we ensured participants were 
aware that other attacks could manifest in different ways.

Thus, using the helper tool during the training, participants were 
supported to recognise the cyber-attack indicators and use Squid to di-
agnose, as well as mitigate, the attack as recommended by the helper 
tool. We paid attention to supporting participants to associate the 
questions posed by the helper tool to Squid’s explainable AI features. 
The helper tool was also used as if the attack was retroactive, reflecting 

that cyber-attacks could occur when participants were not at home. 
Since A1 required the resetting of an infected profile, participants were 
guided on how to accurately identify which heating profile had been 
affected (through the notifications-log page), reset it (through the pro-
files page), and retrain it by using the side panel. Table 5 summarises the 
training content and tasks the participants engaged in.

This second research phase lasted four weeks for all households. 
During this period, households experienced two simulated cyber-attacks 
for each attack type (six attacks in total), usually timed to occur when 
participants reported being most at home. We note that the order of the 
attack types was randomised within certain constraints. These included 
a technical requirement for A3 to happen for all households at the same 
time, and knock-on implications of having different start dates for each 
household as we strived to maintain at least one day between each A1/2 
attacks.

5.4. Data collection

At the start of phase 2, a semi-structured interview was carried out 
with all household members to get a baseline understanding of how 
Squid was being used. The dynamics arising from participants’ use of 
Squid offered valuable insights to our interpretation of how they later 
engaged with Squid’s cybersecurity intervention. We also collected in-
formation about the times household members were most likely at home 
ensuring we could time the cyber-attacks to when they would be most 
noticed. The interview questions centred on (i) participants’ under-
standing of Squid’s AI and its relevance to how they made heating de-
cisions; (ii) their understanding and use of Squid’s features; (iii) the 
times of day they used Squid and (iv) who used Squid the most and why, 
if the household included more than one adult.

During phase 2, a range of data were collected to capture what 
participants did during the one-month period the cyber-attacks 
occurred. Due to the longer-term nature of the study, there were con-
cerns around participants forgetting key events and actions, making it 
important to include methods that could prompt their memory in the 
final interview. We also wanted to ensure we could capture behaviour- 
related data alongside participants’ reported experiences, which led us 
to follow a mixed method approach. This data included:

• Fieldnotes generated from the 15-minute weekly online check-ins 
that continued during phase 2 with each household.

• Online diary entries kept by participants after each perceived attack 
answering contextual prompts about it (who was present, what they 
perceived, if the helper tool was intuitive, how they felt).

• Logs from the helper tool recording when it was accessed, and 
which paths participants followed.

Table 4 
Summary of field study.

Phase 1: Familiarisation 
with Squid (3 weeks)

Phase 2: Using the 
cybersecurity intervention (4 
weeks)

Engagement with 
household

One house visit (install 
technology) 
Training on how to use 
Squid to heat the focal room 
Weekly online check-ins

Two house visits (uninstall 
technology) 
Training on how to use Squid to 
use the cybersecurity 
intervention 
Weekly online check-ins

Data collection One interview 
Weekly fieldnotes 
Squid interaction logs

Two interviews 
Weekly fieldnotes 
Diaries 
Squid interaction logs, helper 
tool logs

Table 5 
Training content and approach.

Training aim Interaction with 
Squid

Training activity

Learn how to access 
the helper tool

n.a Opening the helper tool in their 
mobile phone

Learn how to notice a 
live attack

n.a Use senses to detect the smart 
valve buzzing and the colder room 
temperature

Learn how to notice a 
retroactive attack

Access the profile 
page

Perform a check of the gauge

Learn how to 
interpret the helper 
tool questions

Features as suggested 
by the helper tool

Perform checks using Squid’s 
features

Learn how to reset 
the infected profile

Notifications page 
and Profile page

Identify the name of the infected 
profile from the log and select the 
correct profile to reset under the 
profiles page

Learn to retrain the 
profile

Side panel Use the side panel to input the 
preferred temperature
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• Logs from profile resets, changes to manual mode, and temper-
ature inputs added by users alongside their timestamps.

In addition to the data recorded during the one-month period, an 
exit interview was carried out. The interview started by exploring the 
indicators participants generally relied on to notice an attack, their 
responsiveness to remediating the attack, which features they used and 
why, and how the helper tool was used during the four-week period. 
Following these general questions, the researcher introduced two diary 
entries participants had created. The entries were selected to reflect 
different experiences with the attacks, including challenges participants 
had faced. Each diary entry was discussed with participants to ensure 
the nuances and complexities of noticing and diagnosing the cyber- 
attacks were reflected in the collected data. Having discussed partici-
pants’ actual experiences, the researchers presented the three attack 
types that had occurred with the aid of a visual sheet, the sensory, 
auditory, and visual indicators associated with each attack, and the 
actions required to mitigate it (as detailed in 4.2). This allowed partic-
ipants to reflect on which integrity attacks they had experienced and 
ease-difficulty in doing so.

In total, 20 interviews were carried out across the two visits reported 
here, the pre-study interview lasted an average of 56 min, and the exit 
interview was an average of 63 min. All interviews were audio-recorded, 
anonymised and transcribed.

5.5. Data analysis

Thematic analysis was carried out on the exit household interview 
and the fieldnotes collected during the intervention. The first author, 
who had coordinated the data collection during the fieldwork and was 

familiar with the households, drew on the data to develop descriptive 
summaries for each household that documented their interaction with 
the intervention. The summaries were shared with the broader team of 
five researchers involved in the data collection to ensure contextual 
information was not missed. This step supported the second author, who 
had not been involved in the data collection, in the process of famil-
iarising herself with the data whilst also ensuring that any relevant in-
sights from the data collection process were recorded. Following this 
initial step, the same author carried out thematic analysis using NVivo. 
For RQs 1 and 2, a deductive approach was taken where we developed 
codes that aligned with the RQs. For RQ1, we coded the reasons par-
ticipants offered for why specific integrity attack types were easy, or 
more challenging, to spot with reference to the indicators that helped 
them. For RQ2, the codes focused on households’ reported interactions 
with Squid and the helper tool. Self-reports on what Squid features were 
used to diagnose/act during an attack were classified deductively by 
feature type. Following this, we also inductively analysed the same data 
using an open coding approach to identify households’ interaction 
patterns, the reasons behind these patterns, and everyday factors re-
ported that shaped how they used Squid. For RQ3, we followed an 
inductive coding approach on the same data, which explored the chal-
lenges participants encountered with identifying and remediating the 
attacks in the context of Squid’s design. These initial codes were 
collaboratively discussed between the first two authors which led to 
clarifications and refinements of the codes leading to further sub- 
themes.

In addition to this thematic analysis, an analysis was carried out on 
the log data, which was visualised in Tableau. The first figure (Fig. 6) 
visualised whether participants spotted the different types of attacks 
over the one-month period, whilst also revealing when participants 

Fig. 6. Overview of identified attacks (RQ1), use of helper tool to diagnose the attack and successful resolution of the attack (RQ2).
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reported false positives (left column). It also showed how successful they 
were in reaching the correct resolution within the helper tool (middle 
column) and whether they followed the correct action to resolve each 
type of attack (right column). The second figure (Fig. 7) was a temporal 
visualisation of households’ interactions with Squid and with the helper 
tool over the course of the study, mapped to the time stamps of the 
cybersecurity attacks. Profile resets are presented with black bars and 
temperature changes with grey bars, interactions with the helper tool 
are indicated with coloured bars and cybersecurity attacks are presented 
with coloured triangles.

6. Findings

6.1. RQ1: which types of AI integrity attacks are easiest to spot and what 
indicators contribute to this?

In the exit interview, participants reported A1 to be the easiest to 
identify, followed by A2. A3 was found to be the most challenging to 
spot. This trend is also supported by the log data presented in the left- 
hand column of Fig. 6, which demonstrates that A1 was detected by 
all participants and A2 was also detected except for one instance, 
whereas A3 was identified by half the households with only three 
detecting both occurrences of the attack. In addition to this, half the 
households identified one, or two, false positive attacks. We now reflect 
on the salience of the indicators that participants perceived and relied on 
to infer there was an attack.

Participants offered several reasons to explain why A1 was the 
easiest to spot. The high number of available indicators (four) expressed 
in this attack increased the possibility of noticing it, which Debora 
explained “… the more things that you can notice, the easier because you 
don’t always notice them all. You notice one thing and then you go and 
investigate further.” The notification log was an important source of 
insight as it allowed participants to detect irregular fluctuations in the 
target temperatures and made unexpected user entries immediately 
visible. Testifying to this, Sam explained “Yes, because you see […] the big 
fluctuations, and a lot of it happening. So, you know something is wrong, 
something is going on, because you’re not the one who is changing it all the 
time.” In addition to this, seven participants relied on their senses when 
the room was cold, which was also reported for A2. This sensory focus is 
not surprising given the long-term impact of both attack types on a 
heating profile.

Despite having received training to use the helper tool only on A1, in 
all but one case, participants spotted A2 and therefore, successfully 
transferred much of their learning and experience to remediate an attack 
with less cues. Nonetheless, most participants were not able to neces-
sarily (or immediately) distinguish between the two attack types when 
prompted. Moreover, when presented with the different indicators be-
tween attacks in the exit interview, participants reflected on the added 
challenges involved in detecting A2 in relation to A1. Whereas A2 was 
immediately visible through a single visual indicator, the gauge, the 
absence of excess logs in A2 added to the requirement to scrutinise the 
log content. Some participants who had detected both A2 attacks, 
speculated on future challenges they could face due to the relative 
subtlety of the indicators associated with this attack, such as being ab-
sent from home resulting in the attack being missed.

A similar pattern of findings was evidenced in A3, where the five 
participants who had noticed the attack and even reacted to it, struggled 
to point to indicators that would distinguish between attacks and still 
lacked an understanding of what had caused it. This was the case with 
Carrie who explained “The fact that there could be a system attack on my 
user profile or on the system, I hadn’t really thought about that big scale 
attack implication.” Moreover, as we will elaborate under RQ3, due to the 
unexpected nature of this attack, two further participants had noticed 
the attack unfolding, but dismissed the low temperatures triggered by 
A3 as normal behaviour of the AI algorithm explaining them away due to 
the high prices they observed. Besides the gauge not being triggered in 

this attack, we note that the relatively low rates of identifying A3 could 
have been due to its time-limited influence on the heating profile, thus 
highlighting the importance of householders’ physical presence in the 
home at the time of the attack.

It is also noteworthy that half the households identified between one 
and two false positive attacks, which we describe under RQ3. In these 
instances, participants used the helper tool to disambiguate the event 
and confirm an attack had not occurred.

6.2. RQ2: how did users interact with Squid and its assisted remediation 
tool to mitigate an integrity attack?

6.2.1. Using Squid as a diagnostic tool
Before using the helper tool, all participants initially discerned by 

themselves whether there was an attack through the Squid web app to 
confirm its occurrence. Using the indicators reported under 6.1, their 
checks involved identifying if the current temperature or price was 
unusually high or low, examining the regularity of the current price 
sensitivity, or looking for temperature inputs they had not made. This 
was achieved in different ways using Squid’s features, as we illustrate 
with the following examples. Barış primarily relied on the colour indi-
cator of the gauge, subsequently spot-checking the notification logs to 
corroborate the presence of an attack. Simone checked the gauge and the 
shape of the slope under it to establish the presence of an attack, which 
she then verified by carefully reviewing the target temperatures set in 
the notification logs. Theo and Sam found the gauge challenging to 
interpret. Consequently, both participants relied on inspections of the 
notifications and Theo also used the side navigation to detect irregu-
larities in the target temperature. Wiola looked at both gauge and 
notification logs, recognising that an attack may be visible in only one of 
these features. Across all testimonials the notifications-log emerged as 
the most significant visual indicator of an attack, albeit for some par-
ticipants the logs being challenging to read.

Fifteen participants proactively searched for attacks by regularly 
(often daily) checking Squid’s app. While the expectation of attacks was 
(unsurprisingly) a driving force for many, the living situation, tem-
porality, and environment of the home required some to take a 
proactive approach to truly engage with the attacks. For instance, Carrie 
attributed her searching to being generally vigilant due to living alone. 
Sam’s and Simone’s proactive checks were motivated by not being in the 
focal room very often, with three other participants, including Barış, 
taking a similar strategy due to not spending a lot of time at home: 
“Because we are not regularly staying at home, we’re generally outside, so we 
were checking the tablet once we come”. Ender observed that the heat 
retention in his home was generally poor, meaning that it was not 
possible to always rely on his senses and therefore it was necessary to 
proactively look out for the attacks. To cope with the time demands of a 
proactive approach, participants created routines to identify quiet 
moments when they could interact with Squid daily, e.g., after dinner 
time, when children were asleep, before work, or at designated times of 
the day.

Conversely, some were able to apply a reactive approach where 
interactions with Squid were sensorially triggered either by unusual 
patterns of the valve buzzing or the room’s low temperature, both of 
which imply a more frequent presence in the focal room. Examples 
included Wiola whose attention was drawn to the buzzing sound while 
eating dinner: “I think it was most, we were most likely to spot it when we sat 
here and ate and heard the clicks”, or Aris who noticed the difference in 
temperature between rooms: “I noticed two (attacks) myself because there 
was a difference in the temperature. This room was cold and the other was 
hot. I figured too just by the temperature, not by checking actively what’s 
going on”. Nonetheless, due to the variable ways in which the valve 
operated, or other competing noises in the house, the buzzing was not 
always evident, and when it was, as Klara noted, there was an effort 
involved to tune into its sound. Due to these reasons, compared to the 
low room temperature, the auditory indicator was not informative in 
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Fig. 7. Timeline of attacks and user interactions with Squid and the helper tool.
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four out of the ten households.
As the study progressed, and the distractions of everyday life took 

over, five participants transitioned from a proactive approach to 
reacting to the sensory cues only. Debora explained: “The first ones we 
were actively looking at, we were expecting it. I think the last one or two, how 
many we had, four I think. Yes, probably the first two we were actively 
looking for it and the last two we saw. I forgot about it and realised the room 
was cold”. Proactive and reactive approaches were also simultaneously 
adopted by different members of the same household, signalling a di-
vision of tasks in accordance with household’s dynamics. Sam and Mara 
were an example of this, with Sam reactively noticing some attacks due 
to being more at home and Mara routinely looking for them on the app 
after arriving late from work.

6.2.2. Experiencing the helper tool and applying remediating actions
Following their initial diagnostic interaction with Squid, as reported 

in 6.2.1, participants performed the helper tool checks each time there 
was a suspected attack, which was an artefact of the study design, with 
most completing this as soon as the attack was suspected. As they gained 
more experience mitigating the first attacks, however, many partici-
pants considered the use of the tool a way to verify what they 
perceived they could already do, providing the benefit of reassur-
ance. For example, Kevin explained: “I used the tool every time, even I 
know how I should do it, but I would still use it to make sure. I just make 
everything right.”

In the context of their growing confidence, and other demands in the 
home (e.g., children’s bedtime), several participants began to interact 
with the tool’s question-checks quickly. The middle column of Fig. 6
sheds light into whether participants answered the tool’s checks accu-
rately and, thus, if they received the correct attack type assessment and 
action. A1 was identified correctly 90% of the time. Despite a few par-
ticipants answering the question-checks correctly during A2 and A3, 
overall, they were incorrect 60% of the time and were most often led 
toward the A1 pathway. Given these findings, it is not surprising, that 
one key issue reported was the opinion that the question checks, and 
recommended steps were the same each time. For instance, Maya 
explained: “I was using the helper tool but then it says the same thing, al-
ways, it’s the same information all the time so I learned the information, at 
some point, and, after a while, I checked, myself, these pages”. Although 
interestingly, three participants who reported this did manage to iden-
tify one A2 attack correctly, but did not demonstrate an awareness of 
observing this different pathway. This perception reinforced a consensus 
amongst those who used Squid the most that the helper tool should have 
been less prominent with the passage of time. Only one participant, 
Carrie, recognised the possibility of different attack types and thus the 
importance of using the helper tool to disambiguate them: “my only 
hesitation of doing that was because you said (during the training) there were 
different routes through the helper tool and there might be different things 
happening so that’s why I thought I needed to use the helper tool to make sure 
I was getting to the right outcome, if you like.”

Additionally, during one third of the attacks and in all ten house-
holds, participants reset the affected profile (i.e., completed the 
remediation action) before using the helper tool to diagnose the attack 
type (indicated with *), as Fig. 7 illustrates. Many, like Debora, were 
driven to take the action due to their sense of efficacy and their confi-
dence in having acquired transferable skills: “We used the help in the 
beginning in the first time. afterwards we didn’t need them anymore. It was 
quite straight forward and that’s why we kept doing the same.” Additionally, 
there were specific and sometimes persistent situational reasons for 
performing the time-efficient action of resetting before using the helper 
tool, which required more time, e.g., being in the middle of making 
dinner, having a work deadline, or feeling unwell. Simone explained: 
“Then there were times when I would diagnose things on days [reset the 
profile] I was working and so I was busier and I thought, “Right, I’ll 
remember, I’ll do that later.” Then I got the flu and then, kind of, every… I 
saw things and then I thought, “I’ll do it another time.” It felt like it’d [using 

the helper tool] get later and later every time.”
Finally, after users had completed the question-checks, the helper 

tool presented a video connecting the visual indicators with an attack 
type and recommending a remedial action. For A1 & 2 this consisted of 
resetting the profile whereas A3 required a switch from the auto to 
manual mode. Overwhelmingly, participants reported watching the 
video only once, after the first attack, which was in all but one case for 
A1. This reinforced participants’ perception that resetting the profile 
attack in their first experience was the appropriate action for all attacks. 
Only one participant, Carrie, watched the videos throughout the study 
duration and explicitly recognised their benefits: “[The video] was almost 
the most useful part, actually. Yes, because it just talked you through 
everything so I thought that was the most useful bit of it”.

6.3. RQ3: how do people negotiate cybersecurity in the context of AI?

6.3.1. Learning one’s normal in the context of AI
All participants reported some level of understanding of what a 

“normal” temperature was for their Squid, which they checked using its 
features. Three participants elaborated on how they expected the AI to 
set the temperature within a range that was acceptable to them based 
on their previous temperature inputs. Temperatures that contradicted 
this expectation were perceived to be an indicator of an attack. For 
example, Mara noticed a drop in temperature, but she did not deem it 
“drastic” enough to be an attack. In making sense of temperature as a 
range, Carrie speculated how the AI finds an average between all her 
temperature inputs: “I got confused that week because I was looking at the 
average temperatures and how I’d been setting them and realised that I’d 
been… I got confused because it was setting it quite low, and I wasn’t sure 
whether that was the AI having learned from me or whether it was actually an 
attack. It wasn’t an attack. It was the AI”. As this quote also illustrates, the 
fluctuating temperatures set by the AI introduced constant ambiguity 
and required participants to assess if a target temperature was normal or 
anomalous, which was possible if participants continued to maintain 
their engagement with Squid: “Yes, because you see how these things, how 
they should be so for example how it should look. When something is off, you 
understand immediately that there something happened [Debora]”.

Participants’ intuitive knowledge about their AI temperature ranges, 
however, was disrupted during the study. In contrast to the efforts they 
had taken to calibrate Squid’s heating profiles in the first phase, as Fig. 7
shows, eight households did not consistently undertake retraining after 
resetting a profile that might have been compromised. A range of rea-
sons were reported during the interviews, such as not realising that re- 
training was necessary for optimal use or opting for the baseline 
model where it was perceived to operate within an acceptable level 
considering the effort involved to retrain a heating profile. For instance, 
Carrie regularly monitored Squid via the notification logs and felt that 
the baseline model would set the temperature within an acceptable 
range for her: “Yes, I stopped trying to teach it quite so much because I 
realised, actually, it was setting it close to… The result was closer to what I 
wanted than 22◦ in any case”.

Participants’ generally weak understanding of the baseline model 
– and its more extreme temperature settings – made it unclear to them 
whether a temperature drop was the outcome of the AI heating model or 
a genuine attack, with many struggling to disambiguate this. Maya re-
ported resolving this challenge by inspecting the slope steepness of the 
AI summary to confirm the normality of AI. Others, however, remained 
confused or questioned their abilities, such as Carrie who used the 
helper tool to verify a false positive, or Simone and Theo who were 
unable to explain why an infected profile (that had not been retrained) 
was not behaving as they expected: “I still didn’t quite understand it 
because I thought we’d, sort of, calibrated it in the first few weeks but it kept 
on- Even though we kept on setting it at 18◦, it kept on bringing it down and 
down… I didn’t judge it as being an attack because it was always trying to set 
it at like 15◦”.

The importance of understanding “one’s normal” in AI also extended 

A. Vasalou et al.                                                                                                                                                                                                                                Computers & Security 148 (2025) 104112 

13 



to the relationship between price and temperature. Specifically, the 
gauge summarised this relationship and acted as a visual indicator of an 
attack (with red sections communicating to a user if their price sensi-
tivity was abnormally high, or low). Guided by the helper tool, many 
participants used the gauge as a shortcut to initially glean if there was an 
attack. Nonetheless, while using Squid three participants activated the 
gauge’s red sections as part of their normal heating practices. Two of 
them, whose gauge was sometimes pointing to red, used this as a pri-
mary method to detect attacks showing little recognition of how the 
gauge reflected what constituted as normal for their household. 
Similarly, others only considered the baseline model adequate due to its 
target temperature, ignoring or misinterpreting the unusual price 
sensitivity indicated by the gauge. In relying on this indicator, it was 
thus critical to have some prior understanding of how it reacted in 
response to one’s everyday living, which Carrie expressed: “The gauge 
was and wasn’t useful because I think, also, I was setting the temperature. It 
was saying I was very sensitive to price changes so it was quite often across in 
the red and that’s partly… I guess, if you were using the system in reality, 
you’d set it to hit the temperature you would want and I thought… I think 
that’s where I found things a bit difficult to spot because it was often in the 
red”.

6.3.2. Lack of prior knowledge to inform price benchmarks
The price dimension of the AI model also raised challenges as par-

ticipants entered the research without any prior price benchmarks, in 
support of decision making. This gap was negotiated in several ways. 
Lacking a reference point, twelve participants reported looking for ir-
regularities in the temperatures, discarding price altogether. Theo 
captured this idea arguing that “I just found it too abstract about what 
represented high and low for a given time of day.” Two participants, Sam 
and Kevin, who were not responsible for their heating bills and thus had 
little engagement with energy prices, shared extreme or inaccurate as-
sumptions of benchmarks for assessing price irregularity: “I know pretty 
much the prices that it should be, it shouldn’t be £1 or £100 or whatever” 
[Sam]. Recognising her limited knowledge of prices, and informed by 
the initial training, Simone employed the side panel to develop an 
ongoing understanding of the price ranges.

With most noting a lack of understanding in price benchmarks and 
their ranges, A3 was the least detected attack, which Ender explained “I 
don’t know the numbers. I mean, 20, it can be okay, but 50, maybe it can be, I 
don’t know. I mean, I don’t have a reference point, so probably I would never 
[…] detect that (A3)”. Moreover, it is noteworthy that three participants 
reported noticing the low temperatures, reaching the conclusion that the 
high prices they observed offered a plausible explanation for the attack: 
“So I checked the overall temperature/price ratio and I thought,’maybe it’s 
thinking the price is really high so it had to make it like 7C◦’, so I was thinking 
it’s the logic of the AI, basically” [Maya]. Given the plausibility of the high 
prices observed in A3, even those who triggered the helper tool upon 
observing the attack, such as Simone, reported experiencing doubt. The 
interviews also highlighted a second challenge relating to the expect-
edness of A3. Several participants expressed surprise when hearing or 
corroborating the price attack. As two of them shared, this was due to 
the regulation they expected on energy pricing, and thus their reliance 
on the provider in how they were billed, which extended to Squid.

6.3.3. Actions for resolving uncertainty and anxiety
During the study, five households reported eight false positives 

against 48 correct diagnoses. The false positives were partly caused by 
the ambiguity introduced when using the baseline AI models as dis-
cussed under 6.3.1. However, there were a range of other reasons 
leading participants to suspect an attack. In several households there 
were standard hardware issues that occasionally triggered more buzzing 
in the smart valve, creating confusion since buzzing was an auditory cue 
of a cyber-attack. Another household felt the room was colder than 
normal, which was caused by the physical distance between the Squid’s 
valve temperature reading (that was attached to the heat source) and the 

central thermostat that was in a different room requiring the thermostat 
to be set higher than expected to align with one’s sensory preferences. 
All of those experiencing a false positive successfully used the helper 
tool to establish that these events were not cyber-attacks.

Alongside the helper tool’s value in these occasions, the action of 
resetting the infected profile emerged as particularly important. As 
reported in 6.3.2, all the households used the reset button following 
their suspicion of an attack. This provided some respite before they 
could engage with the procedures of the helper tool. According to 
Wendy and Naadir, the ability to act alleviated their anxiety, with 
Ernesto discussing the profile reset as a “low-cost action.” Additionally, 
a few participants used this action to resolve uncertainty. The reset 
button was vital when participants were unsure if there was an 
unfolding attack, such as in the case of Ender whose gauge had a fault 
during the A2 attack using the button to restore the system back to its 
original state and thus verify the attack. After receiving a false positive 
outcome from the helper tool, the reset button was also used by Carrie to 
ease her own anxiety: “I think I’d got into my head that you needed to reset 
to be safe and sure, put everything back and then you can start again.”

7. Discussion

This research set out to explore a new cybersecurity intervention 
designed to support users to recognise, understand, and address integ-
rity cyber-attacks on the AI component of a smart device, using an AI- 
enabled heating system called Squid as an exemplar to inform the 
intersection of AI domestic technologies and cybersecurity. Below we 
reflect on the design implications suggested by our findings. We draw 
from lessons learned in the context of Squid to inform other AI-enabled 
devices used in the home which could be vulnerable to similar attacks. 
We are careful to situate our findings within the context and limitations 
of this research. An important point of consideration is that the proposed 
scenario did not involve sensitive personal data, making the conse-
quences of an attack potentially less concerning than other AI-enabled 
devices such as voice assistants or cameras. Additionally, participants 
were primed to proactively look for attacks, whereas real-world users 
are unlikely to be regularly checking for cyber-attacks. Therefore, in this 
section we consider what we can learn given our research design.

7.1. Multimodal indicators are effective at raising attention to cyber- 
attacks

Previous research has highlighted that AI-enabled device malfunc-
tions and unexpected technology behaviours (Huijts et al., 2023; Ros-
tami et al., 2022) introduce inherent ambiguities and consequently pose 
challenges for users, who justifiably struggle to differentiate them from 
cyber-attacks. It is thus crucial to design perceivable indicators that can 
make users aware of a potential cyber-attack (Kuzlu et al., 2021), but 
what these may be for AI attacks and how salient they should be for users 
to detect them remains an open question.

Our study advances this research gap by demonstrating that the vi-
sual indicators (some reliant on Explainable AI techniques e.g., the 
gauge, the notification log), were particularly effective and valuable to 
the participants, supported by the fact that A1 and A2 were identified 
most of the time. However, it was also observed that these were rarely 
perceived in isolation. Instead, participants relied on diverse combina-
tions of indicators – a finding we return to in 7.3. Whereas designing 
multiple visual indicators may be one approach to mitigate cyber- 
attacks, it is also important to recognise that oftentimes visual in-
dicators can be explicitly crafted to hide in plain sight as part of the 
attack (Comiter, 2019; Kuzlu et al., 2021), which suggests the impor-
tance of considering the introduction of other modalities.

Speaking to this question, it is instructive to consider the effective-
ness of the sensory and auditory indicators activated during the cyber- 
attacks simulated in the study, and the trade-offs we identified. The 
sensory indicator (i.e., feeling cold) enhanced the cyber-attack detection 
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in A1 and A2, but its effectiveness depended on the persistence of the 
attack and its ongoing impact on the household environment. Partici-
pants tended to perceive a colder environment if the attack was long- 
lasting and/or if someone was present in the affected room or its vi-
cinities. Therefore, properties of the physical environment and patterns 
of room occupancy limited the extent of the felt experience for some, 
leading to households having a varied experience with this indicator in 
accordance with their routines and living circumstances. The auditory 
indicator proved to be unreliable in most of the households for having a 
shorter-term effect and requiring greater proximity to the sound source. 
Additionally, in some of the households the auditory indicator did not 
work given the fit of the smart valve with the radiator. Therefore, time, 
presence and mechanical fit proved to be key factors in the perception or 
disregard of indicators.

While visual indicators could be perceived remotely and, in some 
cases, retrospectively, the others had short-term action and relied on 
physical presence. Nevertheless, sensory, and auditory indicators were 
still relevant in combination with visual indicators and are likely to be 
more prominent in a real-life situation in which a smart heating system 
would be installed in the entire house instead of a single radiator. 
Auditory indicators could be a low-cost addition to a set of cybersecurity 
indicators, but it is relevant to note that device manufacturers would 
have likely ensured the valve was as quiet as possible so as not to disturb 
the user, without recognising the value of this modality. This highlights 
a trade-off that needs to be made with how auditory indicators are 
designed, i.e., between enabling the device to be seamlessly embedded 
into the home and alerting the user of what it is doing.

Additionally, while visual indicators proved to be the most promising 
in this study, these were effective whilst participants were proactively 
looking for attacks – a behaviour induced by the design of the study and 
participants’ expectations of upcoming attacks. Contrasting to this, prior 
research has shown that users tend to disengage with AI-enabled devices 
after the initial set up period (Vasalou et al., 2024; Jensen et al., 2017). A 
reactive approach would be more representative of how people use 
technology in everyday life and in this case the most reliable indicator 
would be the sensory one, i.e. feeling the cold, which is a negative 
consequence of the attack. Owing to the limitations of the auditory and 
sensory indicators noted above, future work could explore how to make 
visual indicators more prominent to support reactive responses, such 
as embedding them into the physical device. For example, the physical 
smart valve screen could flicker or glow to indicate an anomaly, 
prompting the user to visit the associated web app for further 
investigation.

It is possible that the design and function of an AI-enabled device, as 
well as its location in the home, may impact on the perception of 
different indicators, i.e., each device and its context of use may draw 
attention to different indicators. In recognition of this, our findings 
highlight the relevance of including a diverse set of indicators in AI- 
enabled devices (visual, auditory, sensorial) that can make an attack 
perceivable amidst the noise of everyday life and cater for users’ dif-
ferential environment, routines, perceptions, and abilities. Given the 
consistent spotting of attacks, particularly those with a pervasive impact 
on the environment, our study supports the paradigm of humans as 
sensors in the detection process (Heartfield and Loukas, 2018b). There is 
potential for future work to explore how to make the link with device 
manufacturers after these perceptions have been activated.

7.2. Normative behaviour of AI is foundational to make sense of cyber- 
attacks

Focusing on the visual indicators designed within Squid, several were 
inspired by Explainable AI and intended to communicate abnormalities 
in the AI model parameters (i.e., temperature and price) to support 
users’ diagnoses of cyber-attacks. This section considers the specific 
challenges participants encountered when engaging with these features, 
aiming to contribute to the nascent research at the intersection of 

human-centred cybersecurity and interaction design of Explainable AI.
Our study raises a first challenge related to the AI’s parameters and 

their relevance within people’s everyday lives. In our research, this is 
related to the disclosure of simulated energy prices. Given households’ 
overall priority to sustain their thermal comfort (reported in Vasalou 
et al., 2024), and the lack of tangible impact of the prices used by the 
study’s design, participants engaged with price in a cursory way and 
discarded this parameter. Consequently, many failed to notice the A3 
attack on the pricing model, and those who identified the heightened 
prices lacked the benchmark to appraise this as abnormal. Whilst the 
weak relevance of price was specific to the controlled nature of this 
study, our findings highlight the importance of ensuring Explainable AI 
is based on models that incorporate parameters holding value and 
meaning to users, an issue that has broader relevance to AI-enabled 
technology design beyond smart home heating.

A second challenge users encountered stemmed from their lack of a 
mental model of what constitutes “normal” AI behaviour in the context 
of their use of Squid, which is a consideration applicable to any AI- 
enabled devices that may invite user engagement with their AI. While 
this applied to both factors of temperature and price alike, we focus our 
discussion on temperature given participants’ discard for price. When 
heating their homes prior to Squid’s introduction, participants typically 
controlled their heating by selecting a specific target temperature 
aligned with their contextual preferences. In contrast, the AI introduced 
an understanding of target temperature as a range, as opposed to a precise 
value. Thus, in order to identify a cyber-attack, it was necessary to ac-
quire an understanding of what temperature ranges constituted as 
normal. To achieve this, it was vital not only to inspect the AI, but to also 
relate it to one’s previous inputs. With many users not engaging in this 
cycle of input-inspection, our study shows there was a heightened risk of 
incorrectly concluding there was a cyber-attack. A future implication of 
triggering a higher frequency of false positives could be that some users 
unnecessarily experience anxiety, while others could become desensi-
tized over time and overlook genuine cyber-attacks. Furthermore, our 
study shows that failing to understand what constitutes normal AI 
behaviour can contribute to users misinterpreting summative Explain-
able AI visualisations. In our research this was exemplified by the gauge 
and its pre-determined price sensitivity ranges that visually alerted users 
of extreme sensitivities associated with a cyber-attack, which may have 
been nonetheless within the normal range for the household’s heating 
practices.

Thus, despite the study using the simplest case of an AI model 
(involving a glass box algorithm) users faced interpretive challenges 
when interacting with Explainable AI, which was shown to lead to both 
over/underestimations of cyber-attacks. What is clear from our findings 
is that an ongoing understanding of AI model parameters is foun-
dational for users to diagnose a cyber-attack. Moreover, the broader 
finding that false positives can be triggered by different causes, 
including users’ lack of understanding of the AI models, underscores the 
importance of design that can enhance smart device transparency and 
minimise the causes of false positives.

7.3. Designing to support diagnosis with assisted and transferable learning

Understanding the potential cause of a cyber-attack and possessing 
the skill to respond to it have been recognised as key to enabling the user 
to enact an effective cybersecurity role (Frik et al., 2019). This is 
particularly pertinent as cyber-attacks might have different causes that 
require different actions to be resolved (Pitropakis et al., 2019). As such, 
one of the aims of the cybersecurity intervention reported in this 
research was to bolster users’ understanding and skill acquisition. This 
was achieved through guidance from a bespoke helper tool designed to 
support users to correctly interpret patterns of indicators (inclusive of 
Explainable AI), exposing different attack causes whilst providing rec-
ommendations for differentiated action.

In contrast to the helper tool’s design intentions, participants 
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perceived multiple indicators related to the attacks but were not 
necessarily aware of their variety. Instead of acquiring the skill to use the 
helper tool to disambiguate the type of cyber-attack and course of ac-
tion, each participant developed their own routine. This involved the 
examination of a fixed set of indicators across all three types of cyber- 
attacks and the application of the same action (to reset a Squid pro-
file), which had been practiced as part of the initial training session with 
A1 and was also applicable to A2. Further examination of how the helper 
tool question-checks were used (see Fig. 6) showed that compared to A1 
where diagnosis was 90% accurate, for A2 and A3 this dropped to 45% 
and 10% respectively, with most participants incorrectly diagnosing the 
remaining two attacks as A1.

These forms of engagement and practices related to the cybersecurity 
intervention introduced a vicious cycle: participants followed the incorrect 
pathway within the helper tool without being aware when they misdiagnosed 
the cyber-attacks for A1. This strengthened the perception that cyber-attacks 
and their remedial actions were always the same, and reinforced the idea that 
the best strategy was to rely on a fixed set of indicators to diagnose all attack 
types. The consequences of this cycle were most vividly exemplified in 
A3. It introduced Squid users to the idea that attacks could target 
different components of the smart device ecosystem, and occur at the 
level of the device manufacturer, notably a frequent type of attack 
encountered in the consumer context. From the four households who 
registered an A3, none had taken the correct remedial action and when 
discussing these results retrospectively with these households they 
expressed surprise at what had caused it.

Drawing from our behavioural data, these engagement patterns 
could be attributed to participants generalising what they learned in 
their training with A1 to the other cyber-attacks, aligned with previous 
research indicating that people tend to reapply known cybersecurity 
strategies to new devices (Bouwmeester et al., 2021; Zeng et al., 2017). 
Accordingly, participants generalised the same strategy across the three 
attacks developing a singular, inaccurate mental model of cyber-attacks. 
In contrast to attacks which do not share the same cause and where 
transferability of learning could expose users to risk, we suggest that 
attacks of the same type (as were A1 and A2) that share similar 
remedial actions, causes and indicators, could provide a promising 
avenue to develop training that elicits transferable learning. 
Another explanation, supported by the study’s qualitative findings, was 
that the helper tool’s final video summary, which contained crucial in-
formation about the causes of each attack diagnosed and its suitable 
remedial action, was ineffective. Drawing from the ineffectiveness of the 
video summary, future helper tools could build up the causal expla-
nation of the attack whilst the user answers the diagnostic 
questions.

In addition to how people cognitively engaged with the helper tool’s 
design and the design implications raised, the home context had a 
profound impact on participants’ general level of engagement with most 
citing demands of everyday home life as key reasons to this. This weak 
engagement reflects what has previously been observed by other re-
searchers (Zimmermann and Renaud, 2019). We contend that user 
assistance in the form of a helper, is vital to protect users particularly 
against novel attacks, yet as our study shows users’ time to deeply 
engage can be limited and contingent to what is happening in their home 
at the time. Moreover, the need to monitor and understand cyber-attacks 
on AI-enabled devices runs counter to the expectation many have that 
automation saves time. To address this challenge, designers of these 
devices could consider how to incorporate helper tools that guide users 
to troubleshoot their devices and investigate attacks in 
semi-automated ways to reduce effort, e.g., checking through pages 
of notification logs, making potential abnormalities more salient. Such 
interaction design strategies could reduce the time-consuming analysis 
our intervention required without undermining user understanding.

Considering the helper tool as a form of ’training’ to recognise at-
tacks, one might anticipate users accessing it less as they grow more 
confident in their own abilities. Our study evidences the range of reasons 

that can disrupt this training, raises implications at the level of cyber-
security intervention design, and reveals the importance of carefully 
considering people’s perspectives on how these procedures integrate 
into their daily routines. As shown in 7.1 the helper tool successfully 
drew attention to a range of indicators that might have otherwise been 
overlooked, despite failing to convey the idea that AI cyber-attacks can 
take different forms that require differentiated actions. To address these 
caveats, future research could actively engage users in co-designing such 
interventions whilst grounding them in theories of how people learn.

7.4. Impactful actions for AI cyber-attacks

A key challenge reported in previous literature relates to the 
complicated, or onerous, procedures required to resolve cyber-attacks 
that constrain user agency (Bouwmeester et al., 2021; Rodriguez 
et al., 2022). Contrasting with this, the main remedial action in two of 
the three cyber-attacks within Squid was to reset the profile, restoring 
the AI model(s) through a single click. Prior research reports that users 
prioritise addressing the immediate consequences of a cyber-attack over 
engaging and dealing with the underlying cause(s) (Frik et al., 2019). In 
line with this, our findings showed that in a third of the cyber-attacks 
participants undertook the remedial action before engaging with the 
helper tool, which would have allowed them to assess whether the ac-
tion was appropriate. This pre-emptive behaviour was likely accentu-
ated by the frequency of cyber-attacks in the study. The impetus to take 
action was driven by a need to resolve uncertainty when it was not clear 
whether a cyber-attack was ongoing, and to alleviate the anxiety this 
triggered. Since home routines competed with people’s ability to engage 
with the helper tool, participants also believed the resetting of profiles to 
be a low-effort action due to it being quick to perform and restore the 
system.

Contrasting with this perception, however, resetting the profile came 
with the imperative of time and effort. It raised the need for participants 
to retrain the AI model in line with their household’s heating prefer-
ences, at the risk of introducing ambiguity that made it subsequently 
more difficult for new attacks to be identified (see 7.2). Whilst simple 
restorative actions like these (i.e., reset) can offer immediate comfort, 
they can also be redundant introducing hidden effort on the part of the 
user. In the context of Squid, a more suitable immediate action for 
managing ambiguity would have been to put the device in manual mode 
(thus removing control from the AI), interrupting the potential cyber- 
attack and affording time to act. Therefore, particularly in scenarios 
where the causes of cyber-attacks may be challenging to identify, our 
findings emphasise a consideration for designing “universal actions” 
that offer users with different technical skills and availability the 
capability to pause or restore the impacts of cyber-attacks, alongside the 
need to educate them about the costs/consequences of the different 
actions available to mitigate cyber-attacks.

7.5. Limitations and future work

Conducting cybersecurity research in the wild is challenging given 
the low incidence of cyber-attacks in everyday life. In this work we 
addressed this challenge by emulating attacks that could be subse-
quently mitigated through purposefully designed features embedded in 
an AI-enabled device. Given this methodological approach, inevitably 
participants experienced a sense of vigilance and tuned into the cyber- 
attacks. As described under 6.2.1, whilst in the first week most house-
holds were looking out for attacks, some reported a decline in attending 
to the cyber-attacks over the course of the study. Future work that draws 
on a similar research design may seek to extend the study timespan to 
foster this habituation and enhance naturalistic behaviours. Further-
more, to investigate the impact of the multimodal indicators, we took 
the decision to time the attacks to when participants reported being 
typically at home. Despite these efforts, as Fig. 7 suggests, there was 
often a time lag between an attack and participants’ response, owing to 
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participants’ not being at home, or not present in the room at the time of 
the attack. Therefore, considering the practical challenges involved 
when researching cyber-attacks in situ, we suggest that timing attacks to 
participants’ self-reported presence in the home is likely to give access to 
both synchronous and asynchronous experiences of cyber-attacks.

8. Conclusion

With the proliferation of AI-enabled devices in the home, cyber- 
attacks targeting their AI component are poised to become increas-
ingly common, yet they have been neglected in the literature to date. At 
the same time, manufacturers are generally reluctant to outwardly 
acknowledge their devices are vulnerable to attacks (Turner et al., 2022) 
highlighting the importance to follow a responsible design approach 
(alongside the need for strong regulation). Our research posits that users 
of AI-enabled devices can play an important role in protecting them-
selves against these attacks, but to do so, they need to be supported 
through intentionally designed devices and appropriate cybersecurity 
support tools. Moving away from seeing the user as the problem to 
recognising the user as part of the solution (Roba Abbas et al., 2023), our 
paper developed a novel cybersecurity intervention to support users to 
identify, diagnose and mitigate integrity cyber-attacks on the AI 
component of their smart devices. Employing a case study of a bespoke 
smart heating device, Squid, we conducted fieldwork with ten house-
holds. This allowed us to evaluate the intervention over a course of four 
weeks during which each household experienced six cyber-attacks over 
three types.

Our findings advance the imperative to support users to keep 
cybersecure during attacks on the AI through the following contribu-
tions. First, we show that multimodal indicators designed across the AI- 
enabled device and its ecosystem are a reliable technique to raise peo-
ple’s awareness of cyber-attacks. One implication our study introduces 
for AI-enabled devices is the need for visual indicators embedded on the 
physical device to alert the user to visit the information-rich environ-
ment of a smart device app. Second, we find that shifting the user from a 
sensing role to one that involves actively troubleshooting the type, 
cause, and action pertinent to a given cyber-attack must avoid cognitive 
overload and fit in the routine of home life. Crucially, our research in-
dicates that without these foundations users may be exposed to more 
false positives and/or reach inaccurate cyber-attack diagnoses, raising 
the likelihood of a range of harms, from increased anxiety to desensiti-
sation of genuine cyber-attacks. In support of this direction, we under-
score the following design implications: embedding causal explanations 
of the attack into the troubleshooting process, highlighting what to look 
for within text-based Explainable AI (e.g. logs), and where possible 
supporting transferrable learning across cyber-attacks that share causes/ 
mitigative actions akin to traditional cyber-hygiene preventive ap-
proaches (e.g. not re-using passwords). Third, and relatedly, we advance 
the importance of the AI-enabled device offering universal mitigation 
actions that can support the user’s efficacy and raise transparency with 
regards to the costs introduced by the action. One avenue we highlight is 
the possibility of design features that can pause the AI affording users 
with time to reflect. These findings are contextualised to the distinctive 
challenges raised by AI, in particular, where the diagnosis of cyber- 
attacks depends on how well users understand a fluid range of outputs 
in relation to their own behaviour, and the direct experience they have 
with the AI’s parameters, a consideration that remains a challenge 
depending on the algorithmic approach taken.
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