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Abstract: Generative adversarial networks (GANs) have considerable poten-
tial to alleviate challenges linked to data scarcity. Recent research has demon-
strated the good performance of this method for data augmentation because
GANSss synthesize semantically meaningful data from standard signal distri-
bution. The goal of this study was to solve the overfitting problem that is
caused by the training process of convolution networks with a small dataset.
In this context, we propose a data augmentation method based on an evolu-
tionary generative adversarial network for cardiac magnetic resonance images
to extend the training data. In our structure of the evolutionary GAN,
the most optimal generator is chosen that considers the quality and diversity
of generated images simultaneously from many generator mutations. Also, to
expand the distribution of the whole training set, we combine the linear inter-
polation of eigenvectors to synthesize new training samples and synthesize
related linear interpolation labels. This approach makes the discrete sample
space become continuous and improves the smoothness between domains.
The visual quality of the augmented cardiac magnetic resonance images is
improved by our proposed method as shown by the data-augmented exper-
iments. In addition, the effectiveness of our proposed method is verified by
the classification experiments. The influence of the proportion of synthesized
samples on the classification results of cardiac magnetic resonance images is
also explored.

Keywords: Evolutionary generative adversarial network; cardiac magnetic
resonance; data augmentation; linear interpolation

1 Introduction

Cardiac magnetic resonance imaging (MRI) is the gold standard for assessing cardiac func-
tion. Conventional cardiac MRI scanning technology has advanced over the years and plays
a vital role in the diagnosis of disease. Currently, many cardiac magnetic resonance image-
assisted diagnosis tasks that are based on deep learning [1] have achieved good results. A novel
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algorithm [2] was proposed by Renugambal et al. for multilevel thresholding brain image segmen-
tation in magnetic resonance image slices. This approach requires expensive medical equipment to
obtain cardiac magnetic resonance images and also needs experienced radiologists to label them
manually. It is undoubtedly extremely time-consuming and labor-intensive. The privacy of patients
in the field of medical imaging has always been very sensitive and it is expensive to obtain a large
number of datasets that are balanced between positive and negative samples.

A significant challenge in the field of medical imaging based on deep learning is how to deal
with small-scale datasets and a limited number of labeled data. Datasets are often not sufficient
or the dataset sample is unbalanced, especially when using a complex deep learning model,
which makes the deep convolution neural network with a huge number of parameters appear as
overfitting [3]. In the field of computer vision, scholars have proposed many effective methods
for overfitting, such as batch regularization [4], dropout [5], early stopping method [6], weight
sharing [7], weight attenuation [§], and others. These methods are to adjust the network structure.
Data augmentation [9] is an effective method to operate on the data itself, which alleviates to a
certain extent the problem of overfitting in image analysis and classification. The classical data
augmentation techniques mainly include affine transformation methods such as image translation,
rotation, scaling, flipping, and shearing [10,11]. These approaches mix the original samples and
new samples as training sets and input them into a convolutional neural network. The adjustment
of the color space of samples is also a data augmentation method. Sang et al. [12] used the
method of changing the brightness value to expand the sample size. These methods have improved
solving the overfitting problem. However, the operation on the original samples does not produce
new features. The diversity of the original samples has not been substantially increased [I3],
and the promotion effect is weak when processing small-scale data. Liu et al. [14] used a data
augmentation method on the test set based on multiple cropping. Pan et al. [15] presented a novel
image retrieval approach for small-and medium-scale food datasets, which both augments images
utilizing image transformation techniques to enlarge the size of datasets and promotes the average
accuracy of food recognition with deep learning technologies.

The generative adversarial network (GAN) [16] is a generative model proposed by Ian Good-
fellow and others. It consists of a generator G and a discriminator D. The generator G uses noise z
sampled from the uniform distribution or normal distribution as input to synthesize image G(z).
The discriminator D attempts to judge the synthetic image G(z) as false as much as possible and
judge the real image x as true. Next, it adjusts the parameters of each model through successive
confrontation training. Finally, the generator obtains the distribution model of real samples and
good performance of generating images close to real images. The specific structure of the GAN
is shown in Fig. 1.

The entire GAN training process is designed to find the balance between the generative
network and the discriminative network. This makes the discriminator unable to judge whether
the samples generated by the generator are real so that the generative network can achieve the
optimal performance. This process can be expressed as formula (1):

mingmaxp Ex~p,,, [logD (x)]+ E.~p_[log(l — D(G(z2)))] (1)

The GAN generates new samples by fitting the original sample distribution. The new samples
are generated from the distribution learned by the generative model, which makes it have new
features that are different from the original samples. This characteristic makes it possible to use
the samples generated by the generative network as new training samples to reach the goal of
data expansion. The GAN has achieved good results in many computer vision fields. However,
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it has many problems in practical applications. It is very difficult to train a GAN. Once the data
distribution and the distribution fitted by the generative network do not substantially overlap at
the beginning of training, the gradient of the generative network can easily point to a random
direction, which results in the problem of gradient disappearance [17]. The generator will try to
generate a single sample that is relatively conservative but lacks diversity to make the discriminator
give high scores which leads to the problem of mode collapse [18].

generator synthetic data discriminator

noise ==
. @ Y ]

data set

| (e

real data

Figure 1: The structure of the GAN

Many GAN variant models have been proposed to alleviate the situation of gradient dis-
appearance and mode collapse. The more representative ones are deep convolutional GAN
(DCGAN) [19], which combines a convolutional neural network with GAN, and conditional
GAN [20] which adds a precondition control generator to the input data. The triple-GAN [21]
adds a classifier based on the discriminator and generator, which can ensure that the classi-
fier and generator achieve the optimal solution for classification from the perspective of game
theory. In this approach, however, it is necessary to manually label samples. The improved Triple-
GAN [22] method solves this problem and avoids the situation of gradient disappearance and
training instability. In addition, the least squares GAN (LSGAN) [23] and wasserstein GAN
(WGAN) [24] have made great improvements to the loss function. The WGAN uses wasserstein
distance to measure the distribution distance, which makes the GAN training process more stable
to a large extent. However, Gulrajan et al. [25] found that the WGAN uses a forced phase method
to make the parameters of the network mostly focus on —0.01, 0.01, which wastes the fitting
ability of the convolutional neural network. Therefore, they proposed the WGAN-GP model,
which effectively alleviated this problem. Li et al. [26] introduced the gradient penalty term to the
WGAN network to improve the convergence efficiency. The evolutionary GAN proposed by Wang
et al. [27] is a variant model of a generative adversarial network that is based on evolutionary
algorithms. It will perform mutation operations when the discriminator stops training to generate
multiple generators as adversarial targets and uses a specific evaluation method to evaluate the
quality and diversity of the generated images in different environments (the current discriminator).
This series of operations can reserve one or more generators with better performance for the next
round of training. This method that overcomes the limitations of a single adversarial target is
able to keep the best offspring all the time. It effectively alleviates the problem of mode collapse
and improves the quality of the generator.

Recently, many scholars have used GANs to augment training data samples. GANs have been
used to augment the data of human faces and handwritten fonts [28]. Ali et al. [29] used the
improved PGGAN to expand the skin injury dataset and increased the classification accuracy.
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Frid et al. [30] used a DCGAN and an ACGAN to expand the data of liver medical images and
proved that the DCGAN has a greater improvement in the classification effect on this dataset.
In contrast to affine transformation, a GAN can be used to generate images with new features by
learning the real distribution.

The evolutionary GAN can improve the diversity and quality of generated samples. This study
therefore uses an evolutionary GAN to perform data augmentation on cardiac magnetic resonance
images. The main contributions of this study are as follows:

(1) A cardiac magnetic resonance image data augmentation method based on an evolutionary
GAN is proposed. This method generates high-quality and diverse samples to expand the
training set and improves the value of various indicators of the classification results.

(2) Linear interpolation of feature vectors is combined with the evolutionary GAN to syn-
thesize new training samples and generate related linear interpolation labels. This not only
expands the distribution of the entire training set, but also makes the discrete sample space
continuous and improves the smoothness between domains, which better trains the model.

(3) Various indicators of downstream classification tasks are used to optimize the model and
the intensity of the experimental details.

2 Evolutionary GAN

The training process of the evolutionary GAN can be divided into three stages: mutation,
evaluation, and selection. The first stage is mutation where the parent generator is mutated into
multiple offspring generators; the second stage is evaluation where the adaptive score is worked
out for each offspring generator of the current discriminator using an adaptive function; the third
stage is selection where the offspring generator with the highest adaptive score is selected by
sorting. The basic structure of the evolutionary GAN is shown in Fig. 2.
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Figure 2: The structure of the evolutionary GAN

2.1 Mutation

The evolutionary GAN uses different mutation methods to obtain offspring generators based
on parent generators. These mutation operators are different training targets, the purpose of which
is to reduce the distance between the generated distribution and the real data distribution from
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different angles. It should be noted that the best discriminator D* in formula (2) should be trained
before each mutation operation.

* . Piuia(x)
D= O+ P @

Zhang et al. [31] proposed three mutation methods:

1) Maximum and minimum value mutation: Here the mutation has made little change to the
original objective function, which provides an effective gradient and alleviates the situation of
gradient disappearance. It can be written as formula (3):

1
5 Ezp.[log(1 = D(G(2)) (3)

2) Heuristic mutation: Heuristic mutation aims to maximize the log probability of the error
of the discriminator. The heuristic mutation will not be saturated when the discriminator judges
the generated sample as false and it still provides an effective gradient to get the generator
continuously trained. It can be written as formula (4):

Mminimax _
G =

. 1
MU = 2 E-p [l0g(D(G()] N

3) Least-squares mutation: Least-squares mutation can also avoid gradient disappearance. At
the same time, compared with heuristic mutation, the least-square mutation does not generate
false samples at a very high cost. It does not avoid punishment at a low cost, which can avoid
mode collapse to a certain extent. It can be written as formula (5):

MlGeast-squa;»e _ EZ’\'PZ [D(G (z) — 1)2] (5)

2.2 Adaptive Function

The evolutionary GAN uses the adaptive function to evaluate the performance of the gener-
ator and subsequently quantifies it as the corresponding adaptive score, which can be written as
formula (6):

F=F;+yF (6)

F, is used to measure the quality of the generated samples, namely whether the offspring
generator can fool the discriminator, which can be written as formula (7):

F,= E-[D(G(2))] (7

F, measures the diversity of the generated samples. It measures the gradient generated when
the parameters of the discriminator are updated again according to the offspring generator. If the
samples generated by the offspring generator are relatively concentrated (lack of diversity), it is
easier to cause a large fluctuation of the gradient when updating the discriminator parameters.
This can be written as formula (8):

Fy=—log||Vp — Ex[logD (x)] — E-[log (1 — D (G ()]l @®)

y(>0) is a hyperparameter used to adjust the quality of samples generated and the weight of
diversity, which can be adjusted freely in the experiment.
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3 Method

In this study, we describe the design of a data augmentation model for cardiac magnetic
resonance medical images based on an evolutionary GAN. This approach can generate high-
quality and diverse samples to expand the training set. The linear interpolation of related labels
is generated by combining the linear interpolation of feature vector with the evolutionary GAN,
which expands the distribution of the training set and makes the discrete sample space continuous
to train the model better. The specific network structure is shown in Fig. 3:
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Figure 3: The proposed network

3.1 DAE GAN

High quality and diversity of samples are needed when using a GAN for data augmentation.
The evolutionary GAN is very suitable for data augmentation since it can be trained in a stable
way and generates high-quality and diverse samples. The user can choose to focus on diversity or
quality according to needs by adjusting the parameters in the adaptive function, which can make
the process of data augmentation more operative. This study improves the evolutionary GAN and
we name the improved model data augmentation evolutionary GAN (DAE GAN).

There is no difference in the input and output between the evolutionary GAN and vanilla
GAN. The only exception is that after fixing the discriminator parameters multiple offspring
generators are mutated based on the parent generator for training. The optimal one or more
generators is selected as the parent generator in the next discriminator environment, after the
evaluation by the adaptive function.

The evolutionary GAN greatly improves the diversity of generated samples. However, a certain
number of training samples are required if we want to fully train the GAN model. In the case
of too few training samples, the generator and discriminator are prone to reach the equilibrium
point prematurely and also cause the problem of mode collapse in the generated data. This study
uses the traditional affine transformation data augmentation methods before training the GAN
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to alleviate this problem, expanding the data by operations of horizontal flip, vertical inversion,
translation, rotation, and others. The security of medical images was given careful consideration.
We therefore did not add the original data with noise and avoided performing operations like
cropping. In this way, we preserved the texture and edge features of the original data as far
as possible. Traditional data augmentation only makes small changes to the original data and
does not generate new features and the samples are also discrete. Thus, this study introduces
linear interpolation.

Zhang et al. [31] proposed a data augmentation method that is irrelevant to the data described
in their article. This method constructs virtual training samples from original samples, combines
linear interpolation of feature vectors to synthesize new training samples, and generates related
linear interpolation labels to expand the distribution of the entire training set. The specific formula
is as follows (9):

X=hxi+ (1 —x)

B )
y=Aryi+ 1 =21y

X;, x; are the original input vectors; y;, y; are the label codes; (x;, x;) and (y;, y;) are two
samples randomly sampled from the original samples; A € Beta[o,«] is the weight vector; and
a € (0,+00) is the hyperparameter that controls the interpolation strength between the feature and
the target vector. The linear interpolation method makes the model have the characteristics of a
linear model. Processing the area between the original samples and the training samples reduces
the inadaptability of predicting test samples other than the training samples. This enhances the
generalization ability, simultaneously making the discrete sample space continuous and improving
the smoothness between domains.

The original input of the evolutionary GAN discriminator ought to be two samples after
fixing the generator parameters: one is the generated sample (the discriminator tries to minimize
the distance between the predicted label of this sample and “07); the other is the real sample
(the discriminator tries to minimize as much as possible the distance between the predicted label
of this sample and “1”). The discriminator loss function of the original evolutionary GAN is
described as follows in formula (10):

Lp = LReal + LFake (10)
The expanded expression can be written as formula (11):

ELMDx),)+ELMD(G(2),0) (11)

X,z X,z

This study operates linear interpolation on the evolutionary GAN to modify the discriminator
input from the original two pictures to one picture. The discriminator task is changed to minimize
the distance between the predicted label of the fusion sample and ‘A’. The loss function of the
discriminator is modified as formula (12):

E LDGx+(1-4)G (). 1) (12)
oz

Noly

3.2 Algorithm

Typically, the GAN uses the noise z that obeys the multivariate uniform distribution or
multivariate normal distribution as the input of the model. Ben et al. [32] believed that multiple
Gaussian distributions can better adapt to the inherent multimodal of the real training data
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distribution. They thus used multimodal distribution as an input in the GAN and demonstrated
that this method can improve the quality and variety of generated images. The DAE GAN
training process is shown in Tab. 1.

Table 1: The training process of the DAE GAN

Algorithm: The training process of the DAE GAN

Input: N, D, M and B4, B,
The total number of iterations N, latent spatial dimension D, the number of mutation
operations M, Adam hyperparameters B, 8,

Output: The updated weight of discriminator w and generator parameters 6

Initialize the discriminator parameter wy and generator parameter 6
cycle 1 start for n = I:N
cycle 2 start for d =1:D
» Sample a batch of real images x; and noise variables z;
 Input noise variables into the generator to synthesize a batch of mages G(z;)
» Use real image x; and synthetic image G(z;) to perform the linear interpolation operation
to generate interpolation samples and corresponding interpolation labels
* Calculate the loss Lpy) of discriminator
* Update the parameter w of discriminator by gradient descent method
cycle 2 end
cycle 3 start for m=1:M
* Sample a batch number of noise variables z;
* Perform the currently selected mutation operation on the parent generator, and use the
offspring generator generated by the mutation to synthesize a batch of images m(z;)
* Calculate the loss L, of the offspring generator
» Update the parameter @ of the offspring generator by the gradient descent method
» Calculate the adaptive score of the offspring generator Fy,
cycle 3 end
» Sort the offspring generators in descending order according to the adaptive score
* Leave the offspring generator with the highest adaptive score in the current environment and
use it as the parent generator for the next iteration

cycle 1 end

4 Results and Analysis
4.1 Data Set and Preprocessing

The magnetic resonance data in this experiment were obtained from a partner hospital. All
samples are two-dimensional short-axis primary T1 mapping images. The spatial distance of these
cardiac magnetic resonance images ranges from 1.172 x 1.172 x 1.0 mm3 to 1.406 x 1.406 x
1.0 mm? and the original pixel size is 256 x 218 x 1. The benign and malignant annotation and
segmentation areas of these images are manually labeled and drawn by senior experts. The original
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image data is in the “.mha” for-mat. After a series of preprocessing operations, such as resam-
pling, selection of regions of interest, normalization, and final selection of interest, we obtained
a total of 298 images that consisted of 221 cardiomyopathy images and 77 non-diseased images.
The size of the preprocessed image is 80 x 80 x 1. The preprocessed cardiac magnetic resonance
image is shown in Fig. 4.

Figure 4: Cardiac magnetic resonance image region of interest

All samples were normalized in this experiment to ensure the consistency of training data.
Weused affine transformations on the training set before training the GAN. This included horizon-
tal flip, vertical flip, 90°, 180°, 270° rotation, 0°-20° random rotation and amplification, 0%-2%
random rescaling of the vertical and horizontal axes, the small and specific amplitude of rotation
and amplification, and translation and amplification. The goal of these steps was not to lose the
original image information from the data. After augmenting the training set once, we performed
two kinds of operations on the data: the first was to put it into the classifier for training directly,
and to subsequently use the test set to get the classification results; the second was to put it into
different GANSs for training and generating new samples to train the classifier again.

4.2 Training the DAE GAN

The original evolutionary GAN uses the structure of a DCGAN. In this study, we use the
residual structure shown in Fig. 5 in the generator and discriminator since the residual struc-
ture [33] can alleviate the gradient vanishing problem and accelerate the convergence rate. The
goal is to train the high-performance generator more quickly in the same training time.

After adding the self-attention module [34], the detailed structure of the generator and
discriminator and the output size of each layer is shown in Tab. 2.

The DAE GAN experimental environment is as follows: Ubuntu 16.04.1 TLS, Tensorflow
1.14.0, two Nvidia Tesla M40 GPU with 12 GB video memory (used to train the generative
models of diseased and non-diseased samples). The maximum storage capacity of the model is
set to 4 to take into account the space occupation and accidental interruption.
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Table 2: The structure of the DAE GAN

Generator Kernel size
Noise z .

Fully connected mapping —
Residual structure 3 x3
Residual structure 3 x3

Self-attention module —

Residual structure 3 x 3
Residual structure 3 x 3
Convolutional layer & tanh 3 x3
Discriminator Kernel size

Input image —

Convolutional layer 3x3
Residual structure 3 x3
Self-attention module

Residual structure 3 x3
Residual structure 3 x3
Residual structure 3 x3

Fully connected layer

4.3 The Generation Results of the DAE GAN

In this experiment, we use 5-fold cross-validation to dynamically divide the heart magnetic
resonance image into a training set and a test set at a ratio of 0.8:0.2. We use only the training
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set in the DAE GAN training. Each model has been trained several times (> 5) in the experiment
due to the uncertainty in the training process for the deep convolution model. The specific effect
of the data augmentation method was verified by the average classification results.

The training set of the cardiac magnetic resonance image data is expanded after normalization
and affine transformation. We train the DAE GAN model by following the steps of Algorithm 1.
The effects of our approach on the samples generated in the training process of the generative
model are shown in Fig. 6.

Figure 6: The changing process of the generated sample

A comparison of the samples generated by the trained generator versus the real samples is
shown in Fig. 7.

4.4 Classification Experiment and Analysis of Experimental Results

The observation method has strong subjectivity. In this experiment, data augmentation is
performed on small sample medical images. Consequently, the observation method can only be
used as a reference evaluation standard. Our study uses the ResNet50 model and the Xception
model [35] as a classifier to evaluate the effect of data augmentation. The classification results are
used to uniformly evaluate the effects of various data augmentation methods.

In addition to the conventional accuracy index, we also calculate the two medical image
classification indexes: sensitivity and specificity. These indicators are briefly explained here.

The accuracy rate is the probability that the diseased sample and the non-disecased sample are
judged correctly. The calculation formula is described as follows in formula (13):

TP+ TN
Accuracy = (13)
TP+TN+FP+FN
Sensitivity is the probability that a diseased sample is judged to be diseased. The calculation
formula is described by formula (14):
TP

TP+ FN

Sensitivity = (14)
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Figure 7: Comparison of generated samples with real samples. (a) Generated non-diseased samples
(b) Generated non-diseased samples (c) Real non-diseased samples (d) Real diseased samples

Specificity is the probability of judging a non-diseased sample as non-diseased. The calcula-
tion formula is described as in formula (15):

TP

Specificity = TPLEN (15)

TP stands for True Positive, which means that not only does the classifier judge it to be a
diseased sample, but it is also a diseased sample. TN stands for True Negative. In this case, the
classifier judges it to be a non-diseased sample, but it is in fact not a diseased sample. FP is short
for False Positive, which means that the classifier judges it to be a diseased sample and it is a
non-diseased sample. FN is short for False Negative. Here the classifier judges that the sample is
not diseased but it is a diseased sample.

In this study, we use the Keras framework under the Ubuntu 16.04.1 TLS system environment
for the classification experiment (version number 2.24). We use a Tesla M40 in the training process.
The learning rate is set to le—4, and we use the RMSprop optimizer. We set the early stopping
method to prevent overfitting and the fivefold cross-validation method is used to find the average
classification result of the classifier. The average classification results of each augmentation method
in the ResNet50 and Xception classification models are shown in Tab. 3.
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Table 3: The classification results of enhancement methods

Enhancement method  Accuracy  Sensitivity  Specificity

Classification network 1: ResNet50

No enhancement 0.7767 0.9674 0.6964
Affine transformation 0.8093 0.9806 0.7300
DCGAN 0.8140 0.9760 0.7436
ACGAN 0.7915 0.9728 0.7127
Evolutionary GAN 0.8288 0.9726 0.7591
Our method 0.8478 0.9772 0.7822
Classification network 2: Xception

No enhancement 0.7953 0.9765 0.6833
Affine transformation 0.8279 0.9700 0.7696
DCGAN 0.8326 0.9672 0.7239
ACGAN 0.8054 0.9731 0.7082
Evolutionary GAN 0.8514 0.9780 0.7821
Our method 0.8698 0.9798 0.8116

In the experiment, it is clear that the classification effect is not necessarily better as the
number of generated samples increases. After adding a certain amount of data, the classification
effect does not rise but decreases. At the same time, if only using generated samples without affine
transformation data augmentation, the classification effect was not greatly improved compared
with using affine transformation data augmentation alone. The specific experimental results are
shown in Fig. &.

Impact (%)
88% = w=oss ResNet-50 (Non Aug)
w4m Xception (Non Aug)

. =l ResNet-50 (Aug)
86% 7 awawm Xception (Aug)
L]
84% ./ \
/ ]
L]
8204 = / #,
e \.
Q“ o L
image

T8% -

so%-/
—

76%

Non-synthetic Synthetic image  Double-synthetic Triple-syntheti
image image image

Figure 8: The impact of data volume on classification results

The experimental results show that we cannot completely obtain the original data distribution
because the quality of the generated data remains poorer than the original data. The classification
effect is slightly reduced by using only the generated data without the affine transformation data
augmentation method. However, when the two methods are combined, the classification result
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of the classifier in-creases with the increase of the generated data and reaches the peak value
when adding three times of the generated data. The addition of too much generated data leads
to overfitting of the classification model and reduces the accuracy of classification.

Experiments were performed to compare the different models with the classification results
without any data augmentation method. For the ResNet50 model, the classification accuracy
increased from 0.7767 to 0.8478, the sensitivity increased from 0.9674 to 0.9772, and the specificity
increased from 0.6964 to 0.7822. For the Xception model, the classification accuracy increased
from 0.7953 to 0.8698, the sensitivity increased from 0.9765 to 0.9798, and the specificity increased
from 0.6833 to 0.8116.

5 Conclusion

The DAE GAN model proposed in this paper can effectively expand the amount of cardiac
magnetic resonance image data, alleviating the problem of the classification network not being
fully trained due to the small amount of medical image data and uneven data. The classification
accuracy of the DAE GAN in ResNet50 and Xception models was increased by 7.11% and
7.45%, respectively, compared with not using data augmentation methods. The method proposed
in this paper increased the classification accuracy in ResNet50 and Xception by 3.85% and 4.19%,
respectively, compared with affine trans-formation data augmentation, and the experimental results
showed that the method is effective in different classification models.
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