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Abstract. Feature engineering and feature selection are essential techniques to most data sci-
ence and machine learning applications, in which, respectively, raw data are transformed into 
features and features are selected to provide the most effective subset of features for the ap-
plication. Feature selection techniques are particularly useful when dealing with high-dimen-
sional datasets that contain noisy and redundant data. An optimised feature subset could en-
hance the performance as well as the interpretability of the model. There are three types of 
feature selection methods, namely filter, wrapper and embedded techniques. Amongst these 
methods, the filter method is more efficient than the others as it is computationally less expen-
sive and more generalised. This work presents two improved filter-based feature selection 
methods based on a correlation coefficient and clustering techniques. The first approach is 
based on feature correlation where the feature subset consists of features above a similarity 
threshold to identify a kind of neighbourhood for each feature. The second method uses clus-
tering analysis on the correlation data to identify features that can be used to represent the 
entire cluster. The obtained feature subsets have been applied as pre-processing step for lo-
gistic regression and artificial neural networks. The performance of the proposed methods has 
been compared against the popular ReliefF feature selection method. The experimental analy-
sis shows that the proposed feature selection methods provide an observable improvement in 
accuracy by choosing the most effective features. 
 
Keywords: Feature Selection, Correlation, Clustering, Principal Coordinate analysis, Neural Net-
work and High Dimensional Dataset. 

1 Introduction 

Machine learning models can identify patterns in data and make predictions accurately based on identified 
patterns. However, raw data are typically noisy and contain redundant and irrelevant information: machine 
learning models can be quite inaccurate and ineffective when applied directly to raw data. 

 
Feature selection is the process of choosing the most effective subset of features from raw data.  The per-
formance of a machine learning model is improved by minimising the number of the less effective, redun-
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dant, or noisy features in the dataset. Identifying and ranking the most effective features, enables research-
ers to have a better grasp of the relationships between the features and the target variable, making the 
output of a machine learning model more robust. Feature ranking could also aid in reducing overfitting, 
increasing model accuracy, reducing model complexity and training time. There are three different feature 
selection methods, namely filter, wrapper and embedded methods [1]. The filter-based methods rank each 
individual feature or an entire subset of features based on measures such as information, distance, con-
sistency, similarity (correlation), and other statistical measures. Feature correlation is typically computed as 
a matrix representation of the relationship between each possible pair for all the variables and is useful to 
summarise a large dataset and visualise similarity patterns within the features. The performance of filter-
based methods does not depend on to the data modelling approach chosen for the application. Thus, com-
pared to the wrapper and embedded techniques, the filter- based approaches are more general and com-
putationally less expensive since they are independent of the learning algorithm. ReliefF, Correlation based 
Feature Selection (CFS), and the max-relevancy min-redundancy (mRMR) feature selection algorithm are a 
few examples of filter-based techniques. 
 
The wrapper methods use searching algorithms to identify the significant feature subsets, which are ranked 
based on their performance when applied to a specified modelling method. The creation of each subset is 
reliant on the search technique, and the evaluation is repeated for each subset. Since they are dependent 
on the resource requirements of the modelling process, wrappers are substantially slower than filters at 
identifying the more effective subsets. The feature subsets thus identified, are skewed in favour of the mod-
elling approach that was used to rank them. 
 
The embedded methods perform feature selection during the execution of the modelling algorithm. By max-
imising a performance parameter, such as accuracy or error rate, these techniques seek to identify and 
choose the more effective features during training. These methods are embedded in the algorithm either 
as its normal or extended functionality. Due to their iterative process, embedded-based approaches can be 
computationally costly. Moreover, they require more domain expertise than filter or wrapper approaches 
since they change an existing learning algorithm rather than just rank the efficacy of feature subsets inde-
pendently of it, as is the case with other feature selection methods. 
 
The ReliefF algorithm assumes that the variables are linear in nature and suitable for a binary classification 
problem. It calculates the significance of each feature relative to its performance target. Features with high 
correlation are retained. and so, some redundant features remain making the algorithm inefficient. The 
Correlation based Feature Selection (CFS) algorithm computes correlation for a subset of features. The 
method is then repeated for several feature subsets until a subset with a lower average of feature-to-feature 
correlation and a higher average of feature to target correlation is determined. The CFS algorithm based on 
iterative heuristic search strategies is computationally expensive as it requires repeated computation of 
correlation between features and target. The max-relevancy min-redundancy (mRMR) feature selection al-
gorithm is based on mutual information. The feature relevancy, i.e., the relative effectiveness of a feature, 
is determined by mutual information computed between individual features and the target class. The re-
dundant features are identified by applying mutually exclusive conditions. The algorithm is computationally 
expensive as many mutual information computations are required. 
 
Another prominent strategy for identifying a subset of the relatively more significant features in large da-
tasets is clustering-based feature selection. The characteristics features are clustered based on their close-
ness, and the best representative feature from each cluster is then selected. The disadvantage of the clus-
tering methods arises from the loss of performance due to overlap of clusters and influence of outliers. 
 
There are mainly four types of clustering techniques. The correlation-based clustering involves clustering 
features according to their correlation coefficient. The most representative feature from each cluster is cho-
sen after the features with strong correlation are clustered together. K-Means clustering algorithm groups 
the features depending on their distance from the cluster centroid. The most representative feature of each 
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cluster is chosen as a subset of features. Hierarchical clustering approaches group the features into hierar-
chical structures based on how similar these are. At various levels of the hierarchical structure, the most 
representative feature is chosen from each cluster. However, this approach, is inefficient while handling 
missing data or large datasets. The spectral clustering approach groups the features using a graph represen-
tation. The most representative feature of each cluster is chosen as a subset of features. computing eigen-
vectors for a high dimensional dataset can cause bottlenecks in this approach. 
 
This paper proposes two distinct strategies for implementing feature selection. These are based on a corre-
lation matrix generated from a raw dataset. The first technique analyses the correlation matrix to find key 
attributes that will be used to represent the neighbourhood. The second technique utilises an unsupervised 
clustering method on the correlation matrix to identify the key features that represent the complete cluster.  
 
The findings showed that the features obtained from these techniques improved the performance inter-
pretability by identifying key features and the corresponding performance. 
 
The remainder of this paper is structured as follows: Section 2 presents an overview of the literature on 
current feature selection approaches. Section 3 provides a description of the dataset that was used in this 
work. Section 4 discusses the approach of the feature selection strategies that have been developed. Section 
5 includes the Results and Discussion which: summarises the methodology outcomes utilising suggested 
feature selection methods. Section 6 concludes this paper by discussing the future trajectory of the work. 

2 Literature Review 

While dealing with a high dimensional dataset, it is beneficial and efficient to use filter-based feature selec-
tion methods as they do not need repeated training and evaluation and are independent of the model being 
used for training. The literature study will focus on methods based on correlation and clustering methods. 
 
The widely used feature selection method known as "Relief" assumes the features are linear in nature and 
only works for two-class situations.  This method is based on a distance-based metric function that weights 
each feature according to how relevant (correlation) it is to the target class [2]. The features with higher 
correlation to the target and lower correlation to other features were retained. The ReliefF [3], a Relief 
variant, can deal with multi-class problems and noisy datasets, but it is inefficient due to redundant features. 
ReliefF has been augmented by various other algorithms to handle the redundant features issue. 
 
Another popular method for correlation-based feature selection (CFS) [4] is based on a heuristic best first 
search approach. In this algorithm, correlation between features, and features to the target is computed. 
The algorithm then determines which features could be used together in a subset in a heuristic manner. The 
algorithm repeats the process for several feature subsets until a subset containing a lower average of fea-
ture-to-feature correlation and higher average of feature-to-the-target correlation is identified. The algo-
rithm is computationally expensive for a high dimensional dataset. 
 
Another Fast Correlation-Based Filter (FCBF) [5] algorithm removes both irrelevant and redundant features 
by calculating the symmetrical uncertainty which is the measure of relevance between the feature and the 
target. Beginning with the whole feature set, FCBF adopts a heuristic backward selection approach com-
bined with a sequential search strategy to eliminate unnecessary and duplicate features. The algorithm ter-
minates once there are no more characteristics to discard. The algorithm is able to reduce the features, 
while still maintaining high accuracy. However, the algorithm is computationally expensive. 



 
The algorithm maximum Relevancy Minimum Redundancy (mRMR) [6] is based on Mutual Information (MI), 
which is computed between the individual feature and target class for identifying feature relevancy. To han-
dle the redundant features, mutually exclusive conditions are applied. 
 
For clustering methods, one of the algorithms [7] is based on graph clustering to identify similar features for 
removing redundant features. Each cluster is ranked based on similarity measures, thereafter the top-
ranked clusters are selected and the representative features retained. Another method [8] clusters the fea-
tures based on the clustering chi-square statistical measure and then selects the most representative fea-
ture for each cluster. This approach utilises a modified K-Means clustering algorithm to form clusters. The 
method Multi Cluster feature selection [9] is based on a spectral clustering algorithm on the correlation 
similarity matrix between the features. The importance of each feature is assessed within each cluster using 
a non-parametric Wilcoxon rank-sum test, and the most relevant features are identified. 
 
A clustering method based on mutual information [10] starts with splitting the dataset into training and 
testing sets and then groups the features in the training set according to how relevant they are to the clas-
sification task using a supervised clustering algorithm. The clustering technique uses the mutual information 
between each feature and the class label as the distance metric. The most representative characteristic from 
each cluster is then chosen as the final set of features after the clusters are sorted according to their mutual 
information with the class label. A classifier is then trained using the selected features on the training set, 
and its performance is assessed using the testing set. 
 
A similar approach [11] uses a graph partitioning clustering algorithm. The data is represented as a graph 
and partitioned into clusters to select the most relevant feature from each cluster. Another method [12] is 
based on similarity measures to form clusters using hierarchical clustering algorithms. At each hierarchical 
level, both the intra-cluster and inter-cluster similarity score is computed based on which the features with 
each cluster are retained. This process continues until stopping criteria are met or the specified number of 
clusters are obtained. 
 
An approach for arrhythmia classification using a feature selection schema for creating an ensemble of clas-
sifiers [13] improves accuracy in high dimensional datasets by identifying relevant feature sets that affect 
classification. Multiple feature subsets are extracted, and classification models are built based on each sub-
set. The models are then combined using a voting approach to calculate each classifier score in the ensem-
ble. In an experimental study, the proposed method generated three top distinct feature sets, and three 
classifiers were constructed based on these subsets. The classifier ensemble using the voting approach sig-
nificantly improved classification accuracy in high dimensional datasets and led to a more stable classifica-
tion model. The performance of each classifier and the ensemble was compared to a classifier using the 
entire feature space of the dataset. 
 
Different feature selection methods have been compared [14] on the arrhythmia dataset to improve the 
accuracy of machine learning models for diagnosing heart disease. The two methods used are filters and 
wrappers, both of which perform well, but filters are faster. The paper finds that random forest with the 
wrapper method has the highest accuracy. The paper also suggests further investigation into the correlation 
of features and optimization for learning machines targeted on the arrhythmia dataset. A Gaussian naive 
Bayes classifier is also trained, and the paper finds that filters greatly improve the accuracy of this classifier. 
Support Vector Machines (SVMs) are also used, and the paper finds that an SVM classifier with feature se-
lection methods scores higher on the test set than that on the train set. 
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3 Dataset Description 

The Arrhythmia Dataset is a widely used dataset for research in the field of cardiac arrhythmia detection 
and classification. The dataset was initially created and made publicly available by the University of Califor-
nia, Irvine (UCI) Machine Learning Repository. The specific source reference for the dataset is "Arrhythmia 
Data Set" in the "UCI Machine Learning Repository" [15]. 
 
This dataset was collected to aid in the identification of various types of cardiac arrhythmias from regular 
12-lead ECG recordings. It consists of records from 452 patients, with each record containing 280 features. 
The features encompass clinical measurements derived from ECG signals, such as QRS length, R-R interval, 
P-R interval, Q-T interval, and other demographic information including sex, age, weight, and a cardiologist's 
recommendation. 
 
The primary objective of using this dataset is to classify patients into two categories: normal patients and 
those with one of the 15 different types of arrhythmias. The dataset poses challenges due to its high dimen-
sionality and the presence of missing values, which require appropriate pre-processing techniques. 
 
Researchers and machine learning practitioners often utilise this dataset as a benchmark for developing and 
evaluating arrhythmia detection algorithms, feature selection methods, and classification models. 
 
The dataset contains features that need pre-processing, some of which have missing values. In order to 
address this, the missing values were replaced with 0. Furthermore, certain features were removed from 
the dataset due to their numerous NaN values. Despite this, there are still 262 features available for analysis. 
In this paper, target variables are divided into two classes: normal patients and arrhythmia patients. 

4 Methodology 

This section describes the feature selection methods developed using Python. The feature selection meth-
ods are based on the correlation between the input features. An Arrhythmia dataset was used to perform 
the feature selection. The developed methods were further tested on machine learning algorithms and neu-
ral network models to compare their performance. 

4.1 CGN-FS: Correlation-based Greedy Neighbourhood Feature Selection method 

The method involves computation of feature-to-feature correlation values, thresholding the values and se-
lecting the features having the lowest correlation. This approach will hereafter be referred to as the Corre-
lation-based Greedy Neighbourhood Feature Selection method (CGN-FS). The anticipated output of the al-
gorithm is a subset of features from the main dataset. 
 
To pick the features, first a correlation matrix is generated. The correlation matrix would include the corre-
lation coefficient for each feature in relation to each of the other features in all possible pairs. The diagonal 
value of the correlation matrix, for each feature, represents the correlation coefficient value of the feature 
with itself which is equal to 1. The diagonal values are therefore excluded from the analysis. The absolute 
values of the element of the correlation matrix are then obtained. The correlation magnitude is represented 
by an absolute value in the matrix; the higher the value of the element, the more strongly the variables are 
related to one another. 
 



The absolute correlation values of the matrix are utilised to calculate various evaluation metrics, such as 
'sum' and 'count.' The cumulative total of the correlation values of each feature concerning all other features 
determines the ‘sum’ for each feature. The cumulative total for each feature is appended to the absolute 
correlation matrix under the column ‘sum’. 
 
Next, the count is determined by applying a threshold to the correlation values, which can range between 
0 and 1.00. Further analysis excludes the correlation values of the feature with respect to all other features, 
while the  features that exceed the threshold are identified as the neighbours of the feature. The count 
value, which corresponds to the number of these neighbours, is then added to a new column called 'count' 
in the absolute correlation matrix. 
 
The above metrics are computed for different threshold values. At each threshold value the selected fea-
tures are evaluated by two Machine Learning classifiers. The threshold value with best performance is final-
ised as the optimum threshold value. Starting with 0.50, the various threshold values used for testing are 
increase by 0.05.  After deriving the necessary metrices, the matrix is organised in descending order using 
the primary and secondary columns of "Count" and "Sum". Additionally, a flag labelled "Keep" is initialised 
for each feature. The neighbouring features are then marked as "Remove," while the flag for each feature 
remains as ‘Keep’. Ultimately, the list of features with the "Keep" flag exclusively assigned is retrieved. This 
final list represents the anticipated subset of features selected from the entire range. The process can be 
replicated on various datasets to obtain the chosen subset of features. 
 
Two models have been evaluated to assess their performance for each threshold value. With the help of a 
10- fold stratified cross-validation approach, these models are trained using a final subset of features that 
were generated using the CGN-FS methodology. For each of the two models, the accuracy mean and stand-
ard deviation were computed. The best performance is the one where the accuracy is maximum while the 
standard deviation of the accuracy is at a minimum. 
 
After calculating the needed components, the matrix is sorted using the primary and secondary columns of 
"Count" and "Sum" in decreasing order. A flag labelled "Keep" is initialised for each feature as well. The 
neighbours of each feature are then marked as "Remove," while the flag for each feature itself remains as 
‘Keep’. 
 
Finally, the list of features that only have the flag "Keep" assigned is retrieved. The expected subset of fea-
tures chosen from all the features is represented through this final list. This process could be repeated on 
different datasets to obtain the selected subset of features. 
 
The proposed method, Correlation-based Greedy Neighbourhood Feature Selection (CGN-FS), presents var-
ious advantages and limitations. On the positive side, CGN-FS efficiently detects pertinent features by means 
of feature-to-feature correlation computation. This results in an enhanced classification performance 
through the selection of informative features. The flexibility of the method enables customisation of the 
feature selection process by adjusting threshold values, making it applicable to various datasets and classi-
fication tasks. Nevertheless, the effectiveness of the approach is heavily dependent on the choice of the 
optimal threshold value, which can be challenging and reliant on the dataset. To maximise the benefits of 
CGN-FS, careful threshold selection and consideration of alternative evaluation metrics are crucial. 
 



7 

 

 

Fig. 1. Algorithm for CGN-FS: Correlation-based Greedy Neighbourhood Feature Selection method 

4.2 RCH-FSC: Region and Correlation based Heuristic Feature Selection with Clustering Analysis 

The clustering analysis uses an arrhythmia dataset, which is a high-dimensional dataset, as input for the 
analysis. The objective of this method is to carry out clustering of the input features and feature selection 
by selecting the features that represent the complete clusters produced by the clustering algorithm. The 
analysis used K-medoids clustering, which is an improved version of the conventional K-means clustering 
and is more resistant to noise and outliers. A medoid indicates the centre of a cluster as a data-point in the 
cluster rather than the mean point. Medoid is the data-point in the cluster that is nearest to the centre and 
has the least total distances from other locations. This developed method will be termed as Region and 
Correlation-based Heuristic Feature Selection with Clustering Analysis (RCH-FSC) method. This method is 
expected to produce a lower number of final subset features while not compromising on the performance. 
Initially, a correlation matrix is created for the dataset. The correlation matrix will include the correlation 
coefficients for each feature in relation to each other feature in all conceivable pairs. Next, the absolute 
correlation matrix is determined by taking absolute values. 
 
The distance matrix for the absolute correlation matrix is calculated. Knowledge of the linear or non- linear 
dependency between the two variables might be gained from the distance matrix. 
 
Next, the distance matrix is subjected to dimensionality reduction. For this purpose, a Principal Coordinate 
Analysis (PCoA) method, an improved version of the classical Principal Component Analysis, variant Multi-
dimensional Scaling (MDS) is used. PCoA is a graphical depiction of the matrix in a low dimensional space. 
This approach emphasises the differences between the features by visualising similarity of features. In PCoA 
with MDS, the issues arising due to unstable eigen decomposition and non-linear dissimilarities are handled 
by the algorithm. The number of principal components is determined by using a cumulative explained vari-
ance with a threshold of 50%. The threshold used for an explanation was 50% and the resultant number of 
principal components were 219 as a result. 
 
The K-medoids clustering method is applied to the resultant PCoA data that has been generated. The elbow 
technique and silhouette score are used to calculate the optimal number of clusters. The outcomes of the 
silhouette score depend on how well each feature fits into the cluster, which is crucial to the goal of the 



developing method. Thus, the silhouette score determines the K-value which is the number of clusters. K-
medoids attempt to lower the total sum of dissimilarities between the data-points of a cluster and its medoid. 
The datapoint in the cluster with the most central location is a medoid. As the medoids reflect the complete 
cluster, these medoids represent the final subset of the selected features. 
 
The RCH-FSC Method, which stands for Region and Correlation-based Heuristic Feature Selection with Clus-
tering Analysis, presents various benefits for selecting features in datasets with high dimensions. Through 
the utilisation of the K-medoids clustering algorithm, it can identify features that are representative and form 
complete clusters. This makes for a robust selection process, particularly when dealing with noise and anom-
alies. To lower dimensionality and capture both linear and non-linear relationships among characteristics, 
the principal coordinate analysis (PCoA) using Multi-dimensional Scaling (MDS) is additionally implemented. 
By means of silhouette scores, this approach can efficiently determine the optimal number of clusters, 
thereby ensuring a more effective feature subset. Furthermore, the algorithm strives to attain a compromise 
between reducing the feature set and classification effectiveness, resulting in a smaller feature selection 
without any significant decrease in overall accuracy. 

 

Fig. 2. Algorithm for RCH-FSC: Region and Correlation based Heuristic Feature  

Selection with Clustering Analysis 

5 Results and Discussion 

5.1 Correlation Method 

For clustering-based method, the arrhythmia dataset was utilised to perform the analysis. The final number 
of features used for feature selection were 262. 
 
Starting with 0.50, the various threshold values used for testing increased by 0.05. Three models have been 
evaluated to assess performance for each threshold value. With the help of a repeated 10-fold stratified 
cross -validation approach, these models were trained using a final subset of features that was generated 
using the CGN- FS methodology. For each of the two models, the accuracy mean, and standard deviation 
were computed. The best performance was taken as the one where the accuracy was maximum while the 
standard deviation of the accuracy was at minimum which occurred at 0.70 threshold. The number of keep 
values at the optimum threshold was 101 features. 
 
The algorithm was evaluated on two different machine learning models namely, logistic regression, and 
neural networks. The threshold 0.80 was selected as optimum and the logistic regression accuracy was 



9 

 

68.57% with a standard deviation of 3.87. For the neural network the best threshold was at 0.85 and number 
of features selected were 200 features and accuracy was 92.10% with standard deviation of 2.77. 
 
ReliefF was implemented for the same dataset used by the CGNFS algorithm. For ReliefF the model used for 
evaluation was logistic regression. The parameters required were the number of features to be selected 
which was 101 similar to the threshold value at .80. The obtained accuracy for the ReliefF method was 
70.36%. 

5.2 Clustering Method 

The clustering-based method was used to carry out the analysis of the arrhythmia dataset. During the fea-
ture selection process, a total of 262 features were utilised. Furthermore, the PCoA with MDS method was 
implemented for dimensionality reduction. This resulted in a total of 219 dimensions for 50% cumulative 
explained variance. 
 
Upon using the developed algorithm, 15 features were obtained for this particular dataset. Upon evaluating 
these 15 features with logistic regression, using the repeated (10 times) stratified 10 cross-validation 
method, an accuracy of 70.60% was achieved. The standard deviation was calculated to be 6.57. For com-
parison purposes, testing was conducted using all features with the repeated (10 times) stratified 10 cross-
validation method. The accuracy achieved was 72.36%, with a standard deviation of 7.25. Additionally, using 
the neural network for 15 features with repeated (10 times) stratified 10 cross-validation method resulted 
in an accuracy of 67.39%, with a standard deviation of 3.90. 
 

6 Conclusions 

The application of correlation and clustering-based feature selection methods on the arrhythmia dataset 
has proven to be a valuable approach for enhancing the efficiency and interpretability of the predictive 
models. The correlation-based approach has successfully identified features with low inter-feature correla-
tion, ultimately leading to a reduced feature set without compromising accuracy. This reduction in features 
has not only streamlined the modelling process but has also contributed to improved interpretability and 
robustness, consequently allowing for more meaningful insights into the underlying relationships between 
variables. 
 
On the other hand, the clustering-based approach has demonstrated its efficacy in selecting a compact set 
of 15 relevant features, with minimal trade-offs in accuracy (approximately 1.5%). By leveraging the patterns 
of data points in a 2D space and determining cluster centroids, this method has effectively highlighted key 
features that capture essential information for classification tasks. Thus, the ability of the clustering algo-
rithm to reduce feature dimensionality has led to a noticeable enhancement in model performance and 
interpretability. 
 
The combination of these two feature selection techniques offers a promising avenue for optimising ma-
chine learning models in various domains, especially when faced with high-dimensional datasets such as the 
arrhythmia dataset. Not only do they contribute to improve predictive accuracy, but they also provide a 
clearer understanding of the underlying data patterns, leading to more reliable and transparent decision-
making processes. As the field of feature selection continues to evolve, incorporating these methods can be 



significantly beneficial to practitioners seeking to develop efficient and effective machine learning models 
for real-world applications. 
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