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Abstract

Arctic cyclones pose the major weather hazard to the increasing human activity in the

summer-time Arctic, producing strong winds that can have large impacts on the deplet-

ing sea ice cover. Whilst the dynamics of mid-latitude cyclones have been studied for

decades, summer-time Arctic cyclones have received less attention. This thesis advances

our understanding of summer-time Arctic cyclone dynamics and their interaction with sea

ice.

In this work cyclone evolution in the summer-time Arctic is split into two classes. A

climatological analysis demonstrates that ∼65% of cyclones have a low-level-dominant

(LLD) vorticity structure during growth, whilst the remaining ∼35% have an upper-level-

dominant (ULD) vorticity structure and commonly develop with axisymmetric vortices on

the tropopause. These two subsets of cyclones have different characteristics, and hence,

this work represents a starting point for developing conceptual models in the future. How-

ever, regardless of structure during growth, summer-time Arctic cyclones tend to transi-

tion to a persistent columnar vortex structure after maturity, unlike mid-latitude cyclones.

The fundamental mechanisms by which friction and sensible heat fluxes over sea ice im-

pact summer-time Arctic cyclones are diagnosed using a potential vorticity framework,

with frictional processes identified as having different effects on the dynamics of LLD

and ULD cyclones. The results indicate that the columnar vortex structure of mature

summer-time Arctic cyclones with friction may be dynamically unstable, and an idealised

quasi-geostrophic model is used to characterise this instability. Finally, the sensitivity of

summer-time Arctic forecasts to sea ice coupling representation in a numerical weather

prediction model is examined. It is found that cyclones have a large impact on sea ice, but
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that cyclone forecasts are largely insensitive to sea ice coupling choice.

This thesis provides novel insights into summer-time Arctic cyclones, with regards to

their atmospheric dynamics and interaction with sea ice, providing a platform for further

research.
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Chapter 1

Chapter 1

Motivation

1.1 The Arctic: an environment undergoing rapid change

The Arctic is a fragile environment unlike any other on Earth. The Arctic, commonly de-

fined as those regions north of the Arctic circle at 66° 33’ N or north of the climatological

July 10°C isotherm (Arctic Portal, 2024), comprises the Arctic Ocean basin surrounded

by the northern landmasses of Scandinavia, Russia, the United States, Canada and Green-

land. Large portions of the ocean surface are covered by sea ice, whilst the surrounding

land is partially covered by glaciers and ice sheets, and is underlain by permafrost (Figure

1.1). The Arctic is an environment of extreme cold, seasonality, and weather, conducive

to a unique ecosystem that has adapted to the harsh conditions (Barry et al., 2013).

At the same time, the Arctic region is one the most rapidly changing environments in the

world, driven primarily by increasing temperatures as a result of anthropogenic climate

change. Since the 1970s the Arctic has warmed nearly four times faster than the global

average in a process called Arctic Amplification (Chylek et al., 2022; Rantanen et al.,

2022). The most visible sign of global warming and climate change in the Arctic is the

dramatic decline in sea ice, especially in summer (see Figure 1.1). Total sea ice extent has

shown a declining trend through all months, with the largest trend in September (Meier

et al., 2014). September Arctic sea ice extent during 1979–2023 has shown an average

decline of 12.2% per decade (National Snow and Ice Data Center, 2023; Figure 1.2). The

increasing temperatures are also contributing to the melting of Arctic land ice, contribut-

ing to global sea level rise (Aschwanden et al., 2019; Box et al., 2018), and the thawing

1



Chapter 1

Figure 1.1: Map of the Arctic region (with the Arctic circle marked by the bold solid black line)
and the main components of the cryosphere: sea ice, glaciers and ice sheets, and permafrost.
Adapted from Nordregio (2019) at https://nordregio.org/maps/components-of-the-cryosphere-in-
the-arctic/, designed by Eeva Turunen using permafrost and ground-ice data (Brown et al., 2002)
and sea ice data (U.S. National Ice Center et al., 2010) from National Snow and Ice Data Center.
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Chapter 1

of permafrost which is associated with the further release of greenhouse gases due to the

microbial breakdown of previously frozen organic carbon (Schuur et al., 2015).

Figure 1.2: Average September Arctic sea ice extent during 1979–2023 (black line) with lin-
ear trend (blue line) overlaid showing a decline of 12.2% per decade relative to the 1981–2010
average. Image courtesy of the National Snow and Ice Data Center (2023) at https://nsidc.org/sea-
ice-today/analyses/sun-sets-arctic-melt-season.

Climate-induced changes in Arctic terrestrial, ocean and sea ice environments are threat-

ening existing ecosystems (e.g.Barry et al., 2013), for example, polar bear populations are

exhibiting range contraction and decline (Bromaghin et al., 2015; Laidre et al., 2018). The

changing Arctic environment directly impacts human activity (e.g. Jaskólski, 2021), with

permafrost thaw and accelerated coastal erosion (due to reduced sea ice and increased

exposure to storm waves) threatening existing infrastructure (e.g. Isaev et al., 2019; Kar-

jalainen et al., 2019; Nicu et al., 2020). These abrupt environmental changes hinder the

hunting opportunities of indigenous communities (e.g. Hauser et al., 2021) and threatens

their way of life (Irrgang et al., 2019; Jaskólski, 2021).
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1.2 An emerging focus on Arctic weather forecasting

The transformation of the Arctic environment is destabilising to the existing ecosystems,

whilst also offering new economic potential. The loss of sea ice increases the accessibil-

ity of the Arctic, especially in summer, opening up opportunities for resource extraction,

shipping and tourism (Andrew, 2014; Stephenson et al., 2011). The Arctic is abundant

in natural resources, with geological assessments estimating that ∼30% and ∼13% of

the Earth’s undiscovered natural gas and oil respectively are present in the Arctic circle

(Bird et al., 2008; Gautier et al., 2009). Reductions in sea ice extent and thickness permit

increased maritime activities, with increasing interest in transit shipping via the North-

ern Sea Route and Northwest Passage during the summer (Arctic Council, 2009). These

routes offer considerable reductons in distance between European and Pacific ports com-

pared to traditional shipping routes via the Suez and Panama Canals (Figure 1.3), and will

become an increasingly viable option for non-specialised open water vessels as sea ice

continues to decline in the coming decades (Melia et al., 2016).

Figure 1.3: Arctic shipping routes: (a) The Northwest Passage and (b) The North-
ern Sea Route (red dashed lines) compared to traditional routes via the Panama
and Suez Canals respectively (yellow dashed lines). Image produced by discover-
ingthearctic.org at https://discoveringthearctic.org.uk/arctic-challenges/troubled-water/northwest-
northeast-passages/.
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As human activity increases in the Arctic, it is going to be increasingly exposed to the

hazards of the Arctic environment. For example, in November 2021 more than 20 ships

became stranded in thick ice along the eastern part of the Northern Sea Route after ear-

lier than expected freeze-up and challenging sea ice conditions associated with strong

winds of up to 30 m s−1 took shippers by surprise (High North News, 2021; The Barents

Observer, 2021). Operations in the Arctic require detailed information about the spatial

distribution of sea ice. Although 2007 had the third lowest pan-Arctic sea ice extent on

record at the time of writing, throughout the summer the Northern Sea Route was blocked

by sea ice, illustrating that reduced total Arctic sea ice extent does not guarantee open

shipping routes (Melia et al., 2016). These examples demonstrate the need for accurate

forecasts of weather and sea ice for supporting operations in the Arctic.

Indeed, in recent years there has been increased focus on weather in the polar regions,

which have previously received less attention than tropical and mid-latitude regions (e.g.

Jung et al., 2013). Numerical weather prediction (NWP) in the Arctic is more challenging

than lower latitude regions due to the relative scarcity of in-situ observations (e.g. Naakka

et al., 2019) and difficulties assimilating satellite data over snow and sea ice (Lawrence

et al., 2019) to constraint forecast initial conditions. Recently in NWP there has been

an advance towards Earth system models with coupled atmosphere, ocean and sea ice

(e.g. Keeley and Mogensen, 2018; Smith et al., 2018), which has the potential to im-

prove Arctic forecasts where these three Earth system components intersect. Improved

predictions of Arctic weather are not just beneficial for supporting human activity in the

Arctic, but also for improving mid-latitude forecasts due to linkages in the weather in the

two regions (e.g. Jung et al., 2014; Lawrence et al., 2019). Jung and Matsueda (2016)

assessed the forecast skill of nine different global NWP systems in the Arctic, and found

that forecast skill for 500 hPa geopotential height and 2 m temperature was comparable

to mid-latitudes, but more variable, and that analysis uncertainty was larger in the Arctic.

The performance of NWP forecasts for individual weather events in the Arctic, which is

of greater interest to end users (especially in summer when the Arctic is most accessible

to human activity), has received less attention.
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1.3 Summer-time Arctic cyclones

Arctic cyclones are the dominant weather hazard in the Arctic. Arctic cyclones are

synoptic-scale low pressure systems in the Arctic that can be generated locally, or origi-

nate in the mid-latitudes before moving poleward into the Arctic. These systems produce

some of the most impactful Arctic weather, with extreme surface winds and ocean waves

(Thomson and Rogers, 2014; Waseda et al., 2018, 2021) that can have large impacts on

sea ice (Asplin et al., 2012; Lukovich et al., 2021; Peng et al., 2021). Figure 1.4 indicates

the presence of an Arctic cyclone in the East Siberian Sea in early November 2021, which

was likely responsible for the strong winds and rapidly changing sea ice conditions that

trapped ships on the Northern Sea Route at this time (High North News, 2021; The Bar-

ents Observer, 2021).

Figure 1.4: Map of 850 hPa wind speed (shading) and mean sea level pressure (grey contours) at
12Z 02 November 2021, with the magenta circle highlighting an Arctic cyclone. Plot produced by
Ben Harvey from ECMWF operational analysis.

The focus of this thesis is Arctic cyclones that occur during the summer, when the Arctic

is most accessible to human activity. In this thesis summer is defined as May-September,

capturing the main period of sea ice melt in the Arctic. Case studies of extreme cyclones

have indicated that summer-time Arctic cyclones can be extremely long-lived and have
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a different lifecycle to mid-latitude cyclones (Aizawa and Tanaka, 2016; Simmonds and

Rudeva, 2012; Tanaka et al., 2012; Tao et al., 2017; Yamagami et al., 2017). The best

known example is the Great Arctic cyclone of 2012 (henceforth C12), due to it being

the strongest August Arctic cyclone on record and its long lifetime of almost 13 days

(Simmonds and Rudeva, 2012). C12 was also noteworthy due to its large size (Figure

1.5), and the fact that it achieved a long-lived axisymmetric vortex structure after matu-

rity (Aizawa and Tanaka, 2016). This structure has also been identified in other extreme

summer-time Arctic cyclones (e.g. Vessey et al., 2022), and is a striking contrast to mid-

latitude cyclones which have a tilted asymmetric structure and dissipate quickly after ma-

turity. However, it is not clear how typical these cases are, and whether there are different

varieties of cyclone evolutions in the summer-time Arctic. While different varieties of cy-

clone evolution in the mid-latitudes are relatively well understood (e.g. Bjerknes, 1919;

Shapiro and Keyser, 1990), conceptual models for Arctic cyclones have yet to be estab-

lished. Previous literature on summer-time Arctic cyclones has been mostly constrained

to case studies and has been descriptive in nature, with less focus on the atmospheric

dynamics of these systems. In particular, our understanding of the axisymmetric vortex

phase of summer-time Arctic cyclones is lacking.

The interaction between Arctic cyclones and sea ice is an important consideration in sum-

mer, when the ice extent and thickness is reduced. The record-low sea ice extent in 2012

was shown to be exacerbated by C12, due to enhanced ice melt associated with increased

ocean heat transport and strong winds (Zhang et al., 2013). As ice cover continues to

thin it will become increasingly vulnerable to the impacts of cyclone activity. Changing

sea ice cover also impacts the overlying atmosphere, which will likely feed back on the

development of Arctic cyclones. For example, a reduction in sea ice extent means that

more of the ocean surface is exposed, associated with an increase in heat transfer from the

surface to the atmosphere and potentially increased energy for Arctic cyclones in summer

(Simmonds and Keay, 2009). In addition, as the climate warms, the summer-time Arctic

is becoming increasingly dominated by the marginal ice zone (MIZ; Rolph et al., 2020;

Strong and Rigor, 2013), a band of fragmented ice floes separating the ice-free ocean and

the main ice pack (Figure 1.6). Sea ice in the MIZ is thinner, more mobile, and rougher
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Figure 1.5: (a) The 3-hourly track positions of C12 (grey dots) during 09Z 2 August - 03Z 15
August 2012 from the TRACK algorithm (Hodges, 1995). The red and blue dots mark the start and
end time respectively, whilst the magenta and green dots mark the time of maximum growth rate
and maximum intensity respectively. (b) Satellite image on 6 August 2012 when the cyclone was at
it’s maximum intensity. Image by Jeff Schmaltz, LANCE/EOSDIS Rapid Response (courtesy of
NASA Earth Observatory, https://earthobservatory.nasa.gov/images/78812/2012-arctic-cyclone).
Geographical references overlaid in red, and the approximate cyclone center marked by the green
dot, were added by Hannah Croad.

than pack ice, such that interactions with atmospheric weather systems like Arctic cy-

clones may be enhanced in summer. However, the mechanisms by which the surface

impacts cyclone evolution in the Arctic are not well understood at present.

That our understanding of the physical mechanisms acting in Arctic cyclones is incom-

plete is epitomised by the fact that the forecast skill of Arctic cyclones is lower than that

of mid-latitude cyclones in the Northern Hemisphere (Capute and Torn, 2021; Yamagami

et al., 2018a). Yamagami et al. (2018a) found that the forecast skill for 10 “extraordinary”

summer-time Arctic cyclones was lower than that of mid-latitude cyclones in the North-

ern Hemisphere across 5 different forecasting systems. For example, a 500 km position

error of summer-time Arctic cyclones was found at 3.5–5 days (Yamagami et al., 2018a),

compared to 5–6 days for Northern Hemisphere mid-latitude cyclones (Froude, 2010), al-

though this is more similar to Southern Hemisphere mid-latitude cyclones (Froude, 2011).

Yamagami et al. (2018b) examined the predictability of C12 in detail, showing that ac-
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Figure 1.6: The marginal ice zone at 50 ft. Photo taken by Ian Renfrew onboard the research
aircraft during the Arctic Summer-time Cyclones field campaign (Flight 364 on 30 July 2022).

curate forecasts of the position and intensity were not available until 2–3 days before it

reached maximum intensity, and that the best forecasts were produced by the ensemble

members that captured the upper-level vortex dynamics. The relative sparsity of the obser-

vation network and consequent larger uncertainty in initial conditions are likely one of the

reasons for the lower forecast skill. However, the case of C12 illustrates that certain syn-

optic situations in the summer-time Arctic can also limit predictability, and demonstrates

the need for improved understanding of the mechanisms that determine Arctic cyclone

dynamics. It might be expected that recent progress in developing coupled NWP systems

would improve weather forecasts of Arctic cyclones, due to the capability to represent

complex interactions between the atmosphere, ocean and sea ice. However, this is yet to

be examined or established.

1.4 Aims of the thesis

As motivated in the previous section, there are many gaps in our knowledge of the physical

mechanisms acting in summer-time Arctic cyclones, with regards to their atmospheric dy-

namics and their interaction with sea ice. Furthermore, the impact of coupled atmosphere-

ocean-sea ice in NWP models on forecasts of summer-time Arctic cyclones has not yet
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been assessed. On these matters, the thesis addresses the following key questions (KQs):

1. What is the variability in the occurrence of summer-time Arctic cyclones, and can

they be categorized into classes with distinct structural evolutions and characteris-

tics?

2. By what mechanisms does the surface impact summer-time Arctic cyclone evolu-

tion?

3. Which physical parameters determine the dynamics and stability of summer-time

Arctic cyclones during their axisymmetric columnar vortex phase, and what is the

impact of surface processes?

4. How does sea ice coupling representation impact weather forecasts of summer-time

Arctic cyclones in NWP?

KQs 1–3 deal with the dynamics of summer-time Arctic cyclones, whilst KQ 4 concerns

their representation in NWP models. Each of these KQs broadly corresponds to a work

chapter in the main body of the text (Chapters 3–6), although there is some overlap (see

details below). More specific research questions are posed in each of the work chapters.

1.5 Structure of the thesis

Prerequisite background theory and literature underpinning the main scientific results of

the thesis are presented in Chapter 2. The four chapters comprising the main body of this

thesis are re-formatted papers (Chapters 3–6), with further specific literature reviewed at

the start of each of these work chapters. To ensure the papers can stand alone, some in-

troductory material from Chapter 2 is repeated in the work chapters, though efforts have

been made to minimize this repetition.

In Chapter 3 (“The role of boundary layer processes in summer-time Arctic cyclones”,

published in Weather and Climate Dynamics in July 2023), the fundamental frictional

and thermodynamic mechanisms by which the surface impacts the evolution of summer-

time Arctic cyclones are examined, focusing on two cases from summer 2020. The two

10



Chapter 1

case studies have contrasting development, with one being low-level dominant (LLD) in

terms of vorticity structure, and the other being upper-level dominant (ULD). This chap-

ter predominantly focuses on answering KQ2, but is presented first as the method and

terminology used in Chapter 4 are first introduced here (thereby also touching on KQ1).

Answering KQ1 is the main focus of Chapter 4 (“A climatology of summer-time Arctic

cyclones using a modified phase space”, published in Geophysical Research Letters in

November 2023). In this chapter a climatology of the structure of summer-time Arctic

cyclones is performed from 1979–2021, building on Chapter 3 by formalising the LLD or

ULD development classification for summer-time Arctic cyclones and investigating the

characteristic cyclone behaviour of the two groups.

The results from Chapters 3 and 4 indicate that the axisymmetric columnar vortex struc-

ture of mature summer-time Arctic cyclones with friction may be dynamically unstable.

The focus of Chapter 5 (“The stability of axisymmetric vortex columns with friction and

relevance to summer-time Arctic cyclones”, a paper in draft format that will be submit-

ted to Journal of the Atmospheric Sciences after some further analysis) is to quantify the

instability of this vortex setup with friction using an idealised model, and then relate the

results to the real world (answering KQ3).

In Chapter 6 (“Examining the sensitivity of ECMWF IFS weather forecasts to sea ice

coupling for the summer-time Arctic and cyclones”, published in Quarterly Journal of

the Royal Meteorological Society in January 2025), the impact of sea ice coupling rep-

resentation in an operational NWP model on forecasts of summer-time Arctic cyclones

during a summer period in 2020 are examined, thereby answering KQ4.

A summary and discussion of the main findings of the four work chapters follows in

Chapter 7. Suggestions for future work arising from this thesis are also provided.
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Chapter 2

Background theory and literature review

2.1 Extratropical atmospheric dynamics

In order to discuss the dynamics of extratropical cyclones, it is useful to first introduce

the concepts of atmospheric balance, potential vorticity (PV) and baroclinic instability.

Differences between the atmospheric dynamics of mid-latitude and polar regions are also

discussed.

2.1.1 Atmospheric balance

The fundamentals of large-scale atmospheric balance have been covered in many mete-

orological textbooks (e.g. Hoskins and James, 2014; Vallis, 2017), but the basic con-

cepts are stated here for completeness. In the extratropics, large-scale motions are close

to geostrophic and hydrostatic balance. These balances can be written in terms of a

geostrophic streamfunction (which is related to perturbations in pressure), ψg:

ug = −∂ψg
∂y

, vg =
∂ψg
∂x

, b′ = f0
∂ψg
∂z

(2.1)

where (ug, vg) is the geostrophic wind, b′ = g θ
′

θ0
is the buoyancy (θ is potential temper-

ature, θ′ is the horizontal potential temperature anomaly from a reference value θ0, g is

the gravitational acceleration), f0 = 2Ωsin(ϕ) is the Coriolis parameter (i.e. the vertical

component of the planetary vorticity at given latitude where Ω is the angular velocity of

the Earth and ϕ is the latitude), and x, y, z are the zonal, meridional and vertical coordi-

nates respectively. In combination, these equations imply thermal wind balance, relating
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horizontal temperature gradients to vertical gradients in horizontal wind:

∂ug
∂z

= − 1

f0

∂b′

∂y
,

∂vg
∂z

=
1

f0

∂b′

∂x
,

∂ξg
∂z

=
1

f0
∇H

2b′ (2.2)

where ξg =
∂vg
∂x

− ∂ug
∂y

is the vertical component of the geostrophic relative vorticity, and

∇H
2 is the horizontal Laplacian.

2.1.2 Potential vorticity

PV is one of the most important unifying concepts in meteorology, first introduced by

Rossby (1940) and Ertel (1942), describing the atmosphere’s dynamic and thermal state.

The Rossby-Ertel PV (P ) is a measure of the circulation of a fluid parcel between two

potential temperature surfaces (i.e. isentropes), defined as:

P =
1

ρ
ζ⃗a · ∇θ (2.3)

where ρ is the density of air, ζ⃗a is the absolute vorticity (the sum of the planetary and

relative vorticity), and ∇ is the three-dimensional gradient operator. It was demonstrated

by Ertel (1942) that P is conserved following fluid parcels (i.e. DP
Dt

= 0) for adiabatic and

frictionless motions. A typical order of magnitude of P for the mid-latitude upper tro-

posphere is 10−6 K m2 kg−1 s−1, and this quantity is referred to as 1 “potential vorticity

unit” or PVU. P generally increases with latitude (with increasing planetary vorticity),

and with height from the troposphere into the stratosphere (due to increasing stratifica-

tion), with the tropopause commonly defined to be the 2 PVU surface (referred to as the

“dynamic tropopause”).

PV is a powerful concept due to its conservation law, but also due to its invertibility. The

“invertibility principal” states that if the global distribution of PV is known, then (with

specified balance and boundary conditions) the PV field can be inverted to obtain the

wind and potential temperature fields everywhere in the domain (Hoskins et al., 1985).

This is most readily demonstrated mathematically by considering quasi-geostrophic (QG)

PV (QGPV), a quantity whose advection on horizontal surfaces mimics the advection of

the full Rossby-Ertel PV under the approximations of QG theory (in which it is assumed
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that the atmosphere stays close to geostrophic balance; e.g. Chapter 5 in Vallis, 2017).

QGPV is conserved following the horizontal geostrophic flow in the absence of friction

and diabatic effects:

QGPV = f0 + βy︸ ︷︷ ︸
f

+∇H
2ψg︸ ︷︷ ︸
ξg

+
1

ρ

∂

∂z

(
ρ
f0

2

N2

∂ψg
∂z

)
(2.4)

where the planetary vorticity f is assumed to vary linearly with the meridional gradient

β = 2Ωcos(ϕ)
a

(i.e. the β-plane approximation where a is the Earth’s radius) and N =√
g
θ
∂θ
∂z

is the Brunt-Väisälä frequency. By making the Boussinesq approximation (i.e. that

ρ and N are approximately constant) and assuming that β is small (a valid assumption in

the polar regions), the QGPV anomaly from the background planetary vorticity is given

by:

q = QGPV − f0 = ∇H
2ψg +

f0
2

N2

∂2ψg
∂z2

=

(
∂2

∂x2
+

∂2

∂y2
+
f0

2

N2

∂2

∂z2

)
ψg = ∇̂2ψg (2.5)

where ∇̂2 is the three dimensional Laplacian with the vertical coordinate scaled by f0
N

.

This is a form of Poisson equation, where q can be inverted mathematically given suitable

boundary conditions to find the geostrophic streamfunction, ψg. Equation 2.5 describes

how a PV anomaly influences the streamfunction equally in all directions, thereby induc-

ing anomalies in wind and buoyancy (via Equation 2.1) that decay with distance from

the anomaly. This principle is called “action-at-a-distance”. Whilst demonstrated with

QGPV with approximations for the sake of mathematical simplicity, this concept is also

true for the full Rossby-Ertel PV (e.g. Hoskins et al., 1985).

Schematic diagrams showing the inversion of isolated PV anomalies to obtain their associ-

ated circulation and potential temperature fields are presented in Figure 2.1. In the North-

ern Hemisphere, a lowering of the tropopause is associated with an upper-level positive

PV anomaly (Figure 2.1a), which corresponds to a cyclonic circulation and an increase

in static stability, with a tropospheric cold anomaly established below due to isentropes

bowing upwards towards the positive PV anomaly. In contrast, a rising of the tropopause
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Figure 2.1: A schematic diagram adapted from Hoskins and James (2014, Figure 10.4,
originally Figure 15 in Hoskins et al., 1985) showing the inversion of isolated (a) pos-
itive and (b) negative PV anomalies (stippled) on the tropopause (yellow line) in the
Northern Hemisphere. The inversion of the PV anomalies gives the wind (with red
and blue lines denoting wind into and out of the page respectively) which is cy-
clonic in (a) and anticyclonic in (b), and potential temperature (black lines) fields.

© 1985 Royal Meteorological Society. Reproduced with permission from Wiley.

is associated with an upper-level negative PV anomaly (Figure 2.1b), corresponding to

an anticyclonic circulation and a decrease in static stability with a tropospheric warm

anomaly below.

2.1.3 Baroclinic instability

Baroclinic instability is the primary growth mechanism of extratropical cyclones, and oc-

curs in regions of strong horizontal temperature gradients. On the planetary scale, the

mid-latitude regions are characterised by a strong meridional temperature gradient be-

tween the relatively warm equatorial regions and cold polar regions, associated with ver-

tical shear in zonal wind due to thermal wind balance (Equation 2.2). This leads to an

upper-level mid-latitude jet, and a basic state that is dynamically unstable to small per-

turbations. These small perturbations can grow (converting potential energy into kinetic

enegy) into cyclones which act to mix warm air polewards and cold air equatorwards (i.e.

ultimately reducing the meridional temperature gradient).

The baroclinic instability mechanism can be understood as arising from the vertical in-

teraction between two Rossby waves (PV-conserving motions owing their existence to

the meridional gradient of PV; also see Section 2.1.4) that are out of phase in the zonal

direction (e.g. Heifetz et al., 2004). The concept can be understood in the simplest way

by considering an upper-level PV anomaly that is positioned over a low-level baroclinic
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Figure 2.2: A schematic diagram from Hoskins et al. (1985, Figure 21) of baro-
clinic instability with an upper-level positive PV anomaly positioned over a low-
level baroclinic zone (as described in the text). The circulation induced by the
upper-level PV anomaly is marked with black arrows in (a), with the resulting
low-level warm anomaly and induced circulation marked with white arrows in (b).

© 1985 Royal Meteorological Society. Reproduced with permission from Wiley.

zone, with a mean state where upper-level PV increases with latitude and low-level tem-

perature decreases with latitude (see schematic in Figure 2.2). An upper-level positive PV

anomaly (e.g. a trough in the jet stream) is associated with a cyclonic circulation, that is

greatest in the upper levels but extends down to the surface through action-at-a-distance

(Figure 2.2a). The cyclonic circulation near the surface acts to distort the meridional

temperature gradient, moving warm air polewards ahead of the PV anomaly, and cold air

equatorwards behind. A warm anomaly at the surface can be thought of as resulting from

a positive PV anomaly concentrated at the surface (Bretherton, 1966), and therefore is

associated with its own cyclonic circulation. Through action at-a-distance, this cyclonic

circulation extends to the upper-levels, with equatorward flow behind the warm anomaly

advecting higher-PV air equatorward and amplifying the upper-level PV anomaly (Figure

2.2b). Hence, the upper and lower level circulations are acting to enhance the other in

mutual amplification, leading to the growth of a baroclinic wave.

Necessary (but not sufficient) conditions for baroclinic instability arise from mathematical

stability analysis of idealised basic states (e.g. Charney and Stern, 1962; Pedlosky, 1964).
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A key result that emerges is the Charney-Stern-Pedlosky (CSP) condition for instability,

which is satisfied (i.e. indicating that baroclinic instability is possible) by several criteria

(e.g. Section 9.4.3 in Vallis, 2017), essentially requiring that the meridional gradient of

PV exhibits both positive and negative values somewhere in the domain (e.g. Section 14.2

in Hoskins and James, 2014). This condition is required for the phase locking and mutual

amplification mechanism described above to occur, and is typically manifested in the

atmosphere via a positive gradient of PV in the upper troposphere and a negative gradient

of PV at the surface associated with the equator-to-pole reduction of surface temperature.

2.1.4 Polar vs. mid-latitude regions

The equator-pole meridional temperature gradient is strongest in the mid-latitudes, so the

baroclinic instability mechanism associated with the upper-level jet stream is more rele-

vant to the mid-latitudes than the polar regions. However, some cyclones may be initiated

in the mid-latitudes before moving into the Arctic region. Furthermore, horizontal tem-

perature gradients can also be established regionally (e.g. due to a land-sea contrast),

which means that baroclinic instability can still be a relevant mechanism away from the

mid-latitude jet. In particular, the Arctic coastline is associated with a strong horizontal

temperature gradient in summer between the relatively warm land to the south and the

colder ocean to the north. This baroclinic zone is commonly referred to as the “Arctic

Frontal Zone”, and is discussed in more detail in Section 2.2.3.

The mid-latitude flow is dominated by Rossby waves (e.g. alternating troughs and ridges

on the jet stream), key to which is the planetary vorticity which increases with latitude.

The planetary vorticity (f ) is greatest at the poles, however, its meridional gradient (β)

is very weak in polar regions, such that conditions are less favourable for Rossby wave

propagation. Woollings et al. (2023) performed a lag correlation analysis of 500 hPa

geopotential height (Figure 2.3) to highlight the typical observed flow structures as a

function of latitude (in the Southern Hemisphere, although the results are qualitatively

true for the Northern Hemisphere also). There is a clear signature of Rossby wave-like

behaviour at 45°S, with eastward propagation of alternating wave packets (Figure 2.3a).

A similar flow structure is observed at 60°S, although the zonal propagation of wave pack-
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ets is weaker (Figure 2.3b). Further poleward at 75°S no wave-like behaviour is seen on

average, with Figure 2.3c illustrating a coherent vortex embedded within broader annuler

flow. Woollings et al. (2023) suggest that the flow in polar regions can be conceptualised

as an interplay between geostrophic turbulence and Rossby wave propagation (like mid-

latitudes; e.g. Rhines, 1975), but with a larger dominance of turbulent flow compared

to mid-latitude regions. Hence, isolated vortices often dominate in the polar regions (al-

though some wave-like structures do occur), with one example being “tropopause polar

vortices”, which are commonly observed features of the summer-time Arctic (discussed

in more detail in Section 2.2.3). The authors also suggest that high-latitude waves are less

dispersive, due to a smaller value of β, so that downstream development does not play

such a strong role in the decay of eddies as it does in mid-latitudes. This may result in

more persistent weather phenomena in the polar regions (Woollings et al., 2023).

2.2 Extratropical cyclones

Extratropical cyclones, synoptic-scale low pressure systems, are the primary weather sys-

tems outside of the tropics. In this section the characteristics of extratropical cyclones are

discussed. Firstly a cyclone phase space for classifying a spectrum of cyclone structures

is introduced, followed by a brief overview of discrete conceptual models used for clas-

sifying mid-latitude cyclones. Following this, a review on the current state of knowledge

Figure 2.3: Adapted from Woollings et al. (2023, Figure 7). Lag correlation of daily mean 500 hPa
geopotential height at (a) 45°S, (b) 60°S and (c) 75°S, calculated at 12 base points equally spaced
around the hemisphere and then averaged over the period 1979–2018 in the December-January-
February season. The contour interval is 0.1 (red and blue lines indicating positive and negative
correlations respectively) with the zero correlation lines omitted.

Reproduced under the terms of the Creative Commons Attribution 4.0 License.
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of summer-time Arctic cyclones is provided.

2.2.1 Cyclone structure in cyclone phase space

A cyclone phase space for objectively classifying the structure of cyclones throughout

their lifecycle was proposed by Hart (2003). The cyclone phase space provides a flexible

approach towards classification of cyclone structure, allowing for a continuum of struc-

tures, and is suitable for classifying both tropical and extratropical cyclones. The cyclone

phase space describes a cyclone’s thermal asymmetry (i.e. whether it is axisymmetric and

non-frontal or asymmetric and frontal), and its thermal wind structure (whether it is warm-

core and cyclonic winds decrease with height, or cold-core and cyclonic winds increase

with height). The thermal asymmetry of a cyclone is defined as the storm-motion-relative

900–600 hPa thickness asymmetry across a cyclone within a 500 km radius of it’s centre:

B = h
(
Z600 hPa − Z900 hPa|R − Z600 hPa − Z900 hPa|L

)
(2.6)

calculated by splitting a cyclone into two semi-circles that are to the right (R) and left (L)

of the cyclone motion vector, where Z is isobaric height, the overbar indicates the areal

mean over a semi-circle, and h takes the value of +/-1 in the Northern/Southern Hemi-

sphere. This parameter essentially captures the horizontal temperature gradient across

a cyclone, since the thickness of a layer is proportional to its average temperature. A

threshold of B = 10 m is used for classification, below which a cyclone is considered to

be symmetric, and above which a cyclone is considered to have an asymmetric structure.

The cyclone thermal wind structure is determined by the vertical gradient of the cyclone

isobaric height perturbation on a pressure level (∆Z = Zmax − Zmin):

∂(∆Z)

∂lnp

∣∣∣∣p1
p2

= −|VT | (2.7)

calculated in both a lower layer (p1 = 600 hPa, p2 = 900 hPa) and upper layer (p1 = 300

hPa, p2 = 600 hPa) of the troposphere using a linear regression fit to give a scaled ther-

mal wind (−|VT |), where p is pressure. In essence, this parameter describes whether the

cyclone winds increase or decrease with height in a layer. If −|VT | is positive, then wind

speed decreases with height, indicative of a warm-core cyclone by thermal wind balance
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(Equation 2.2), whilst a negative −|VT | indicates increasing wind speed with height and

a cold-core cyclone.

The structure of a cyclone throughout its lifetime can be plotted in a phase space diagram

defined by Equations 2.6 and 2.7, as demonstrated in Figure 2.4 for a mid-latitude cy-

clone (Figure 2.4a) and a tropical cyclone (Figure 2.4b) respectively (showing only the

thermal wind in the lower layer for brevity). Mid-latitude cyclones are characterised by

high asymmetry that peaks during their growth phase, consistent with growth by baro-

clinic instability which requires horizontal temperature gradients, in contrast to tropical

cyclones which are symmetric. Tropical cyclones are warm-core systems (throughout the

troposphere), whilst mid-latitude cyclones can be warm-core or cold-core in different ver-

tical layers depending on their dynamics. In Figure 2.4a the mid-latitude cyclone has a

cold-core structure, although some mid-latitude cyclones can develop a warm seclusion

which would lead to a low-level warm-core structure (see Section 2.2.2).

Figure 2.4: Adapted from Hart (2003, Figures 4a and 5a). The lifecycle of (a) a mid-latitude
cyclone and (b) a tropical cyclone in the cyclone phase space diagram, with 6-hourly markers
starting at “A” and ending in “Z”, with darker shading and larger markers indicating a stronger
cyclone.

© American Meteorological Society. Used with permission.

The objective nature of a cyclone phase space means that theoretically it can be used to

examine the lifecycle of Arctic cyclones without any substantial alterations (although in

practice it is beneficial to make some minor changes to improve suitability for the Arctic
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environment and optimise scientific understanding). However, the lifecycles of Arctic

cyclones have not previously been examined in the cyclone phase space. A modified

form of the cyclone phase space is presented in Chapter 4.

2.2.2 Other approaches to cyclone classification

Although in nature the evolution of cyclone structure occurs on a spectrum of behaviours,

conceptual models and classification schemes have been developed to explain variabil-

ity in extratropical cyclone dynamics and to enhance understanding. The classification

approaches presented here have been based on the observation and study of mid-latitude

cyclones.

The lifecycles of mid-latitude cyclones are highlighted by conceptual models (two of

which are described here for the purpose of introducing the key features of extratropical

cyclones). One of the first such models was the Norwegian cyclone model (Bjerknes,

1919; Bjerknes and Solberg, 1922) which describes a cyclone as consisting of a warm

and a cold air mass separated by sharp boundaries (i.e. fronts). The model describes the

development of a frontal wave into a eastward-travelling low pressure system with the

warm air mass (i.e. the “warm sector”) flanked by a warm front ahead and a cold front

to the rear (Figure 2.5a). The cyclone continues to grow, but ultimately cold air from the

rear side of the cyclone cuts off the warm sector forming an occlusion (Figure 2.5a), at

which point the cyclone starts to weaken (Schultz and Vaughan, 2011). Although con-

structed from relatively sparse near-surface observations, the core principles of the Nor-

wegian model remain largely adequate to describe mid-latitude cyclone evolution in the

present day. However, more modern observations collected from field campaigns in the

1980s suggested that not all cyclones evolve in the same manner. Using these observa-

tions, Shapiro and Keyser (1990) proposed a new conceptual model for the lifecycles of

mid-latitude cyclones. This Shapiro-Keyser model differs from the Norwegian model in

that frontal fracture occurs near the cyclone centre, with the cold front becoming oriented

perpendicular to the warm front in a characteristic “T-bone” structure (Figure 2.5b). In

the occlusion process, warm air becomes wrapped up and trapped in the cyclone centre

(indicated by a “bent-back” warm front), forming a warm seclusion (Figure 2.5b), after
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which the cyclone weakens (Schultz and Vaughan, 2011).

Figure 2.5: Adapted from Schultz and Vaughan (2011, Figures 2 and 12). The (a) Norwegian
and (b) Shapiro-Keyser conceptual models of cyclone evolution showing (top) lower-tropospheric
geopotential height and fronts, and (bottom) lower-tropospheric potential temperature. (a) Nor-
wegian cyclone model: (I) incipient frontal cyclone, (II) and (III) narrowing warm sector, (IV)
occlusion; (b) Shapiro-Keyser cyclone model: (I) incipient frontal cyclone, (II) frontal fracture,
(III) frontal T-bone and bent-back front, (IV) frontal T-bone and warm seclusion.

© American Meteorological Society. Used with permission.

Taking a more process-based approach, Petterssen and Smebye (1971) proposed that mid-

latitude cyclones can be classified as one of two types, based on the relative contribution

of the lower- and upper-level forcing during cyclogenesis. Type A cyclones are those

where the low-level forcing dominates the cyclone growth, forming in a low-level baro-

clinic region with no pre-existing upper-level trough (although one may develop as the

cyclone grows). In contrast, Type B cyclones are those where the upper-level forcing

dominates cyclone growth, where an upper-level trough moves over a relatively weak

baroclinic region at low-levels, that strengthens as the low-level cyclone grows. In more

recent years the Petterssen and Smebye (1971) classification scheme has been extended

to include Type C cyclones, initially proposed by Deveson et al. (2002), in which the

cyclone development is dominated by strong mid-level latent heating (e.g. Ahmadi-Givi

et al., 2004; Plant et al., 2003).

Classification is important for enhancing scientific understanding and ultimately for antic-

ipating the location and nature of cyclone hazards. For example, Gray and Dacre (2006)
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demonstrated that the strongest North Atlantic cyclones are most likely to be classified

as Type A cyclones, and least likely to be identified as Type C. For the North Atlantic

basin, Type A cyclogenesis is prevelant to the east of the Rockies, Type B cyclogenesis

dominates off the east coast of the US, and Type C cyclogenesis occurs most commonly

over ocean regions of weaker low-level baroclinicity (Gray and Dacre, 2006). Schultz

et al. (1998) suggested that cyclones occurring in confluent flow may develop in closer

resemblance to the Shapiro-Keyser model, whilst cyclones in diffluent flow more closely

resemble the Norwegian model lifecycle. This suggests that Shapiro-Keyser cyclones

may be more prevalent over the western North Atlantic Ocean, in the confluence region

of the upper-level jet, where as Norwegian cyclones may be more prevalent over the

eastern North Atlantic Ocean (Clark and Gray, 2018). Shapiro-Keyser cyclones can po-

tentially be associated with sting jets, which cause very strong near-surface winds (Clark

and Gray, 2018). Despite the importance of these classification schemes for understand-

ing the potential hazards associated with a cyclone, none have yet been developed with

specific focus on Arctic cyclones.

2.2.3 Summer-time Arctic cyclones

The subject of this thesis is Arctic cyclones, defined as synoptic-scale low-pressure sys-

tems that develop or move into the Arctic region, during summer. Note that these synoptic-

scale cyclones are distinct from mesoscale “polar lows”, the short-lived (< 2 days), in-

tense depressions that regularly develop over high-latitude oceans in winter in association

with deep convection (e.g. Emanuel and Rotunno, 1989; Moreno-Ibáñez et al., 2021).

Zhang et al. (2004) found that Arctic cyclones in summer are more frequent, less intense,

and longer-lived than winter-time Arctic cyclones, although Vessey et al. (2020) found

that cyclone frequency counts were dependent on the choice of reanalysis product and

tracking variable. In winter, Arctic cyclones most commonly track in the Greenland, Bar-

ents and Kara Seas in the Atlantic sector of the Arctic, whilst in summer cyclone activity

is greatest along the Russian coastline and in the central Arctic (Crawford and Serreze,

2016; Vessey et al., 2020). In summer, Arctic cyclones that form in mid-latitudes and

move poleward tend to be stronger than those that are generated locally, whilst cyclones
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that enter the central Arctic (north of >70°N) are especially long-lived (Zhang et al.,

2004). Vessey et al. (2022) demonstrated that the mean lifetime of summer-time Arc-

tic cyclones is 3 days greater than winter-time Arctic cyclones, and 4 days greater than

winter-time mid-latitude cyclones in the North Atlantic.

The Arctic coastline in summer is commonly referred to as the “Arctic Frontal Zone”

(AFZ), due to the presence of a strong meridional temperature gradient established by the

proximity of the relatively warm land to cool ocean (Figure 2.6). This strong meridional

temperature gradient means that the AFZ is a key region for baroclinic instability in the

summer-time Arctic. Crawford and Serreze (2016) demonstrated that Arctic cyclone ac-

tivity is greatest along the Eurasian coastline in summer, with the AFZ acting to intensify

cyclones that form over Eurasia via the baroclinic instability mechanism. Furthermore,

years with a stronger AFZ are characterised by increased cyclone numbers and cyclone

intensity (Day and Hodges, 2018). The AFZ has shown a strengthening trend in recent

decades, due to the land surface warming faster than the ocean surface (Day and Hodges,

2018).

An important feature of the summer-time Arctic, with regards to cyclone development,

is the presence of tropopause polar vortices (TPVs), coherent circulation features on the

tropopause with horizontal scales of less than 1500 km, and lifetimes that can exceed 1

month (Cavallo and Hakim, 2010). TPVs are a common feature of the Arctic (in summer

but also the other seasons), owing their presence to the lack of a zonal jet stream and

wind shear which would act to destroy such features in the mid-latitudes. TPVs are pos-

itive axisymmetric PV anomalies on the tropopause, associated with a tropospheric cold

anomaly, a stratospheric warm anomaly, and strong cyclonic winds on the tropopause that

extend the depth of the troposphere (Figure 2.7), closely resembling the idealised positive

PV anomaly on the tropopause in Figure 2.1a. TPVs are intensified by longwave radia-

tive cooling above the tropopause, whilst shortwave radiation and mid-tropospheric latent

heating acts to weaken them (Cavallo and Hakim, 2009, 2012, 2013). TPVs are known to

excite and interact with surface cyclones, with Gray et al. (2021) demonstrating that one

third of all summer-time Arctic cyclones develop in the vicinity of TPVs.
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Figure 2.6: Adapted from Day and Hodges (2018, Figure 1a). Map of June-July-August mean
(1979–2016) equatorward 2 m temperature (SAT) gradient. The magenta box marks the Arctic
Frontal Zone.

© 2018. The Authors. Reproduced with permission from Wiley.

Our knowledge of the lifecycles of summer-time Arctic cyclones has largely been based

on case studies. As introduced in Chapter 1, the Great Arctic Cyclone of 2012 (C12) is the

most studied case, being extremely strong and long-lived (Simmonds and Rudeva, 2012).

C12 formed over the Eurasian continent and then moved north-eastward over the Eurasian

coastline where it intensified by baroclinic instability on the AFZ, before moving into the

central Arctic where it reached its maximum itensity and remained for over 1 week (Sim-

monds and Rudeva, 2012; also see Figure 1.5a). The cyclone initially had a warm-core

tilted structure during growth, with peak winds in the lower troposphere (Aizawa and

Tanaka, 2016). This structure is not unlike that of mid-latitude cyclones that develop on a

low-level baroclinic zone in the absence of an upper-level anomaly (i.e. Type A cycloge-

nesis). However, after maximum intensity the cyclone underwent a structural transition,

attaining a deep vertically-stacked cold-core structure with cyclonic winds (maximum on

the tropopause) established throughout the troposphere (Aizawa and Tanaka, 2016). This

columnar vortex structure has also been reported in other extreme summer-time Arctic cy-

clone cases, with the low-level cyclone interacting with, and becoming vertically stacked
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Figure 2.7: Adapted from Cavallo and Hakim (2010, Figure 9a-c). The composite structure of 568
TPVs identified during 2 August 2007–31 July 2009 over the Canadian Archipelago region. Plots
show west-east cross-vortex sections of anomalous (a) Rossby-Ertel PV, (b) temperature, and (c)
meridional wind. The thick solid (dashed) contour is the composite (background) tropopause.

© American Meteorological Society. Used with permission.

below, a TPV at upper-levels (e.g. Tanaka et al., 2012; Tao et al., 2017). This long-

lived axisymmetric vortex structure is unlike that of mid-latitude cyclones, which exhibit

a tilted structure during growth and then usually quickly dissipate after maturity. Cyclone

merger can also be an important process in the evolution of summer-time Arctic cyclones,

for example, a cyclone in August 2016 (C16) lived for over 1 month due to repeated cy-

clone mergings (Yamagami et al., 2017).

Building on these case studies, Vessey et al. (2022) showed that the composite structure

of intense summer-time Arctic cyclone cases is distinct from that of intense winter-time

Arctic and mid-latitude cyclone cases, with a structural transition at around the time of

maximum intensity from a tilted baroclinic wave structure to an axisymmetric cold-core

structure. Rather than undergoing occlusion and dissipating like mid-latitude cyclones,

the composite cold-core structure persists and strengthens for up to 8 days after max-

imum intensity (Figure 2.8). Furthermore, Gray et al. (2021) considered variability in

cyclone structure in the summer-time Arctic, performing a climatology of cyclones that

are “unmatched” or “matched” with TPVs during development. Unmatched cyclones

(two-thirds) were initially dominated by low-level vorticity, and most commonly tracked

on the Eurasian coastline, in association with high baroclinicity on the AFZ. In contrast,

matched cyclones (one-third) were initially dominated by upper-level vorticity, with re-

duced system tilt and a single columnar vortex structure at maximum intensity (like in

Vessey et al., 2022). Matched cyclones most commonly track along the North American
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coastline, which is consistent with the climatological occurrence of TPVs (Cavallo and

Hakim, 2010).

Figure 2.8: Adapted from Vessey et al. (2022, Figures 6g-i and 7). Horizontal 700 hPa temperature
anomaly composite structure of 100 intense summer-time (June, July, August) Arctic cyclones at
(a) 48 hours before maximum intensity, (b) maximum intensity, and at (c) 48, (d) 96, (e) 144, (f)
192 hours after maximum intensity. The large arrow indicates the direction of cyclone propagation,
and the inset contains the core temperature anomaly.

Reproduced under the terms of the Creative Commons Attribution 4.0 License.

Recent works examining trends in the behaviour and characteristics of Arctic cyclones

have yielded contrasting results. Zhang et al. (2023) found that integrated Arctic cyclone

activity has increased over the last seven decades in three different reanalysis datasets,

with cyclones becoming stronger and longer-lived in all seasons. However, in contrast,

Valkonen et al. (2021) did not find any significant trends in the number or intensity of

summer-time Arctic cyclones in their examination of three different reanalysis datasets

during 1979−2015. Hence, for now it remains unclear as to whether there are trends

in the occurrence of summer-time Arctic cyclones, with results being highly sensitive to

choice of reanalysis dataset, cyclone tracking method and metrics.

28

https://creativecommons.org/licenses/by/4.0/


Chapter 2

2.3 The impact of the surface on extratropical cyclones

2.3.1 The boundary layer

The boundary layer (BL) is the portion of the atmosphere which is directly influenced by

Earth’s surface, and responds to surface forcings on a timescale of an hour or less (Stull,

1988). The presence of the surface enforces gradients in wind (since the wind vanishes

at the surface), temperature, and humidity with the overlying atmosphere, leading to the

development of turbulent eddies which continuously act to redistribute momentum, heat,

and moisture in the vertical. “Turbulent exchange” refers to these turbulent fluxes of mo-

mentum, heat and moisture between the surface and the atmosphere. The vertical extent

of these turbulent eddies determines the BL depth, which is quite variable in time and

space but is typically on the order of one kilometre.

Turbulent transport in the BL modifies the force balance from geostrophic and hydrostatic

balance (which ultimately impacts the free troposphere and weather systems through con-

tinuity). In neutrally or stably stratified conditions, a theoretical BL often discussed is the

Ekman BL, in which there is a horizontal force balance between the pressure gradient,

Coriolis, and frictional forces. The turbulent transport of momentum by eddies is assumed

to be driven by the vertical gradient of the local mean wind, and the wind speed increases

from zero at the surface to the geostrophic value at the top of the BL (Holton and Hakim,

2012). However, in reality, turbulent mixing (mechanical or buoyancy-driven) commonly

leads to the formation of a well-mixed layer (above a near-surface layer), in which wind

speed and potential temperature are nearly constant with height, and turbulent fluxes vary

approximately linearly with height (Holton and Hakim, 2012). Although the structure of

the BL in the real world is quite different from the Ekman BL, qualitative features of its

solution are valid for explaining how BL friction impacts the free troposphere (see below).

2.3.2 Boundary layer processes in extratropical cyclones

The effects of surface friction on cyclone development are most commonly explained us-

ing the Ekman pumping mechanism. For flow in geostrophic balance (i.e. above the BL
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where the flow is approximately frictionless), the pressure gradient and Coriolis forces

balance each other such that air parcels travel parallel to isobars (Figure 2.9a). However,

friction in the (Ekman) BL modifies the force balance such that the wind is weakened and

has a cross-isobaric component that turns towards low pressure (Figure 2.9b). This means

that the BL wind in a cyclonic vortex turns in towards the low centre, with low-level con-

vergence forcing ascent (since the surface prevents descent) by continuity at the top of the

BL. The consequences of this Ekman pumping on a cyclonic vortex are demonstrated in

a schematic in Figure 2.9c. The ascent at the top of the BL forces a secondary circulation

in which a slow outward radial flow in the free troposphere acts to weaken the primary

azimuthal flow. This can be understood by considering that the Coriolis force for the out-

ward flow is directed in an anticyclonic sense, exerting a torque opposite to the direction

of the cyclonic circulation of the vortex (Holton and Hakim, 2012). This cyclone spin-

down mechanism can also be understood as Ekman pumping acting to squash the free

tropospheric column, which is associated with a reduction in relative vorticity due to the

conservation of circulation.

The explanation of Ekman pumping above assumes a barotropic vortex (i.e. a symmetric

vortex with a neutrally stratified atmosphere). In reality the extratropical atmosphere is

usually stably stratified, and extratropical cyclones exhibit an asymmetric structure with

strong temperature gradients in frontal regions. Hence, it is clear that the Ekman pumping

mechanism alone cannot explain the impact of friction on extratropical cyclones. A more

comprehensive understanding can be achieved by utilising a PV framework (and this is

the most natural way to view extratropical cyclones given the role of both relative vorticity

and temperature gradients). Friction in the BL means that PV is not conserved following

fluid parcels. The PV framework also captures the non-conservation of PV due to diabatic

effects (i.e. sensible and latent heat fluxes), which have not been discussed so far. In the

presence of friction and diabatic effects, the Lagrangian tendency of PV is:

DP

Dt
= −1

ρ

[(
∇× F⃗

)
· ∇θ + ζ⃗ · ∇

(
Dθ

Dt

)]
(2.8)

where F⃗ is the frictional force vector. The first term on the right hand side represents
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Figure 2.9: Schematics showing the force balance on an air parcel for (a) frictionless flow in
the free troposphere (i.e. geostrophic balance) and (b) flow in the BL, with grey lines denoting
isobars, black arrows representing the pressure gradient force (PGF), the Coriolis force (CF), and
the frictional force (FF), and the blue arrow denoting the parcel velocity. (c) Schematic diagram
of the Ekman pumping mechanism in a barotropic vortex. The solid cylinder illustrates the initial
vortex tube with the double grey arrows demonstrating the primary azimuthal circulation. Ekman
pumping forces a secondary circulation, denoted by the blue streamlines, in which the vortex
column is squashed (dotted cylinder) and the cyclone primary azimuthal circulation is weakened
(single grey arrow).

frictional effects on PV, whilst the second represents the diabatic effects (which can be

split into sensible and latent contributions). From this equation, Cooper et al. (1992) de-

rived a simplified expression for the depth-averaged BL PV tendencies associated with

friction and sensible heat fluxes, by assuming a constant density and a linear-flux gradient

(i.e. fluxes decrease linearly with height from the surface to zero at the BL top). The

depth-averaged BL PV tendency equation highlights the mechanisms by which friction

or sensible heating in the BL generate or destroy PV. The processes and their impacts

on extratropical cyclones are briefly described below (but are discussed in more detail in

Chapter 3). Note that this framework has only previously been applied to mid-latitude

cyclones, with the identified BL mechanisms understood in the context of the typical

structure of a mid-latitude cyclone. This framework has not been applied to summer-time
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Arctic cyclones before, which is the focus of Chapter 3.

From this framework, two frictional processes are apparent, with the first being the PV-

version of Ekman pumping. Friction acts to weaken the BL winds in a cyclone (from the

geostrophic value above the BL), thereby reducing the azimuthal circulation and vertical

component of relative vorticity. The ascent associated with Ekman pumping also lifts

isentropes away from the surface, which reduces static stability in the BL. In combination

this frictional process generates negative PV in the BL (assuming the BL is stably strati-

fied). To understand the cyclone spin-down mechanism aspect of Ekman pumping in this

framework, consider that the rising isentropes lead to increased static stability above the

BL which, if PV is to be conserved, means that relative vorticity must decrease there (e.g.

Section 17.6 in Hoskins and James, 2014). The second frictional process is the baroclinic

generation of PV, which occurs in frontal regions where there are strong horizontal tem-

perature gradients. Wind in the BL increases from zero at the surface to the geostrophic

value at the BL top, with vertical shear that constitutes a large horizontal component of

relative vorticity. When coincident with large horizontal temperature gradients, large PV

anomalies can be generated. Adamson et al. (2006) described the “baroclinic PV mecha-

nism”, by which positive PV generated in the BL along the warm front is advected above

the BL by the warm conveyor belt (an air flow in extratropical cyclones that ascends

northward from the warm sector over the warm front) and over the cyclone centre, with

increased static stability restricting the mutual growth of the upper and lower levels, act-

ing to reduce the cyclone growth rate.

The PV framework of Cooper et al. (1992) also highlights the role of sensible heat fluxes.

Surface sensible heat fluxes alter the temperature of near-surface air and the vertical strat-

ification of the BL, thereby impacting PV. For example, upward sensible heat fluxes (i.e.

heat transfer from the surface to the overlying air) are associated with a reduction in BL

static stability (if the BL is stably stratified), which results in a negative PV anomaly in

regions of positive vertical relative vorticity (e.g. behind the cold front of mid-latitude

cyclones; Chagnon et al., 2013). The direct effect of surface sensible heat fluxes is to

weaken mid-latitude cyclone development by reducing the low-level temperature gra-
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dient, although this impact is relatively small compared to friction (Plant and Belcher,

2007) and latent heating (Bui and Spengler, 2021; Haualand and Spengler, 2020). This

PV framework can also be extended to include the impact of latent heating in the BL (e.g.

Vannière et al., 2016). The moisture in ascending air parcels (e.g. in the warm conveyor

belt) will condense and release latent heat, associated with an increase in static stabil-

ity and a positive PV anomaly below (and a decrease in static stability and negative PV

anomaly above). Hence, the impact of latent heat release at low levels is to impose a posi-

tive PV anomaly on the cyclonic circulation that would exist without latent heating (Davis

et al., 1993). Latent heat fluxes are likely smaller in the Arctic than mid-latitudes due to

reduced temperature and absolute humidity, although Terpstra et al. (2015) suggested that

this can still be significant for the development of polar cyclones. However, latent heat

fluxes are not a key focus in this thesis.

2.4 Sea ice

2.4.1 The boundary layer over sea ice

The presence of sea ice has a strong influence on the overlying BL due to its influence

on radiative and turbulent fluxes (e.g. Notz, 2012). Sea ice typically has a higher albedo

than other land surfaces due to its white colour, although the albedo is highly variable

in summer in the presence of melt ponds and the absence of fresh snow (Perovich and

Polashenski, 2012). The high albedo means that more shortwave radiation is reflected

back to space, and reduces the amount of solar energy absorbed at the surface, keeping

the surface cold. The cool and dry conditions over sea ice are conducive to a BL that is

stable or near-neutral for most of the year (e.g. Persson and Vihma, 2017). In summer,

when sea ice is in a melting regime, the surface temperature over ice is locked at 0°C as

the phase change from ice to water occurs.

Surface roughness over sea ice is typically smaller than over land (Andreas et al., 1996),

although considerable variations in surface roughness can occur in regions of marginal

ice, ridging and melt ponds (e.g. Guest and Davidson, 1991). The marginal ice zone
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(MIZ), the heterogeneous band of fragmented ice floes separating the ocean and main

ice pack, is becoming an increasingly dominant sea ice state in the summer-time Arctic

(Rolph et al., 2020; Strong and Rigor, 2013). The MIZ is defined as regions where sea ice

fraction (SIF), the areal fraction of sea ice cover in a given region or grid box, is between

0.15 and 0.8. Although the surface roughness can vary significantly by region and ice

morphology, surface roughness typically peaks in the MIZ at SIF values between 0.5 and

0.8 (e.g. Elvidge et al., 2016; Lüpkes and Birnbaum, 2005).

The MIZ is associated with gradients in roughness, temperature, and humidity that result

in turbulent exchange of momentum, heat and moisture with the atmosphere. Turbulent

momentum fluxes peak in the MIZ where there is high surface roughness, primarily due

to form drag over ice flow edges (e.g. Elvidge et al., 2016). Off-ice flow, such as during

cold-air outbreaks, is associated with cold air moving over the warmer ocean surface.

The flow undergoes a transition from a BL that is stable or neutral over ice to one that

is unstable over ocean, with upward turbulent sensible and latent heat fluxes on the order

of 100 W m−2 during winter (e.g. Elvidge et al., 2021; Renfrew and Moore, 1999). In

contrast, the BL is cooled and dryed during on-ice flow, such as warm air intrusions (e.g.

Pithan et al., 2018). Turbulent fluxes of sensible and latent heat are typically much smaller

in summer than in winter (on the order of 10 W m−2 or less; e.g. Andreas et al., 2010;

Persson et al., 2002), indicating that temperatures over sea ice and ocean and more similar.

2.4.2 Sea ice in numerical weather prediction

Sea ice has previously been treated rather crudely in NWP, for example, with a constant

roughness length often being prescribed for all sea ice morphologies (e.g. Notz, 2012),

which does not consider changes in surface roughness across the MIZ. Furthermore, it

was previously assumed that sea ice did not change significantly on the timescales of

weather forecasts, with operational NWP systems typically keeping sea ice fields fixed

throughout the forecast. However, Keeley and Mogensen (2018) demonstrated that static

sea ice is a very poor assumption for NWP, with more than 5% of the Arctic ice field

exhibiting significant changes over 5-day periods during June–November 2017. In recent

years, there has been much progress in this regard.
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For example, turbulent momentum fluxes between the atmosphere and sea ice are com-

monly parametrized as being directly proportional to a drag coefficient, which increases

with surface roughness. Figure 2.10 presents the negatively-skewed distribution of the

drag coefficient as a function of SIF estimated from aircraft observations collected over

the MIZ during an Arctic field campaign, with a maximum value between 0.6 and 0.8

(Elvidge et al., 2016). Recent work demonstrates that physical parametrizations for sur-

face momentum, heat and moisture fluxes that depend on SIF (derived from field cam-

paign observations) do improve the representation of surface turbulent exchange over sea

ice (e.g. Elvidge et al., 2021; Renfrew et al., 2019). Indeed, in the most recent imple-

mentation of the European Centre for Medium-Range Weather Forecasts (ECMWF) IFS

(model cycle 48r1, released in June 2023), the roughness length for momentum (which

informs the drag coefficient) is dependent on SIF, although the roughness lengths for heat

and moisture still remain constant (ECMWF, 2023c).

Furthermore, in recent years there has been an advance towards coupled ocean and sea

ice components in NWP models, with dynamic sea ice. Atmosphere-ocean-ice coupling

has now been implemented in operational global forecasting systems by several forecast-

ing centres including at ECMWF (Keeley and Mogensen, 2018), which is the focus of

Chapter 6, but also at Environment and Climate Change Canada (ECCC; Peterson et al.,

2022; Smith et al., 2018), and the United States Naval Research Laboratory (NRL; Barton

et al., 2021). Previous works running numerical model experiments have demonstrated

that the geometry of the MIZ and ice edge during cold air outbreaks influences the down-

stream development of the BL (Liu et al., 2006; Spensberger and Spengler, 2021). Hence,

coupled NWP models with dynamic sea ice can represent rapid changes in sea ice (e.g.

associated with Arctic cyclones, see Section 2.4.3), and therefore have the potential to

capture the downstream atmospheric impacts and improve weather forecasts.

2.4.3 Cyclone-sea ice interactions

Very rapid ice loss events (VRILEs) are extreme reductions in sea ice extent (SIE; the

areal extent over which SIF exceeds 0.15), on the timescale of days, that are associated

35



Chapter 2

Figure 2.10: Adapted from Elvidge et al. (2016, Figure 2a-b). The drag coefficient (CDN10)
as a function of SIF (A) estimated from (a) albedo and (b) sea surface temperature, estimated
from aircraft observations collected from the Barents Sea and Fram Strait during the Aerosol-
Cloud Coupling And Climate Interactions in the Arctic (ACCACIA) field campaign. The drag
coefficient is calculated at 10 m using a eddy covariance method, assuming a parametrization for
surface momentum fluxes and neutral stratification. Box and whisker plots show the median (black
square), interquartile range (boxes) and 9th and 91st percentiles (whiskers) within each bin (SIF
intervals of 0.2). The number in the black box indicates the number of data points in each bin.
The black and grey curves illustrate the Lüpkes et al. (2012) parametrization scheme with different
parameter settings.

Reproduced under the terms of the Creative Commons Attribution 3.0 License.

with anomalous synoptic activity (e.g. Wang et al., 2020). Cyclones are the key weather

systems in the summer-time Arctic that can impact sea ice. For example, C12 tracked

over sea ice in the Pacific sector of the Arctic in August 2012 (Lukovich et al., 2021;

Simmonds and Rudeva, 2012), and was associated with considerable ice melt (Stern et

al., 2020) and reduced SIE (constituting a VRILE; McGraw et al., 2022) that contributed

to the record-low SIE minimum that occurred in that year (Zhang et al., 2013).

In the case of C12, sea ice loss was associated with bottom melt due to storm-driven mix-

ing of a ocean warm layer (Stern et al., 2020; Zhang et al., 2013), and surface melting due

to warm air advection by strong surface winds (Stern et al., 2020). Peng et al. (2021) also

identified a storm-induced increase in ocean turbulent mixing and bottom melt in the C16

case, that lead to accelerated sea ice loss. Although C16 was similar in size and intensity

to C12 (Yamagami et al., 2017), it was associated with less sea ice loss due to dynami-
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cal convergence of ice in the central Arctic that counteracted the thermodynamic melting

(Lukovich et al., 2021). Ultimately, the impact of a cyclone on sea ice is highly dependent

on system strength, timing, and location relative to the ice edge (Lukovich et al., 2021).

Furthermore, Arctic cyclones do not necessarily need to track over the sea ice in order to

impact it. The recent reduction of sea ice in the summer-time Arctic and the growing ex-

panse of open water means that the strong winds produced by cyclones often have a longer

fetch, leading to larger and more extreme waves (Asplin et al., 2012; Waseda et al., 2018)

that can propagate into the pack ice and break it up. Asplin et al. (2012) presented a case

study from September 2009 of large swells caused by cyclones leading to the fracturing

of multi-year pack ice, with smaller floes that are more susceptible to lateral melting and

decay.

Whilst cyclones can significantly impact sea ice, the sea ice distribution also feeds back on

cyclones. For example, sea ice determine surface roughness and surface fluxes, whilst the

ice edge can also act as a boundary for cyclogenesis (Inoue and Hori, 2011). Simmonds

and Keay (2009) found that the decline in September SIE is related to a trend towards

stronger and larger Arctic cyclones in September, although it remains to be established

why this may be the case. The more recent work of Valkonen et al. (2021) did not find a

consistent link between sea ice and cyclone track frequency or intensity in the summer-

time Arctic, suggesting that results are highly dependent on the choice of dataset. The

mechanisms by which the surface, and in particular sea ice, impact the dynamical evolu-

tion of individual summer-time Arctic cyclone cases, have not previously been examined.

However, the framework discussed in Section 2.3.2 provides a suitable methodology to

do so, and the application of this is the focus of Chapter 3.
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Chapter 3

The role of boundary layer processes in

summer-time Arctic cyclones

This chapter has been published in Weather and Climate Dynamics with reference:

Croad, H. L., J. Methven, B. Harvey, S. P. E. Keeley, and A. Volonté (2023): The role

of boundary layer processes in summer-time Arctic cyclones. Wea. Climate Dyn., 4 (3),

617-638, https://doi.org/10.5194/wcd-4-617-2023.

Abstract
Arctic cyclones are the most energetic weather systems in the Arctic, producing strong

winds and precipitation that present major weather hazards. In summer, when the sea ice

cover is reduced and more mobile, Arctic cyclones can have large impacts on ocean waves

and sea ice. While the development of mid-latitude cyclones is known to be dependent on

boundary layer (BL) turbulent fluxes, the dynamics of summer-time Arctic cyclones and

their dependence on surface exchange processes have not been investigated. The purpose

of this study is to characterise the BL processes acting in summer-time Arctic cyclones

and understand their influence on cyclone evolution. The study focuses on two cyclone

case studies, each characterised by a different structure during growth in the Arctic: (A)

low-level-dominant vorticity (warm-core) structure and (B) upper-level-dominant vortic-

ity (cold-core) structure, linked with a tropopause polar vortex. A potential vorticity (PV)

framework is used to diagnose the BL processes in model runs from the ECMWF Inte-

grated Forecasting System model. Both cyclones are associated with frictional Ekman

pumping and downward sensible heat fluxes over sea ice. However, a third process, the
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frictional baroclinic generation of PV, acts differently in A and B due to differences in

their low-level temperature structures. Positive PV is generated in Cyclone A near the

bent-back warm front, like in typical mid-latitude cyclones. However, the same process

produces negative PV tendencies in B, shown to be a consequence of the vertically aligned

axisymmetric cold-core structure. This frictional process also acts to cool the lower tro-

posphere, reducing the warm-core anomaly in A and amplifying the cold-core anomaly

in B. Both cyclones attain a vertically aligned cold-core structure that persists for several

days after maximum intensity, which is consistent with cooling from frictional Ekman

pumping, frictional baroclinic PV generation, and downward sensible heat fluxes. This

may help to explain the longevity of isolated cold-core Arctic cyclones with columnar

vorticity structure.

3.1 Introduction

The rapid loss of sea ice due to anthropogenic global warming (e.g. Comiso, 2012; Meier

et al., 2014) is permitting human activity to expand into the summer-time Arctic. For ex-

ample, reduced sea ice extent and thickness will open up shorter shipping routes through

the Arctic between Atlantic and Pacific ports (Melia et al., 2016). This human activity

will be exposed to the risks of Arctic weather during the summer, including Arctic cy-

clones.

Arctic cyclones are synoptic-scale low-pressure systems developing, or moving into, the

Arctic. They produce some of the most impactful weather in the Arctic, with strong winds

at the surface and sometimes extreme ocean waves (e.g. Thomson and Rogers, 2014;

Waseda et al., 2018). Arctic cyclones are also associated with atmospheric forcings that

have large impacts on the sea ice (e.g. Asplin et al., 2012; Peng et al., 2021; Simmonds

and Keay, 2009; Zhang et al., 2013). As the climate warms the summer-time Arctic is be-

coming increasingly dominated by the marginal ice zone (MIZ; Strong and Rigor, 2013),

a band of fragmented ice floes separating the ice-free ocean and the main ice pack. In re-

cent years the MIZ has widened by 39% (Strong and Rigor, 2013) in summer, with MIZ

fraction (MIZ extent divided by total sea ice extent) increasing by more than 50% (Rolph
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et al., 2020). Thinner and more mobile ice in the MIZ will result in enhanced surface

interactions with Arctic cyclones, with greater surface drag due to ice floe morphology

(Elvidge et al., 2016; Lüpkes and Birnbaum, 2005), and enhanced surface sensible and

latent heat fluxes due to a greater exposure of the ocean surface. For example, it has been

argued that record-low sea ice extent in 2012 was exacerbated by an extremely strong

cyclone, the Great Arctic cyclone of 2012 (AC12; Simmonds and Rudeva, 2012), with

enhanced ice melt due to increased upward ocean heat transport (Zhang et al., 2013).

Forecast skill in the Arctic is lower, but generally comparable, to that in Northern Hemi-

sphere mid-latitudes (Jung and Matsueda, 2016; Sandu and Bauer, 2018), based on 500

hPa geopotential anomaly correlation scores. Lower predictability in the Arctic is likely

related to the relative sparsity of observations there, resulting in larger uncertainties in ini-

tial conditions for numerical weather prediction models. Previous work has also demon-

strated that the forecast skill of Arctic cyclones is lower than that of mid-latitude cy-

clones. For instance, Yamagami et al. (2018a) demonstrated that the mean predictability

of 10 extraordinary Arctic cyclone cases was 2.5–4.5 days, around 1–2 days less than

that of Northern Hemisphere mid-latitude cyclones (Froude, 2010). Furthermore, us-

ing ensemble forecasts, Capute and Torn (2021) demonstrated that the ensemble mean

root-mean-square error and ensemble standard deviation for cyclone position was higher

for 100 selected summer-time Arctic cyclones than for 89 selected winter-time Atlantic

mid-latitude cyclones. Yamagami et al. (2018b) examined the predictability of AC12 and

found that the position variability was greater than intensity variability between ensem-

ble forecasts. Furthermore, ensemble members that best captured the upper-level vortex

merger associated with AC12 produced the best forecasts, demonstrating that an under-

standing of cyclone dynamics and mechanisms is critical for predictability. Improvements

in Arctic cyclone forecasting can likely be achieved through a better understanding of the

physical processes that distinguish Arctic cyclones from mid-latitude cyclones, including

the different growth mechanisms and interaction with sea ice.

Vessey et al. (2022) demonstrated that the composite structure of intense summer-time

Arctic cyclones is distinct to that of intense winter-time Arctic and North Atlantic mid-
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latitude cyclones. Summer-time Arctic cyclones undergo a structural transition at the time

of maximum intensity, from a tilted baroclinic system to an axisymmetric cold-core struc-

ture. The mean lifetime of the summer-time Arctic cyclones was also found to be more

than 3 days greater than that of wintertime Arctic cyclones and 4 days greater than that of

winter-time North Atlantic mid-latitude cyclones (Vessey et al., 2022). The longevity of

some Arctic cyclones and the transition to an axisymmetric cold-core structure have also

been documented in several case studies (e.g. Aizawa and Tanaka, 2016; Simmonds and

Rudeva, 2012; Tanaka et al., 2012; Tao et al., 2017; Yamagami et al., 2017).

Many of the growth mechanisms of summer-time Arctic cyclones are the same for mid-

latitude cyclones, such as baroclinic instability and lee cyclogenesis. However, sustained

cyclone interaction with tropopause polar vortices (TPVs), long-lived vortices on the

tropopause with horizontal scales of less than 1500 km (Cavallo and Hakim, 2009), is

a characteristic of the Arctic (where there is typically an absence of a strong zonal jet

stream in the upper troposphere). Gray et al. (2021) classified Arctic cyclones as being

either (i) “unmatched” and (ii) “matched” with a TPV during development, using a sta-

tistical matching criterion based on a threshold distance between tracked TPVs and low-

level cyclones. It was found that unmatched cyclones are initially dominated by low-level

vorticity such that vorticity decreases with height. These cyclones occur most commonly

along the northern coast of Eurasia (Figure 7 in Gray et al., 2021), in association with

high baroclinicity on the Arctic frontal zone (AFZ; Day and Hodges, 2018; Serreze et al.,

2001). In contrast, matched cyclones are dominated by upper-level vorticity (vorticity

increases with height). Matched cyclones are associated with reduced tilt and baroclinic-

ity, and a single columnar vortex structure at maximum intensity (like the summer-time

Arctic cyclone composite in Vessey et al., 2022). Matched cyclones track most frequently

along the North American coastline (Fig. 7 in Gray et al., 2021), consistent with the cli-

matological location of TPVs (Cavallo and Hakim, 2010).

In this study, Arctic cyclones will be classified in terms of their vorticity structure dur-

ing development as either (i) low-level dominant or (ii) upper-level dominant. Note that

by thermal wind balance, these cyclones have (i) low-level warm cores (i.e. a horizontal
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temperature maximum) and (ii) tropospheric cold cores respectively. This is somewhat

similar to the unmatched and matched classification used by Gray et al. (2021) but fo-

cuses on the vertical gradient in vorticity rather than the identification of TPVs. These

classifications are based on cyclone structure at an instant, in contrast to the Petterssen

and Smebye (1971) classification of type A (low-level forcing) and type B (upper-level

forcing) cyclones, which describes the development mechanisms.

One of the biggest uncertainties in the modelling of Arctic cyclones is the interaction with

the surface and sea ice. Turbulent fluxes of momentum, heat, and moisture in the bound-

ary layer (BL) are critical to understanding the cyclone–sea ice interaction. It is known

that BL turbulent fluxes have large impacts on the evolution of mid-latitude cyclones.

Here we discuss the momentum fluxes first (sensible heat fluxes are discussed in a later

paragraph). Friction acts to reduce the intensity of cyclones, with Valdes and Hoskins

(1988) demonstrating that surface drag can reduce the growth rates of baroclinic systems

by up to 50%. The dominant physical mechanism responsible for this is often assumed

to be Ekman pumping. In Ekman pumping, BL friction causes the near-surface wind to

weaken and turn toward the low centre. The subsequent convergence forces ascent at the

BL top, which acts to spin down the cyclone via barotropic vortex squashing (Sect. 8.7 in

Hoskins and James, 2014, and Sect. 8.4 in Holton and Hakim, 2012).

Previous studies have used a potential vorticity (PV) framework to identify the mecha-

nisms by which BL processes impact mid-latitude cyclones. PV is a central variable in

the evolution of baroclinic systems (e.g. Hoskins et al., 1985), considering both vorticity

and stratification:

P =
1

ρ
ζ⃗a · ∇θ (3.1)

where P is the Rossby-Ertel PV (K m2 kg−1 s−1), ρ is density (kg m−3), ζ⃗a is absolute

vorticity (s−1), and θ is potential temperature (K). PV is materially conserved for adia-

batic, inviscid motion, but not in the presence of friction and diabatic heating. Lagrangian

changes of PV are expected in the BL where friction and diabatic heating are important.

The benefit of using a PV framework is that structural changes within a cyclone can be
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inferred from any changes in PV, with the constraint of thermal wind balance. A PV

framework is used over an energetics framework, for example, where changes in circula-

tion and the constraint of thermal wind balance are not transparent.

The impact of BL friction on a (barotropic) cyclonic vortex can be understood in the

PV framework by following an idealised thought experiment from Sect. 17.6 in Hoskins

and James (2014). Friction weakens the near-surface winds in a cyclone, reducing the

azimuthal cyclone circulation (i.e. the vertical component of vorticity), and therefore re-

duces PV in the BL near the low centre. In a balanced state, there is both a reduction in

cyclonic circulation and BL static stability. To achieve this, in the absence of other non-

conservative processes, isentropes must rise, increasing the static stability above the BL.

To conserve PV above the BL, vorticity must decrease there. This is the Ekman pumping

process, characterised by a negative PV tendency in the BL, and a secondary circulation

with inflow within the BL and ascent near the cyclone centre which acts to spin down

vorticity in and above the BL.

The PV framework also reveals a second frictional process in mid-latitude cyclones, in

which friction acts to alter horizontal vorticity and circulation in the x–z and y–z planes.

This process is called “frictional baroclinic PV generation” and is most prominent in re-

gions of strong horizontal temperature gradients where isentropes have significant tilt,

such as fronts. In this process, PV is generated in the BL where surface winds oppose

the tropospheric thermal wind (Cooper et al., 1992). This frictional baroclinic PV gen-

eration occurs mainly to the east and north-east of cyclone centres along the warm front

(Adamson et al., 2006; Plant and Belcher, 2007; Stoelinga, 1996; Vannière et al., 2016).

Boutle et al. (2007) found evidence of both Ekman pumping and baroclinic PV genera-

tion in multiple model simulations, with the relative importance of each term depending

on cyclone initialisation. In baroclinic wave cyclones with strong low-level temperature

gradients, baroclinic generation dominates (Adamson et al., 2006; Boutle et al., 2007).

Consistent with this, Stoelinga (1996) found that BL friction generated mainly positive

low-level PV in their mid-latitude cyclone modelling study. However, a sensitivity ex-

periment showed that the overall effect of surface drag was to produce a weaker cyclone
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due to the reduced development of the upper-level wave (i.e. reduced baroclinicity and

mutual growth of the upper and lower waves). This is consistent with the baroclinic PV

mechanism described by Adamson et al. (2006), whereby positive PV generated in the BL

is ventilated out of the BL by the warm conveyor belt (WCB) and advected above the low

centre. This positive PV is associated with increased static stability above the BL, acting

as an insulator to reduce the coupling of the upper and lower levels, reducing the cyclone

growth rate. Note that both frictional Ekman pumping and the baroclinic PV mechanism

have impacts above the BL (in fact Boutle et al., 2015, suggest that these processes act in

union to maximise cyclone spin-down), demonstrating that the role of surface friction in a

cyclone is more complicated than the simple Ekman spin-down of vorticity in a barotropic

vortex.

Sensible heat fluxes have a direct effect on PV by altering static stability in the BL. For

example, Chagnon et al. (2013) identified a region of negative BL PV behind the cold

front of a mid-latitude cyclone, generated due to strong upward sensible heat fluxes (i.e.

the surface losing heat to the overlying atmosphere), associated with reduced BL static

stability. Haualand and Spengler (2020) and Bui and Spengler (2021) demonstrated that

the direct effect of surface sensible heat fluxes is to weaken mid-latitude cyclone develop-

ment by reducing low-level baroclinicity, using PV and energy frameworks respectively

in idealised modelling setups. However, both studies found that the impact of sensible

heat fluxes was relatively small compared to that of latent heating. Sensible heat fluxes

also modify the action of friction by altering BL stability and by weakening frontal gra-

dients (Plant and Belcher, 2007).

This PV framework has been used exclusively to study mid-latitude cyclones. The role

of BL processes in the evolution of summer-time Arctic cyclones has not yet been inves-

tigated. Differences are expected for several reasons: (i) the sea ice surface in summer

is characterised by increased surface roughness in the MIZ and variable sensible heat

fluxes; (ii) there are longer-lived cyclones in the summer-time Arctic, so BL processes

have a longer time to act; and (iii) there are different cyclone growth mechanisms and

structures in the summer-time Arctic such that BL processes might impact cyclone evo-
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lution in different ways.

In this study we aim to answer the following questions using two case studies from sum-

mer 2020:

1. What is the nature of the BL processes acting in contrasting summer-time Arctic

cyclones?

2. How does the nature of the BL processes change as the cyclones evolve?

3. What is the impact of the BL processes on Arctic cyclones outside the BL?

The paper is structured as follows. The methodology is described in Section 3.2, including

the model setup employed and details of the PV framework. Section 3.3 describes two

Arctic cyclone case studies from summer 2020. The main results are presented in Section

3.4, with a qualitative comparison to the existing literature on mid-latitude cyclones. A

more general discussion is provided in Section 3.5, and the study is concluded in Section

3.6.

3.2 Methodology

3.2.1 Reanalysis data

The study uses data from the ERA5 dataset, the fifth-generation European Centre for

Medium-Range Weather Forecasts (ECMWF) reanalysis product (Hersbach et al., 2017,

2020). ERA5 was produced using the ECMWF’s Integrated Forecasting System (IFS)

model cycle 41r2, which was operational from 8 May to 21 November 2016. The model

has spectral truncation TL639 (horizontal resolution ∼31 km) and 137 terrain-following

hybrid-pressure levels from the surface to 0.01 hPa. The 6-hourly data on a 0.25° regular

latitude–longitude grid are used to perform an analysis of Arctic cyclones from the 2020

extended summer (May–September) season.
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3.2.2 IFS model runs

The primary tool used in the study is the ECMWF global IFS model, coupled with dy-

namic ocean and sea ice models. Forecasts were run using IFS model cycle 47r1, with

spectral truncation O640 (horizontal resolution ∼18 km) and 91 terrain-following hybrid-

pressure levels up to 0.01 hPa. This is the same setup as the control member of the

ECMWF ensemble forecasting system (ENS) which was operational from 30 June 2020

to 10 May 2021. A prognostic dynamic–thermodynamic sea ice model, the Louvain-la-

Neuve Ice Model (LIM version 2), is used, incorporated into the dynamical ocean model

(NEMO version 3.4; Nucleus for European Modelling of the Ocean). Model runs starting

at 00Z are used, with 6-hourly forecasts out to 10 days.

In this study the BL height diagnostic from the IFS model is used, which is determined

using a bulk Richardson number (ECMWF, 2020). The BL top is defined as the level

at which the bulk Richardson number reaches the critical value of 0.25, i.e. the level at

which the flow is no longer turbulent. The surface momentum flux and surface sensible

heat flux are also used directly from the IFS model and are computed using bulk formulae

with exchange coefficients (ECMWF, 2020).

3.2.3 Arctic cyclone tracking

Tracks of Arctic cyclones are identified from ECMWF ERA5 reanalysis data and from

the ECMWF IFS model runs (the control member of ENS, model cycle 47r1) using the

TRACK programme developed by Hodges (1994, 1995, 2021). The TRACK algorithm

is employed on the T5–63 and T5–42 filtered 850 hPa relative vorticity from ERA5 and

the ENS control member respectively, identifying anomalies exceeding 10−5 s−1. Only

tracks that last longer than 1 day and travel more than 1000 km are retained.

3.2.4 A modified cyclone phase space

A modified cyclone phase space for characterising the structure of Arctic cyclones is

proposed. This phase space is based on the thermal asymmetry and thermal wind structure

of a cyclone, as in Hart (2003), but is presented in a non-dimensionalised and more direct
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way. Thermal asymmetry is quantified here as a non-dimensionalised depth-integrated

baroclinicity, B, over the 925–700 hPa layer (assumed to be above the BL but below the

“steering” level). As in Hart (2003), this represents the linear variation in temperature

across the cyclone (of radius 500 km) by splitting the cyclone into a right (R) and left (L)

half:

B =
1

f0LN

g

θ0

1

∆p

� 925hPa

700hPa

(θR − θL) dp (3.2)

where f0 is the Coriolis parameter (s−1), L is the cyclone length scale (500 km), N is the

Brunt–Väisälä frequency (0.01 s−1), g is the gravitational acceleration (9.81 ms−2), θ0 is

the reference potential temperature (273 K), p is the pressure (hPa), and θR and θL are

the areal mean potential temperature over a semi-circle of radius 500 km to the right and

left of the cyclone (K). In the Hart (2003) phase space, the cyclone is split in half by the

cyclone motion vector. However, Arctic cyclones can be associated with slow movement

and remain quasi-stationary for considerable periods of time, such that the motion vector

is not well defined. Hence, here B is calculated at every 10° bearing, with the maximum

value of B being used at each time. The larger the value of B, the greater the asymmetry

and baroclinicity of a cyclone.

Thermal wind balance can be written in terms of vorticity (Equation 12.6 in Hoskins and

James, 2014):
∂ξ

∂z
=

1

f0
∇2b′ (3.3)

where ξ is relative vorticity (s−1), z is height (m), b′ is the buoyancy anomaly ( g
θ0
θ′,

m s−2), and θ′ is the potential temperature anomaly. A system in the Northern Hemisphere

where ξ increases with height (∂ξ
∂z
> 0; upper-level dominant) must be in balance with a

cold-core thermal wind structure (negative buoyancy anomaly), as ∇2b′ > 0 corresponds

to b′ < 0 (since ∇2b′ ∼ − b′

L2 for systems of length scale L). In contrast, ξ decreases with

height (low-level dominant) in warm-core systems. Hence, the thermal wind structure

is quantified here as a non-dimensionalised vertical gradient of relative vorticity in the

700–400 hPa layer (assumed to be above the “steering” level but below the tropopause):

RoT = − L

N

∂ξ

∂z
(3.4)
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where ∂ξ
∂z

is calculated by a linear regression fit of ξ at 50 hPa intervals between 700 hPa

and 400 hPa. The quantity RoT is the thermal Rossby number; the non-dimensional ratio

of the inertial force due to the thermal wind and the Coriolis force. The form in Equation

3.4 is obtained using the Burger number (Bu = NH
f0L

whereH is the height scale), the non-

dimensional ratio of the density stratification and Earth’s rotation in the vertical, which

is assumed to be 1 for the synoptic scale. A positive RoT indicates a low-level dominant

cyclone and therefore a warm-core structure, whilst a negative RoT corresponds to an

upper-level dominant or cold-core structure.

The circularly symmetric component of θ′ (and equivalently b′) can be expressed in terms

of the potential temperature at the cyclone centre, θC , and a background potential tem-

perature θB (representing the average value at a 500 km radius). Making a second-order

finite difference approximation: ∇2θ′ ≈ − θC−θB
L2 , and substituting into Equation 3.4 using

thermal wind balance in Equation 3.3 gives:

RoT =
1

f0LN

g

θ0
(θC − θB) (3.5)

The appeal of this cyclone phase space is that it is non-dimensionalised, and it is depen-

dent on the potential temperature structure of the cyclone only. Note that in Equations 3.2

and 3.5, the quantities θR − θL and θC − θB are scaled in the same way, such that their

magnitudes can be directly compared.

3.2.5 PV framework

In the presence of friction and diabatic heating, the Lagrangian evolution of PV is given

by:
DP

Dt
= −1

ρ
∇ · J⃗ =

1

ρ

[(
∇× F⃗

)
· ∇θ + ζ⃗a · ∇

(
Dθ

Dt

)]
(3.6)

where ρ is density (kg m−3) and F⃗ is the frictional force vector (m s−2). J⃗ = −F⃗ ×

∇θ − ζ⃗a
Dθ
Dt

is the PV flux arising from non-conservative terms in the Haynes and McIn-

tyre (1987) form. The first term on the RHS of Equation 3.6 represents frictional effects

on PV, whilst the second term represents diabatic heating effects, which can be split into
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sensible (shf ) and latent (lhf ) heat flux contributions. Application of Equation 3.6 in

the BL would require full three-dimensional fields of friction and diabatic heating, which

would be strongly dependent on the three-dimensional structure of parameterised tenden-

cies and would be difficult to interpret. Therefore a simplified expression for the BL

depth-averaged PV tendency was derived by Cooper et al. (1992). It is assumed that the

horizontal variation of fluxes is substantially smaller than the vertical variation in the BL

such that:

F⃗ =
1

ρ

∂τ⃗

∂z
,
Dθ

Dt

∣∣∣∣
shf

= −∂H
∂z

(3.7)

where τ⃗ is the momentum flux and H is the sensible heat flux. A linear flux gradient is

also assumed in the BL, such that fluxes can be specified as a product of their surface

values, τ⃗S and HS , decreasing linearly to zero at the top of the BL with height h:

τ⃗ = τ⃗SS(z), H = HSS(z), S(z) =
(
1− z

h

)
(3.8)

where S(Z) is a linear function of height in the BL. Note that the convention used here is

that τ⃗S is taken to be in the same direction as the surface wind (i.e. τ⃗S is the stress that the

atmosphere exerts on the surface). The frictional and sensible heating terms on the RHS

of Equation 3.6 can be decomposed into the contributions from the vertical and horizontal

components in the dot products (where ∇H is the horizontal gradient operator):

DP

Dt
=

1

ρ0

[(
∇× F⃗

)
· k̂
∂θ

∂z

]
︸ ︷︷ ︸

(FEK)

+
1

ρ0

[(
∇× F⃗

)
· ∇Hθ

]
︸ ︷︷ ︸

(FBG)

+
1

ρ0

[
ζ⃗a · k̂

∂

∂z

(
Dθ

Dt

)
shf

]
︸ ︷︷ ︸

(SV )

+
1

ρ0

[
ζ⃗a · ∇H

(
Dθ

Dt

)
shf

]
︸ ︷︷ ︸

(SH)

+
1

ρ0

[
ζ⃗a · ∇

(
Dθ

Dt

)
lhf

]
︸ ︷︷ ︸

(L)

(3.9)

where density is assumed constant (ρ = ρ0) within the BL for simplicity. Equations 3.7

and 3.8 can be substituted into Equation 3.9 to give a new expression in terms of τ⃗S ,

HS , and the linear function of height S(z). The following depth-average operator is then

applied:
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D̂P

Dt
=

1

h

� h

0

(
DP

Dt

)
dz (3.10)

With some manipulation the BL depth-averaged PV tendency equation from Cooper et al.

(1992) is obtained, in the form used in Vannière et al. (2016):

D̂P

Dt
= − ∆θk̂ · (∇× τ⃗S)

ρ02h2︸ ︷︷ ︸
(FEK)

−
τ⃗S ·

(
k̂ ×∇θ

)
h

ρ02h2︸ ︷︷ ︸
(FBG)

− k̂ · ζ⃗a (z = h)HS

ρ0h2︸ ︷︷ ︸
(SV )

−
∆v⃗ ·

(
k̂ ×∇HS

)
ρ0h2︸ ︷︷ ︸
(SH)

+
1

ρ0h

� h

0

ζ⃗a · ∇θ̇lat dz︸ ︷︷ ︸
(L)

(3.11)

where subscript h refers to the top of the BL, v⃗ is the horizontal wind vector, and ∆

refers to a change in quantity between the surface and the BL top. Equation 3.11 contains

5 terms, each representing a non-conservative process which gives rise to a Lagrangian

tendency of PV in the BL. Note that each term in Equations 3.9 and 3.11 has been pre-

scribed a shorthand name according to whether the term is associated with friction (F ),

sensible heat fluxes (S), or latent heat fluxes (L). Also note that no assumptions are made

about PV conservation or invertibility in this derivation. Although these equations have

been derived and used previously in the context of mid-latitude cyclones, the assumptions

made regarding turbulent mixing are equally applicable in the Arctic.

The FEK term refers to Ekman friction, capturing the impact of friction on the vertical

component of vorticity. This term is proportional to the vertical Ekman pumping, and is

negative for a cyclone (k̂ · (∇× τ⃗S) > 0) with a stably stratified BL (∆θ > 0). The FBG

term is called baroclinic PV generation, capturing the impact of friction on the horizontal

components of vorticity relating to vertical wind shear. This term is proportional to the

horizontal gradient of potential temperature at the BL top, so is large in the vicinity of

fronts. The sign of this term depends on the orientation of the surface stress and the

thermal wind above the BL (see Section 3.5). In mid-latitude cyclones FBG is positive

along the warm front where the surface winds oppose the tropospheric thermal wind (e.g.
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Adamson et al., 2006). The SV term refers to the impact of sensible heat fluxes on the

stratification in the vertical. This term is positive for a cyclone (ζaz > 0) with downward

sensible heat fluxes (HS < 0). Term SH is proportional to the horizontal gradient of

sensible heat fluxes. Previous studies have found this term to be negligible compared to

the other terms (e.g. Plant and Belcher, 2007; Vannière et al., 2016). Term L represents

the effect of latent heating, which is not discussed in this paper.

3.2.6 Depth-integrated PV budget

To understand how the BL PV tendencies impact cyclone evolution, depth-integrated PV

budgets will be considered using control volumes centred on the cyclone. Here we con-

sider the quantity ⟨P ⟩, which represents the mass-weighted volume average of PV, or the

“amount of PV substance”, following the terminology of Haynes and McIntyre (1990):

⟨P ⟩ =
�

ρP dAdz (3.12)

Note that ⟨P ⟩ equals the depth-integrated circulation around the lateral boundary of the

control volume only if the top and bottom boundaries of the volume are isentropic sur-

faces. Since the baroclinic PV generation term depends on the gradient in potential tem-

perature at the top of the BL (Equation 3.11), when this term is strong it is more precise

to refer to ⟨P ⟩ as PV substance than the depth-integrated circulation.

Consider an atmospheric column modelled as a cylinder centred on a cyclone, split ver-

tically into the BL (height h) and free tropospheric layer above. The vector normal to

the BL top is n̂, and l̂ is the outward normal to the lateral boundary of the column. The

top of the free tropospheric layer is chosen to be an isentropic surface, θtop (at height

ztop = z(θtop)), near the tropopause, which ensures no PV flux across it due to the imper-

meability theorem (Haynes and McIntyre, 1987). Here θtop = 330 K is used, as this level

is found to reside just above the tropopause in the summer-time Arctic. There can be PV

flux across the surface between the two layers (as the BL top is not necessarily an isen-

tropic surface), and there can be PV flux across the lateral boundary. Non-conservative

processes in the BL and free troposphere are included in the formulation (although the lat-
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ter are not calculated explicitly). Note that whilst non-conservative processes in the free

troposphere may occur at mid-levels within Arctic cyclones, in particular latent heating,

these are not the subject of this study. However, the changes in ⟨P ⟩ diagnosed in the IFS

model include the effects of all processes, including latent heat release above the BL.

Using this setup, the volume integral in Equation 3.12 can be calculated following the

method in Saffin et al. (2021) using Gauss’ theorem and the Leibniz rule to obtain:

d

dt
⟨P ⟩BL =

�
ρh
D̂P

Dt
dA−

�

z=h

ρP (u⃗− u⃗b) · n̂ dA

−
� h

0

�
ρP (u⃗− u⃗b) · l̂ dldz

(3.13)

d

dt
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ztop�

h

�
ρ
DP

Dt
dAdz +

�

z=h

ρP (u⃗− u⃗b) · n̂ dA

−
� ztop

h

�
ρP (u⃗− u⃗b) · l̂ dldz

(3.14)

where d
dt
⟨P ⟩BL and d

dt
⟨P ⟩TROP are the depth-integrated PV tendencies in the BL and free

tropospheric layer respectively, u⃗ is the 3D wind vector (m s−1), and u⃗b is the velocity

of the boundary of the control volume (m s−1). In this work we examine the LHS of

Equations 3.13 and 3.14, and the non-conservative processes in the BL (the first term on

the RHS of Equation 3.13). Non-conservative processes in the free troposphere (the first

term on the RHS of Equation 3.14), are not explicitly calculated. The second term on the

RHS represents the vertical flux of PV across the surface between the two layers. If the

BL top is flat, (u⃗ − u⃗b) · n̂ can be written as w − ḣ, where w = vertical velocity (m s−1)

and ḣ = rate of change of BL height (m s−1). The third term on the RHS represents

the horizontal fluxes of PV across the lateral boundary. Note that, along with the non-

conservative processes in the free troposphere, the vertical and horizontal fluxes of PV

are not explicitly calculated here.
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3.3 Arctic cyclone case studies

The 2020 extended summer (May–September) season is used as a sample of Arctic cy-

clones from which to identify case studies for further analysis. An analysis of the cyclones

was performed using the ERA5 dataset (Figure 3.1). Arctic cyclones are identified as vor-

ticity maxima with 850 hPa relative vorticity, ξ850, greater than 8× 10−5 s−1 in the Arctic

(> 70°N) at least once along their track. From manual inspection the ξ850 constraint was

found to be a good filter for distinguishing synoptic-scale Arctic cyclones from smaller-

scale vorticity features.

Figure 3.1: 2D histogram of ξ850 at maximum intensity (x-axis) and track duration (y-axis) of
summer 2020 Arctic cyclones from ERA5. Black and red markers refer to low-level and upper-
level-dominant cyclones respectively, as diagnosed by the thermal Rossby number, RoT , from the
modified cyclone phase space (Section 3.2.4) at the time of maximum growth rate. The shading
illustrates the number of cyclones that populate a region of the histogram space. The median
values of ξ850 at maximum intensity and track duration are demonstrated by the grey dashed lines.
Cyclone cases A and B are annotated with the respective letter to the bottom right of the marker.

Using these criteria, 52 Arctic cyclone tracks were identified from the 2020 summer sea-

son. The median strength in ξ850 was ∼ 10× 10−5 s−1 at maximum intensity, and the

median track duration was approximately 5.4 days (Figure 3.1). In Figure 3.1, Arctic cy-

clones are also classified as low-level dominant (RoT > 0; black markers) or upper-level

dominant (RoT < 0; red markers), diagnosed at the time of maximum growth rate. In
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2020, 60% of the Arctic cyclones were low-level dominant (31), and 40% were upper-

level dominant (21) during development. The median track duration of the low-level-

dominant cyclones was 5.13 days, whilst the upper-level-dominant cyclones had a longer

median track duration of 6.75 days. The median strength at maximum intensity was sim-

ilar for both sets of cyclones (∼ 10× 10−5 s−1).

For the purposes of this investigation two case studies are chosen, one with low-level-

dominant development and the other with upper-level-dominant development. Cyclones

A and B (annotated in Figure 3.1) are selected as the strongest cyclones that spend a con-

siderable amount of time over sea ice (note that the two strongest cyclones of the season

were not chosen as case studies because the cyclone centres did not track over sea ice).

Cyclone A (low-level-dominant development) occurred in May 2020 and was the third

strongest cyclone of summer 2020 with ξ850 ∼ 15×10−5 s−1 at maximum intensity and a

lifetime of almost 6 days. Cyclone B (upper-level-dominant development) was the fourth

strongest cyclone with ξ850 ∼ 14 × 10−5 s−1 at maximum intensity, with a longer track

duration of almost 10 days.

The cyclone case studies were analysed in both the ERA5 reanalysis dataset and IFS fore-

casts (Table 3.1). IFS forecast start times (starting at 00Z) were selected that were closest

to, but more than 24 hours before, the time of maximum growth rate of each cyclone.

Consequently, 00Z 7 May and 00Z 25 July are the chosen forecast start dates used for Cy-

clones A and B respectively throughout the paper. The maximum growth rate of Cyclone

A occurred at 12Z 8 May in both ERA5 and the IFS forecasts, with the system reaching

maximum intensity 12 hours later at 00Z 9 May in ERA5 and 18 hours later at 06Z 9 May

in the IFS forecast. In ERA5, Cyclone B underwent maximum growth at 00Z 27 July and

reached maximum intensity at 00Z 28 July, compared to 18Z 26 July and 12Z 28 July

respectively in the IFS forecast.

Cyclone A developed as part of a baroclinic wave over western Russia before moving

northwards into the Kara Sea (Figure 3.2a). In both ERA5 and the IFS forecast, the cy-

clone develops along an elongated low-level front; however, the tracking algorithm iden-
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A Max. growth rate Max. intensity Separation (km)
ERA5 12Z 8 May 00Z 9 May 00Z 7 May 12Z 8 May 06Z 9 May

IFS 12Z 8 May 06Z 9 May 1290 40 63
B Max. growth rate Max. intensity Separation (km)

ERA5 00Z 27 July 00Z 28 July 00Z 25 July 18Z 26 July 12Z 28 July
IFS 18Z 26 July 12Z 28 July 929 96 60

Table 3.1: Summary table of Cyclones A and B tracked using filtered data from ERA5 (T5-63)
and the IFS forecasts (T5-42): the time of maximum growth rate, the time of maximum intensity
(as evaluated from the tracks), and the great circle separation distance between the cyclone tracks
in ERA5 and the IFS forecasts at three selected times (forecast start date, maximum growth rate,
and maximum intensity).

Figure 3.2: (a) The 6-hourly Cyclone A tracks from ERA5 (T5-63; black line) and the IFS run
starting 00Z 7 May 2020 (T5-42; grey line) over the shared temporal coverage period 00Z 7 May -
06Z 12 May 2020. The start of the tracks is marked by a cross, whilst the end is marked by a star.
The full length of the tracks are 18Z 6 May - 06Z 12 May (ERA5) and 00Z 7 May - 12Z 12 May
(IFS). (b) Cyclone A from ERA5 in the adapted cyclone phase-space, from S (start; white) to F
(finish; black). The coloured points in (a) and (b) correspond to the times in Table 3.1: 00Z 7 May
(yellow), 12Z 8 May (pink), and 06Z 9 May (blue). (c) As in (a) but for Cyclone B, with IFS run
starting 00Z 25 July 2020 over the shared temporal coverage period 00Z 25 July - 18Z 2 August
2020. The full length of the tracks are 18Z 24 July - 18Z 2 August (primary ERA5; black line),
06Z 14 July - 06Z 26 July (secondary ERA5; red line), and 00Z 25 July - 12Z 8 August (IFS; grey
line). (d) As in (b) but for Cyclone B. The coloured points in (c) and (d) correspond to the times
in Table 3.1: 00Z 25 May (yellow), 18Z 26 July (pink), and 12Z 28 July (blue).
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tifies the cyclone centres at different places along the feature at 00Z 7 May (likely due to

uncertainty in the position of the frontal wave along the front). As the system develops,

the tracks converge. This can be seen in Table 3.1, with the separation reducing from 1290

km at the start of the forecast to 40 km at maximum growth rate, and also spatially in Fig-

ure 3.2a. The evolution of the cyclone structure is demonstrated by the adapted cyclone

phase space (Section 3.2.4) in Figure 3.2b. The system is initially low-level dominant

(low-level warm core) with large baroclinicity around the time of maximum growth rate.

Approaching maximum intensity, and at subsequent times, the cyclone becomes more ax-

isymmetric and ultimately becomes upper-level dominant (cold core).

Maps of Cyclone A at 6 hours after the time of maximum growth rate from the IFS fore-

cast are presented in Figure 3.3. The surface cyclone is in the Kara Sea at this time, with

the warm sector to the south over Russia (identified by the region of the high values of

850 hPa potential temperature to the south of the cyclone) and the warm front on the

eastern flank of the warm sector (Figure 3.3a). The cyclone is positioned downstream

of an upper-level trough, identified by low potential temperature values on the dynamic

tropopause (i.e. the 2 PVU surface; Figure 3.3b). A meridional cross-section is taken

through the cyclone centre from 65°N (S) to 89°N (N). In vertical cross-section (Figure

3.3c) the tilted isentropes are indicative of a baroclinic zone to the poleward side of the

cyclone associated with a developing bent-back front. The upper-level trough is seen as

a lowering of the tropopause to the south of the low-level cyclone (7 km height, 305 K),

with the downstream ridge situated north of the low centre (9 km height, 310 K). The

dip in the isentropes over the cyclone centre (marked by the red L) indicates a warm-

core structure developing, consistent with a low-level-dominant cyclone and the strongest

winds just above the BL. The positive PV at low levels above the low centre is reminiscent

of that generated due to the frictional baroclinic PV mechanism in mid-latitude cyclones

(e.g. Adamson et al., 2006).

Cyclone B initially develops baroclinically north of the AFZ along the Eurasian coast-

line before interacting with a TPV in the Beaufort Sea (Figure 3.2c). The cyclone track

from ERA5 captures the low-level baroclinic growth phase, with the vorticity maximum
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Figure 3.3: Cyclone A at 18Z 8 May 2020 from IFS run starting 00Z 7 May 2020. (a) 850
hPa potential temperature (K; shading) and (b) potential temperature on the PV2 surface (K;
shading), overlain with mean sea level pressure (hPa; grey contours), the sea ice edge (0.15 sea
ice concentration; green contour). The magenta circle marks the 750 km radius about the cyclone
centre as determined by TRACK. The dashed black lines mark the north-south cross-section taken
at the longitude of the cyclone centre from south (S; 65 °N) to north (N; 89 °N). (c) Vertical cross-
sections linearly interpolated at 100 points between S and N of zonal wind (m s−1; shading),
potential temperature (K; solid black contours), 2 PVU contour (dashed black line) and BL top
(dotted grey line). Minimum mean sea level pressure is marked with a red L.

north of the Eurasian coastline (black line in Figure 3.2c). The TPV in this case is very

long-lived and can be tracked back to 8 July 2020 (not shown). There is a secondary track

from ERA5, following a low-level vorticity maximum below the pre-existing TPV (red

track in Figure 3.2c). This track ends once the TPV begins to interact with the low-level

baroclinic disturbance at 06Z 26 July. The IFS forecast track (grey track in Figure 3.2c)

picks up this vorticity maxima associated with the TPV rather than the initial baroclinic

disturbance (likely due to the differences between the reanalysis and forecast or the differ-

ent spectral filtering employed). As a result, the separation between the tracks is initially
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large but reduces as the cyclone develops (Table 3.1). From the ERA5 track in the cy-

clone phase space, Cyclone B is initially baroclinic and low-level dominant (labelled S)

but becomes upper-level dominant due to the interaction with the TPV (Figure 3.1). After

maximum intensity the cyclone obtains a long-lived (∼ 4 days) axisymmetric cold-core

columnar vortex structure in the Beaufort Sea.

Figure 3.4: As in Figure 3.3, but for Cyclone B from IFS run starting 00Z 25 July 2020, at 12Z 28
July 2020.

Maps of Cyclone B at maximum intensity from the IFS forecast are presented in Figure

3.4. The surface cyclone is located over the sea ice in the Beaufort Sea at this time, asso-

ciated with a cold air mass at low levels (Figure 3.4a), and the TPV is vertically stacked

above the cyclone (low potential temperature values in Figure 3.4b). In the cross-section

the axisymmetric cold-core structure is evident with isentropes bowing up throughout the

troposphere centred over the cyclone (Figure 3.4c). The TPV is evident as a lowering of

the tropopause to ∼4 km. The peak winds of the system are on the flanks of the TPV,
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consistent with the cold-core and upper-level dominant system. The cold-core columnar

vortex structure of Cyclone B looks quite different to that of a typical mid-latitude cy-

clone. There is some low-level PV above the BL in the vicinity of the cyclone but not in

a coherent region above the cyclone centre as in Cyclone A.

3.4 Results

3.4.1 Boundary Layer PV tendencies

The BL PV tendencies from Equation 3.11 are presented for Cyclone A at 6 hours before

maximum growth rate (Figure 3.5). The Ekman friction term, FEK , is negative over the

cyclone centre (Figure 3.5a), indicative of the Ekman pumping mechanism. The frictional

baroclinic generation term, FBG, is positive to the north and east of the cyclone centre,

along the cyclone bent-back warm front (Figure 3.5b), as seen in the typical developing

mid-latitude cyclone. The sensible heat flux term, SV , is positive over the cyclone centre

and in the warm sector (Figure 3.5c), where the atmosphere is warmer than the underly-

ing surface with downward sensible heat fluxes. Note that the SH term is much smaller

than the other terms and is therefore not shown in Figure 3.5. The sum of the BL PV

tendencies (Figure 3.5d) resembles the baroclinic generation term, indicating that the Ek-

man generation is mostly cancelled by the sensible heat flux generation at this time. The

BL PV tendencies for Cyclone A resemble those of a typical baroclinic wave mid-latitude

cyclone (e.g. Adamson et al., 2006; Boutle et al., 2007).

The BL PV tendencies are presented for Cyclone B at maximum intensity after the cy-

clone has transitioned to a vertically stacked columnar vortex structure (Figure 3.6). As

in Cyclone A, the FEK term is negative over the cyclone centre (Figure 3.6a), as would

be expected in a cyclonic weather system. However, unlike Cyclone A (and typical mid-

latitude cyclones), the FBG term is negative, with the largest magnitude to the north and

east of the cyclone in the WCB region (Figure 3.6b). This is due to the vertically stacked

cold-core structure of the cyclone (Figures 3.2d and 3.4), with the cyclonic BL winds

oriented in the same direction as the cyclonic winds of the TPV directly aloft (i.e. in the
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Figure 3.5: BL depth-averaged PV tendencies from Equation 3.11 for Cyclone A at 18Z 8 May
2020 (6 hours before maximum growth rate) from IFS run starting 00Z 7 May 2020. (a) FEK , (b)
FBG, (c) SV , and (d) the sum of FEK , FBG, SV and SH (PVU day−1; shading), mean sea level
pressure (hPa; grey contours) and the sea ice edge (0.15 sea ice concentration; green contour). The
magenta circle marks 750 km from the cyclone centre.

same direction as the tropospheric thermal wind), in contrast to the tilted frontal structure

of Cyclone A (see Section 3.5). The SV term is positive, with the largest magnitude in

the WCB region (Figure 3.6c), indicative of downward sensible heat fluxes over sea ice.

This means that the cold air mass associated with the cyclone (Figure 3.4a) is still warmer

than the sea ice surface, which is locked at 0°C. Like for Cyclone A, the sum of the BL

PV tendencies resembles the FBG term, indicating that FEK is mostly cancelled by SV ,

except for the negative PV tendencies at the cyclone centre where FEK is the dominant

term. It is the frictional baroclinic PV generation term, FBG, that distinguishes Cyclone

B from Cyclone A (and mid-latitude cyclones).

Boutle et al. (2007) demonstrated that in a mid-latitude cyclone initialised without a

meridional surface temperature gradient, the (negative) FEK term dominates over (mostly

positive) FBG. Cyclone B has some similarities with this experiment, with the sea ice
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Figure 3.6: As in Figure 3.5, but for Cyclone B from IFS run starting 00Z 25 July 2020 at 12Z 28
July 2020 (maximum intensity).

providing a quasi-uniform surface temperature to limit low-level baroclinicity. However,

unlike the Boutle et al. (2007) experiment, the vertically stacked cold-core columnar vor-

tex of Cyclone B results in a large region of negative FBG, which is of a similar magnitude

to the FEK term.

3.4.2 Cyclone depth-integrated PV budget

Time series of the terms relevant to the depth-integrated PV budget of Cyclones A and B

are presented in Figures 3.7 and 3.8 respectively. The BL PV tendencies in Figures 3.7a

and 3.8a have been multiplied by density and BL height to give a BL depth-integrated PV

tendency (see first term on RHS of Equation 3.13). Note that the y scale in Figure 3.7a

is almost an order of magnitude larger than in Figure 3.8a due to the larger magnitudes

of FBG and SV in Cyclone A during development. The larger magnitude of FBG might

be due to greater surface roughness over land or greater baroclinicity. The surface energy

balance is also changed over land, resulting in large downward sensible heat fluxes and a

large SV term.
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More generally, the magnitude of the BL PV tendencies is impacted by several (interre-

lated) factors, including the underlying surface, cyclone strength, and BL height, h. For

instance, stronger cyclone winds correspond with larger vorticity and surface fluxes and

therefore larger PV tendencies (Equation 3.11). Furthermore, the depth-integrated PV

tendencies scale by 1
h

such that the magnitude decreases with increasing h. Cyclone A

has stronger low-level winds than upper-level-dominant Cyclone B but with stable shear-

driven BLs also has a slightly higher h (with an average value of ∼800 m at maximum

intensity compared to ∼600 m), with opposing effects on the magnitude of the BL PV

tendencies. Clearly, the magnitude of the BL PV tendencies varies with cyclone-specific

details, which differ between any two cyclones. However, in this study, we are focused

on the fundamental mechanisms in cyclones with contrasting structure, so it is the general

evolution and sign of the BL PV tendencies that are the main interest rather than the ab-

solute magnitude. In the subsequent analysis, we focus on the general evolution and sign

when comparing the case studies.

In Cyclone A (Figure 3.7a), the Ekman friction (FEK) term is negative throughout the

time series, indicative of the Ekman pumping mechanism acting throughout the cyclone

evolution. The baroclinic PV generation (FBG) term is large and positive during the baro-

clinic growth phase before the maximum intensity, with a reduced magnitude after this

time (and becoming generally negative). The sensible heat flux (SV ) term is positive

before the time of maximum intensity, dominated by the strong downward heat fluxes

in the warm sector (Figure 3.5c). After maximum intensity the SV term has a smaller

magnitude. The SH term (proportional to the horizontal gradient of sensible heat fluxes)

is also presented in Figure 3.7a and has a much smaller magnitude than the other non-

conservative terms. The sum of the BL PV tendencies is positive during the baroclinic

growth phase (before maximum intensity), dominated by FBG, and is negative once the

cyclone has matured.

The volume-averaged PV in the BL, ⟨P ⟩BL (Section 3.2.6), of Cyclone A (Figure 3.7b)

increases during the baroclinic growth phase up to 6 hours before maximum intensity
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Figure 3.7: Time series of depth-integrated PV and tendencies associated with Cyclone A, from
IFS run starting 00Z 7 May 2020, from 00Z 7 May to 12Z 12 May 2020. (a) BL depth-integrated
PV tendencies (K s−2): FEK (red line), FBG (blue line), SV (yellow line), SH (orange line), sum
(purple line) and the BL volume-averaged PV tendency calculated explicitly (LHS of Equation
3.14; dashed magenta line). (b) Volume-averaged PV (K s−1) in the BL and the tropospheric
layer with the 330 K isentropic surface as the top of the layer. The grey and black vertical lines
correspond to the time of maximum growth rate and maximum intensity.

and decreases after. The rate of change of ⟨P ⟩BL is plotted against the BL PV tendency

terms in Figure 3.7a (dashed pink line) and corresponds well with the sum of the non-

conservative terms (purple line). However, the sum of the non-conservative terms has a

larger magnitude before maximum growth rate, which indicates that the vertical and hor-

izontal fluxes of PV into or out of the BL control volume are large at this time, according

to Equation 3.13. The volume-averaged PV in the tropospheric layer, ⟨P ⟩TROP , increases

throughout the cyclone lifetime, even after the time of maximum intensity of the low-level

cyclone. The increase in ⟨P ⟩TROP is dominated by baroclinic wave growth, which in this

budget is apparent through the lateral PV fluxes into the volume. Note that ⟨P ⟩TROP is

approximately 15 times larger than ⟨P ⟩BL. The fractional rate of growth in the BL and

tropospheric layer is similar up to maximum growth rate (i.e. the slopes of ⟨P ⟩BL and
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⟨P ⟩TROP are similar), which is characteristic of system growth with the BL and upper

levels coupled (i.e. lateral PV fluxes in Equations 3.13 and 3.14 are linked due to the

baroclinic tilt of the system that is continuous across both layers). Hence, the same BL

processes that impact the BL circulation will have an indirect effect on the tropospheric

layer also.

In Cyclone B (Figure 3.8) the Ekman friction (FEK) term is negative with maximum

magnitude during the baroclinic growth phase at maximum growth rate (Figure 3.8a).

The baroclinic PV generation (FBG) term captures two distinct periods of cyclone de-

velopment. FBG is positive during the baroclinic growth phase but is approximately an

order of magnitude smaller than in Cyclone A (Figure 3.7a), indicating reduced baroclin-

icity. After the time of maximum growth rate, FBG reduces and rapidly becomes strongly

negative, decreasing to an absolute minimum 6 hours before maximum intensity. The

evolution of FBG differs from that of Cyclone A, with the transition from positive to neg-

ative occurring before maximum intensity for Cyclone B and the negative FBG values

having a larger magnitude (relative to the magnitude of the positive values before tran-

sition). The sensible heat flux (SV ) term is largely positive due to downward sensible

heat fluxes over the sea ice. The sum of the non-conservative BL terms is positive before

maximum intensity, dominated by the SV term, and is close to zero afterwards with the

positive SV term reducing in magnitude and having a greater (negative) contribution from

FBG. Note that the magnitude of FBG is greater than FEK in Cyclone A (a more baro-

clinic cyclone; Figure 3.7a), whereas their magnitudes are comparable in Cyclone B due

to a more barotropic structure (Figure 3.8a).

Volume-averaged PV in the BL, ⟨P ⟩BL, of Cyclone B increases during the baroclinic

growth phase up to maximum intensity and decreases after (Figure 3.8b), similar to that

in Cyclone A in profile and magnitude (Figure 3.7b). The rate of change of ⟨P ⟩BL (Figure

3.8a) corresponds well with the sum of the BL non-conservative terms. The differences

between the two series are likely due to vertical and horizontal PV flux terms and also

possibly latent heating (which is not explicitly calculated here). Unlike in Cyclone A,

⟨P ⟩TROP is relatively constant (Figure 3.8b). This is related to the pre-existing TPV as-
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Figure 3.8: As in Figure 3.7, but for Cyclone B from IFS run starting 00Z 25 July 2020, from 00Z
25 July to 00Z 2 August. Note that the y-scale in (a) is an order of magnitude smaller than that of
Figure 3.7a.

sociated with Cyclone B. Applying a similar reasoning used in Martı́nez-Alvarado et al.

(2016), if the control volume containing the TPV is in an isentropic layer (i.e. the BL

top is an isentropic surface as well as the top boundary), and all the non-conservative

processes lie within the circuit, then the circulation is conserved if the lateral boundary

is a material surface. When the system (TPV and low-level cyclone) becomes a cut-off

axisymmetric circuit, this condition is satisfied, and the circulation (⟨P ⟩) is conserved.

Cyclone B largely satisfies this condition, except during the baroclinic growth phase (i.e.

the dip in ⟨P ⟩TROP in Figure 3.8b at maximum growth rate), when the cyclone and TPV

start to interact. The coupling between the BL and tropospheric layer is reduced such

that the BL processes do not significantly impact the free-tropospheric circulation at this

stage. This is very different to the evolution of the system ⟨P ⟩ in Cyclone A (Figure 3.7).

This analysis has revealed how the magnitude and sign of the cyclone-average BL PV ten-

dencies evolve in time and how the baroclinic PV generation term, FBG, differs between
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the cyclones. A key question is the extent to which this difference modifies the subsequent

evolution of the cyclones. Whilst a quantitative assessment of this effect, which would

require a piecewise PV inversion procedure, is beyond the scope of this work, in the fol-

lowing section the impacts of the BL processes are qualitatively inferred by analysing the

3-D structure of the cyclones and their associated PV fields. In Section 3.5 the FBG term

is examined in more detail.

3.4.3 Cyclone structural evolution

Low-level (up to 700 hPa) north–south cross-sections of Cyclone A at selected times are

presented in Figure 3.9. The panel below each cross-section shows the profile of the

(depth-averaged) BL PV tendency terms interpolated along the section (just shown within

750 km of the cyclone centre for clarity). At the time of maximum growth rate (Figure

3.9a) the cyclone has a baroclinic tilted structure, with tilted isentropes associated with

positive PV over the cyclone centre. Winds exceed 15 m s−1 in the BL at this time. FEK

is negative below the cyclone centre, whilst FBG is positive to the north (where the BL

winds are strongest). SV is positive to the south of the cyclone centre, where there are

downward sensible heat fluxes in the warm sector. This is consistent with a region of

positive PV in the BL on the southern end of the cross-section. The sum of the BL PV

tendencies is positive to the north of the cyclone and negative to the south.

At the time of maximum intensity (Figure 3.9b), the system has obtained a warm-core ax-

isymmetric structure over the sea ice, with isentropes dipping down over the low-pressure

centre. The system is very strong at low levels at this time, with winds speeds exceeding

30 m s−1 in the BL. There is large positive PV above the BL constrained within a ∼200

km radius of the cyclone centre, associated with enhanced static stability, and is likely

indicative of the frictional baroclinic PV mechanism. As at maximum growth rate, FEK

is negative over the cyclone centre, whilst FBG is positive to the north of the cyclone be-

low the strongest BL winds. The magnitude of SV is reduced at this time. The BL height

peaks where the winds are strongest, indicative of a wind-driven BL and consistent with

small sensible heat fluxes. The sum of the BL PV tendencies is again positive to the north

of the cyclone, consistent with positive PV there, and negative to the south of the cyclone,
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where there is negative PV.

At 24 hours after the time of maximum intensity (Figure 3.9c), the cyclone has lost

its warm core and has now developed a larger-scale cold-core structure, with the isen-

tropes bowing upwards. This resembles the composite cold-core axisymmetric structure

of summer-time Arctic cyclones after maximum intensity from Vessey et al. (2022). The

isentropes have moved upward, taking the low-level positive PV from 950 hPa up to 800

hPa. The wind field is now upper-level dominant but with a deep structure such that winds

still exceed 20 m s−1 in the BL. The BL PV tendencies are now reduced in magnitude (due

to weaker winds), but the FBG term is notably the dominant term and is predominantly

negative. The negative FBG term is also seen in Figure 3.7 after maximum intensity and

likely reflects the cyclone’s transition to an axisymmetric cold-core structure. The cyclone

retains this cold-core axisymmetric structure for 2 more days before dissipating (Figure

3.2b).

This cross-section analysis is also performed for Cyclone B (Figure 3.10). At the time of

maximum growth rate (Figure 3.10a), the cold-core structure of the pre-existing TPV is

evident in the isentropes. There are baroclinic zones to the north and south of the TPV,

with tilted isentropes and positive near-surface PV. Cyclone B develops on the baroclinic

zone to the south of the TPV. The TPV is associated with a strong cyclonic wind field at

the tropopause, but this does not extend to the BL at this time. The BL PV tendency terms

are largest to the south of the section over the ocean. FEK is positive, which is consistent

with the cyclone centre (as diagnosed by ξ850) not being co-located with the minimum in

sea level pressure at this time (not shown). FBG is positive, consistent with the system

undergoing baroclinic growth. With SV also being positive, there is net positive PV being

generated over the cyclone centre.

At the time of maximum intensity (Figure 3.10b), the cyclone has obtained an axisym-

metric cold-core structure. The cyclonic winds about the system now extend to the lower

levels, with winds greater than 20 m s−1 in the BL. PV is small within the BL at this time.

The magnitude of the BL PV tendency terms in Cyclone B is approximately half that of
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Figure 3.9: North-south cross-sections of Cyclone A, from IFS run starting 00Z 7 May 2020, at the
longitude of the cyclone centre from 65°N to 89°N at (a) 12Z 8 May (maximum growth rate), (b)
06Z 9 May (maximum intensity), and (c) 06Z 10 May 2020 (24 hours after maximum intensity).
The top panels display potential vorticity (PVU; shading), potential temperature (K; black solid
contours), zonal wind (m s−1; blue contours), and the BL top (grey dotted line). The bottom panels
display the BL PV tendency terms (scaled to depth-integrated PV tendencies) due to friction and
sensible heat fluxes, within 750 km radius of the cyclone centre. The background shading denotes
the surface type: land (grey), ocean (blue; sea ice concentration < 0.15), marginal ice zone (purple;
sea ice concentration > 0.15 and < 0.8), and pack ice (orange; sea ice concentration > 0.8). The
purple vertical line marks the cyclone centre from TRACK (Section 3.2.3), and the magenta lines
mark 750 km distance from the cyclone centre. Minimum sea level pressure along the section is
marked with a red L.

Cyclone A, likely due to the system being upper-level dominant with weaker winds at the

surface. FEK is negative over the cyclone centre, and FBG is negative on the northern

flank of the cyclone. SV is small but consistently positive over the cyclone.
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Figure 3.10: As in Figure 3.9, but for Cyclone B, from IFS run starting 00Z 25 July 2020, at (a)
18Z 26 July (maximum growth rate), (b) 12Z 28 July (maximum intensity), (c) 12Z 31 July (72
hours after maximum intensity).

At 72 hours after the time of maximum intensity (Figure 3.10c), whilst the surface cyclone

has weakened (with BL winds of ∼10 m s−1), the axisymmetric cold-core structure has

amplified, with a steeper isentropic tilt on the flanks of the system. The BL PV tendencies

are small at this time, although FEK is notably negative over the cyclone centre, indicative

of Ekman pumping. Note that the system is not associated with a coherent accumulation

of PV above the BL like in Cyclone A, and consequently there is reduced static stability

above the BL here (i.e. the isentropic surfaces are spaced further apart).
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3.5 Discussion

From the results, the BL process that most obviously differs between Cyclones A and

B is frictional baroclinic PV generation, i.e. the FBG term. Physically, the FBG term is

governed by the orientation of the surface winds and the low-level thermal wind above

the BL. Another form of thermal wind balance is:

(
k̂ ×∇θ

)
=
f0θ0
g

∂v⃗

∂z
(3.15)

where ∂v⃗
∂z

is the thermal wind vector, v⃗T , just above the BL. Substituting Equation 3.15

into the FBG term in Equation 3.11 gives FBG explicitly in terms of the thermal wind just

above the BL:

FBG =
f0θ0
gρ02h2

(−τ⃗S · v⃗T ) = − f0θ0
gρ02h2

|τ⃗S||v⃗T | cosϕ (3.16)

where ϕ is the angle between τ⃗S and v⃗T , and τ⃗S is in the same direction as the surface

wind (v⃗S). Schematics of low-level dominant and upper-level dominant cyclones are pre-

sented in Figure 3.11. In the low-level dominant case (Figure 3.11a), in the warm front

region, the cyclonic BL wind opposes the low-level thermal wind vector just above the

BL. Hence, τ⃗S and v⃗T are opposed (i.e. 90 °< ϕ < 180 °). According to Equation 3.16,

this would yield a positive Lagrangian PV tendency (FBG), consistent with that in Cy-

clone A. Now consider an axisymmetric upper-level dominant cyclone (Figure 3.11b).

The cyclonic BL wind is oriented in the same direction as the low-level thermal wind

vector just above the BL. This means that τ⃗S and v⃗T are oriented in the same direction

(i.e. 0 °< ϕ < 90 °) such that the Lagrangian PV tendency (FBG) in Equation 3.16 is

negative. This is consistent with the sign of FBG associated with Cyclone B.

In essence, FBG represents changes in PV due to BL friction altering the horizontal com-

ponents of vorticity. FBG can be written as the Lagrangian derivative of the horizontal

component (considering only the y-component for simplicity) of Equation 3.1:

FBG =
D

Dt

(
1

ρ
ζa
y ∂θ

∂y

)
=

1

ρ

(
D(ζa

y)

Dt

∂θ

∂y
+ ζa

y
D( ∂θ

∂y
)

Dt

)
(3.17)
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where the product rule has been applied to give the RHS, and variations in density have

been neglected. The horizontal vorticity in the BL, ζay, is associated with the (zonal)

vertical wind shear between the surface winds and the thermal wind just above the BL.

Therefore FBG depends on the vertical wind shear across the BL (ζay), and the horizontal

temperature gradient just above the BL top (∂θ
∂y

).

Once again, consider the warm front region of a low-level dominant cyclone, where the

cyclonic BL wind opposes the low-level thermal wind vector (Figure 3.11a). In this setup,

ζa
y > 0, and ∂θ

∂y
< 0. Friction will act to slow down the BL winds, such that the vertical

wind shear over the BL is reduced: D(ζa
y)

Dt
< 0. If the system is to remain in thermal

wind balance, the temperature gradient (just above the BL) across the cyclone must also

weaken:
D( ∂θ

∂y
)

Dt
> 0 (note that this yields FBG > 0 from Equation 3.17). The reduction of

the temperature gradient across the cyclone means that the cyclone warm core decays.

Now consider an axisymmetric upper-level dominant, or cold-core cyclone (Figure 3.11b),

where the cyclonic BL wind is oriented in the same direction as the low-level (cyclonic)

thermal wind vector above the BL. Here, ζay < 0, and ∂θ
∂y
> 0. Friction slows down the

BL winds, which in this configuration, will increase the vertical wind shear over the BL:
D(ζa

y)
Dt

< 0. To remain in thermal wind balance, the temperature gradient (just above the

BL) across the cyclone must increase:
D( ∂θ

∂y
)

Dt
> 0 (note that this yields FBG < 0 from

Equation 3.17). The increase in the temperature gradient across the cyclone means that

the cyclone cold-core intensifies.

It has been shown that FBG has the opposite impact on cyclone thermal structure. In

low-level dominant cyclones, the thermal anomaly is weakened, whereas in upper-level

dominant cyclones, the thermal anomaly is amplified. The analysis demonstrates that the

impact of friction depends on the cyclone structure. In both cases, FBG is acting to cool

the thermal anomaly.

For Cyclone A, the analysis above demonstrates that FBG acts to decay the low-level

warm-core (and amplify the cold-core anomaly once established; see negative FBG after
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Figure 3.11: Schematics of (a) low-level dominant (warm-core) and (b) upper-level dominant
(cold-core) cyclone structures. Left panels show a plan view with mean sea level pressure (grey
solid contours) and potential temperature (θ; dashed contours). At the point marked by the black
cross, the orientation of the surface wind vector (v⃗S ; in the same direction as the surface stress, τ⃗S)
and the thermal wind vector above the BL (v⃗T ) are demonstrated by the magenta arrows, with an
angle ϕ between them. Right panels show vertical wind structure at this point, with the horizontal
axis aligned with the largest component of v⃗T (in (a) this is the x-direction, in (b) this is the y-
direction). The orientation of v⃗S and v⃗T are demonstrated with magenta arrows. The BL top is
marked by the black dashed line (height h). The idealised cyclone structure in (a) is associated
with positive FBG, whilst (b) is associated with negative FBG.

maximum intensity in Figure 3.7). Ekman pumping is also acting, which will also cool

the system due to the rising of air and adiabatic cooling (Ekman pumping is also acting to

spin-down the cyclone as it becomes stacked in the vertical). The positive SV term (before

maximum intensity; Figure 3.7), indicative of downward sensible heat fluxes, also con-

tributes to cooling with the atmosphere losing heat to the surface. For Cyclone B, FBG

acts to amplify the cold-core, with Ekman pumping and sustained downward sensible heat

fluxes over the sea ice (as indicated by negative FEK and positive SV ; Figure 3.8) also

contributing to low-level cooling. Hence, all of the BL PV tendencies in both cyclones are

contributing to cooling the system. Low-level cooling in an axisymmetric cyclone will re-

sult in a reduction in low-level vorticity, and therefore a reduction in surface winds. This

can be shown using Equation 3.3; for example, in a cold-core cyclone b′ < 0 will increase

in magnitude, and therefore ∂ξ
∂z
> 0 will increase. Assuming upper-level vorticity and the

layer depth stays constant, this means the low-level vorticity must decrease. Hence, the
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frictional processes and sensible heat fluxes are contributing to weakening the low-level

cyclone after maximum intensity. Although the low-level cyclone is weakening, friction

is acting to amplify a cold-core anomaly above the BL in both cyclones once they have

matured. What this means for the subsequent system evolution is still an open question.

Consistent with all of the BL processes contributing to cooling the system, both cyclones

obtain a vertically stacked cold-core structure after maximum intensity (Figures 3.9c and

3.10c) which persists for several days (Figures 3.2b and 3.2d). This structural evolution

is not seen in maturing mid-latitude cyclones. The barotropic cold-core structure after

maximum intensity resembles the structural transition of summer-time Arctic cyclones

in Vessey et al. (2022). Vessey et al., 2022 find that their summer-time Arctic cyclone

composite does not undergo occlusion, and suggest that summer-time Arctic cyclones

may lack the dynamical forcing from the occlusion process that typically leads to the dis-

sipation of mid-latitude cyclones. One hypothesis is that this may extend the lifetime of

summer-time Arctic cyclones. This will allow BL processes (which all act to cool the ther-

mal anomaly in Cyclones A and B) to act over a longer time period than in mid-latitude

cyclones, permitting the cold-core structure to develop and persist over many days.

In Cyclone A, Ekman pumping and the baroclinic PV mechanism are both acting to in-

crease the static stability above the BL (Boutle et al., 2015). This acts to reduce the

coupling of the lower and upper levels, and eventually weaken the cyclone. In Cyclone B,

the static stability above the BL is reduced compared to Cyclone A (see the large vertical

spacing of the isentropes above the BL in Figure 3.10c). The lower static stability would

result in enhanced coupling of the lower and upper levels for longer (compared to Cy-

clone A), and might explain the longer lifetime of Cyclone B (almost 10 days), compared

to Cyclone A (∼ 6 days).

3.6 Conclusions

Previous studies have demonstrated that the evolution of mid-latitude cyclones is sensitive

to BL turbulent fluxes (e.g. Valdes and Hoskins, 1988), and identified the BL processes
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by which the surface influences mid-latitude cyclones (e.g. Adamson et al., 2006; Cooper

et al., 1992). However, the influence of the surface and the relevant dynamical mecha-

nisms have not yet been investigated in the context of Arctic cyclones. Differences are

expected for several reasons. Firstly, surface properties (and therefore turbulent fluxes)

are highly variable in the summer-time Arctic, over land, ocean, marginal ice and pack

ice. Secondly, Arctic cyclones are longer lived than mid-latitude cyclones, allowing BL

processes to act for longer. Thirdly, there are different cyclone growth mechanisms and

morphologies in the Arctic, such that the BL processes may have different impacts on

cyclone evolution.

The purpose of this study is to characterise the BL processes acting in summer-time Arctic

cyclones, and understand how they influence the structural evolution. A PV framework

(derived by Cooper et al., 1992, in the Vannière et al., 2016, form) has been used, as has

been used in previous studies for mid-latitude cyclones (e.g. Adamson et al., 2006; Plant

and Belcher, 2007). This PV framework in Equation 3.11 reveals four BL PV tendencies,

each representing a BL process, associated with friction or sensible heat fluxes: FEK (Ek-

man friction), FBG (frictional baroclinic PV generation), SV (sensible heat fluxes), and

SH (proportional the horizontal gradient of sensible heat fluxes – typically smaller than

the other terms). In this work, unlike previous studies, summer-time Arctic cyclones are

categorised by their vorticity structure during development, as either (i) low-level domi-

nant (low-level warm core) or (ii) upper-level dominant (tropospheric cold-core). In this

study, BL processes (and their impact on cyclone evolution) acting in two contrasting cy-

clone case studies from summer 2020 are investigated and compared. Cyclone A occurred

in May 2020 and was low-level dominant (developing as part of a baroclinic wave off the

Eurasian coastline), whilst Cyclone B occurred in July 2020 and was upper-level domi-

nant (developing with a TPV in the Beaufort Sea). The primary tool used is the ECMWF

global IFS model, focusing on a single model run for each cyclone.

The first research question (defined in Section 3.1) was to determine the nature of the

BL processes in the different types of Arctic cyclones, and the second was to understand

how these evolve with time. Both Cyclones A and B are associated with negative FEK ,
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and therefore Ekman pumping, which acts to spin down the cyclones throughout their

lifetime (as would be expected in cyclonic weather systems). Furthermore, both cyclones

are associated with positive SV due to downward sensible heat fluxes over sea ice (i.e.

the atmosphere losing heat to the underlying surface), representing the generation of PV

due to increased static stability. Cyclone A is associated with positive SV before maxi-

mum intensity in the warm sector (over land and sea ice). Cyclone B is associated with

positive SV over the sea ice for most of its lifetime. It is the frictional baroclinic PV gen-

eration, the FBG term, that differs between Cyclones A and B. The FBG term is positive

in Cyclone A along the warm front region during the baroclinic growth phase, where the

BL winds oppose the lower-tropospheric thermal wind. After maximum intensity this

term reduces in magnitude and becomes weakly negative. In Cyclone B, FBG is initially

positive during the baroclinic growth phase (but with a reduced magnitude compared to

Cyclone A, suggesting reduced baroclinicity). As the system approaches maximum inten-

sity, the FBG term becomes strongly negative, as the cyclone becomes vertically stacked,

with BL winds in the cyclone oriented in the same direction as the cyclonic thermal wind

associated with the TPV above the BL. In both cyclones the sum of the BL PV tendencies

are positive before maximum intensity, and negative afterwards.

Comparisons of the BL processes acting in Cyclones A and B with those in mid-latitude

cyclones were made throughout the manuscript. The evolution of Cyclone A resembles

that of mid-latitude cyclones, consistent with the same frictional processes, with negative

FEK and positive FBG. There is also evidence of the baroclinic PV mechanism, the dom-

inant frictional spin-down mechanism in baroclinic wave cyclones, with a region of high

PV just above the BL over the low centre in Cyclone A (e.g. Adamson et al., 2006). In

contrast, Cyclone B is associated with negative FBG due to the vertically stacked nature of

the system with a TPV, suggesting that friction is acting differently compared to Cyclone

A and typical mid-latitude cyclones. Both cyclones are associated with predominantly

positive SV due to downward sensible heat fluxes over the sea ice, unlike mid-latitude

cyclones. The SV term is generally small in Cyclone A (except over land), consistent

with the finding from Haualand and Spengler (2020) that sensible heat fluxes only have a

minor impact on baroclinic wave development. In contrast, the SV term is more dominant
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in Cyclone B, with downward sensible heat fluxes over sea ice over the entire cyclone.

Finally, the third research question was to understand the impact of the BL processes on

the Arctic cyclone interior evolution. It has been shown that the FBG term has the opposite

impact on cyclone structure above the BL, depending on the cyclone type. In Cyclone A

(low-level dominant), FBG acts to decay the warm-core thermal anomaly, where as FBG

acts to amplify the cold-core thermal anomaly in Cyclone B (upper-level dominant). In

fact, all of the BL processes associated with friction and sensible heat fluxes are con-

tributing to lower tropospheric cooling, and therefore a reduction in low-level vorticity by

thermal wind balance. Although the low-level circulation of the cyclone is weakening,

friction is acting to amplify a cold-core anomaly above the BL. Consistent with the BL

processes contributing to cooling, both Cyclones A and B obtain a cold-core structure

which persists for several days after maximum intensity, unlike the evolution of mid-

latitude cyclones. Vessey et al. (2022) have suggested that Arctic cyclones may lack the

dynamical forcing to dissipate as quickly as mid-latitude cyclones, and it is hypothesised

that this may allow the BL processes to act over a longer period of time. This may permit

the cold-core structure to develop and persist over several days. Finally, it is hypothesised

that in Cyclone B, because frictional baroclinic PV generation does not result in high PV

(and high static stability) over the cyclone centre, the coupling of the lower and upper

levels is prolonged, and therefore so is cyclone lifetime (∼10 days), compared to Cyclone

A (∼6 days).

Moist processes and diabatic effects in the free troposphere (in particular latent heat re-

lease coupled with the vertical motion) have not been considered here. Although we

may expect latent heating to be less important in the Arctic than lower latitudes due

to reduced absolute humidity, Terpstra et al. (2015) demonstrated that low-level distur-

bances are able to amplify in a high-latitude moist baroclinic environment in the absence

of other processes (upper-level perturbations, surface fluxes or radiation) using an ide-

alised baroclinic channel model. This suggests that latent heating can be significant for

the development of polar cyclones. The work here is focused on characterising the effects

of friction and sensible heat fluxes at the lower boundary on Arctic cyclones in two cases
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with contrasting structure. Further study is being conducted by the co-authors to quan-

tify the response of the 3-D wind field within the cyclones to the BL processes explored

here, and the amplification of ascent by latent heat release, using the diagnostic tool of

Cullen (2018) assuming semi-geostrophic balance dynamics. Quantifying the relative im-

portance of non-conservative processes in the BL and free troposphere in the evolution of

Arctic cyclones, and understanding the sensitivity of cyclone evolution to surface proper-

ties, are also areas for future research.
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Chapter 4

A climatology of summer-time Arctic cyclones

using a modified phase space

This chapter has been published in Geophysical Research Letters with reference:

Croad, H. L., J. Methven, B. Harvey, S. P. E. Keeley, A. Volonté, and K. I. Hodges

(2023): A Climatology of Summer-time Arctic Cyclones Using a Modified Phase Space.

Geophys. Res. Lett., 50 (22), e2023GL105993, https://doi.org/10.1029/2023GL105993.

Abstract
We perform a climatological analysis of summer-time Arctic cyclone structure in reanal-

ysis data using a phase space approach. A classification scheme for Arctic cyclones

is proposed, dependent on whether vorticity structure during development is low-level-

dominant (LLD) or upper-level-dominant (ULD). During growth, LLD cyclones (65.5%)

exhibit warm-core asymmetric structures, whereas ULD cyclones (34.5%) have cold-core

asymmetric structures. LLD cyclones typically have greater thermal asymmetry during

growth. However, a transition to a persistent cold-core axisymmetric structure after ma-

turity is characteristic of summer-time Arctic cyclones, regardless of structure during

growth. LLD cyclones are typically stronger and preferentially track on the Russian coast-

line where there is high baroclinicity, whereas ULD cyclones tend to be longer-lived and

preferentially track in the Pacific sector, where they can interact with tropopause polar

vortices. This study provides a platform for further research into different classes of Arc-

tic cyclones and associated hazardous weather, and ultimately for developing conceptual

models.
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Plain language summary
We investigate the structure of cyclones, large-scale low-pressure systems, in the summer-

time Arctic, using observations-based data of the atmosphere. A phase space is used to

represent two aspects of cyclone structure, specifically (a) the low-level horizontal tem-

perature contrast (i.e., whether there is a distinct warm sector), and (b) the vertical change

in wind. We classify Arctic cyclones based on their vertical structure as they develop,

as either low-level-dominant (LLD), where winds decrease with height, or upper-level-

dominant (ULD), where winds increase with height. During growth, LLD cyclones

(65.5%) exhibit warm-core structures whereas ULD cyclones (34.5%) have cold-core

structures, both with strong low-level temperature contrasts. LLD cyclones tend to have

a stronger warm sector contrast during development. However, after maximum intensity,

when a cyclone matures and begins to weaken, both subsets of cyclones typically evolve

to have long-lasting cold-core structures without a warm sector. LLD cyclones are typ-

ically stronger and preferentially track on the Russian coastline, whereas ULD cyclones

tend to be longer-lived, and preferentially track in the Pacific sector of the Arctic. This

study provides a platform for further research into different classes of Arctic cyclones,

and ultimately for developing conceptual models, which are key for anticipating associ-

ated hazardous weather.

4.1 Introduction

Arctic cyclones are the major weather hazard to the increasing human activity in the

summer-time Arctic (e.g., Babin et al., 2020; Li et al., 2021), and can be associated with

extreme surface winds, ocean waves (e.g., Thomson and Rogers, 2014; Waseda et al.,

2018, 2021), and the break-up and melting of sea ice (e.g., Asplin et al., 2012; Lukovich

et al., 2021; Peng et al., 2021). Furthermore, Arctic cyclones in summer can be long-lived,

exacerbating the impact of any associated hazards. For example, the Great Arctic cyclone

of 2012 (henceforth C12) lasted for almost 13 days (Simmonds and Rudeva, 2012), and

an Arctic cyclone in August 2016 was maintained for over 1 month through repeated cy-

clone mergings (Yamagami et al., 2017).
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The structural development of mid-latitude cyclones is well-established, with concep-

tual models such as the Norwegian (Bjerknes, 1919) and Shapiro-Keyser (Shapiro and

Keyser, 1990) models, which are key for anticipating hazardous weather within a cy-

clone. However, the structural evolution of Arctic cyclones is not as well understood.

Studies of extreme summer-time cases suggest that Arctic cyclones can have different

structures to mid-latitude cyclones (e.g., Aizawa and Tanaka, 2016; Tanaka et al., 2012;

Tao et al., 2017). However, climatological studies are needed to complement these works

and assess how typical these cases are. Previously, climatologies of Arctic cyclones (e.g.,

Vessey et al., 2020; Zhang et al., 2004) did not consider cyclone structure. In more recent

work, Vessey et al. (2022) showed that summer-time Arctic cyclones undergo a transi-

tion at maximum intensity from a tilted baroclinic to an axisymmetric cold-core structure.

However, the composite approach used did not permit for different varieties of cyclone

structural evolution.

Gray et al. (2021) performed a climatological analysis of summer-time Arctic cyclones

and tropopause polar vortices (TPVs), long-lived vortices on the tropopause which are

common in the summer-time Arctic due to the lack of wind shear (Cavallo and Hakim,

2009, 2010). It was shown that Arctic cyclones that develop with a TPV (“matched”)

have a distinct structure to those that do not (“unmatched”). In a similar vein, Croad et al.

(2023a) focused on two summer-time cyclones with contrasting structure from summer

2020. Cyclone A (henceforth C20A) developed as a baroclinic wave along the northern

coast of Russia on the Arctic frontal zone (AFZ; Day and Hodges, 2018; Serreze et al.,

2001). The cyclone had a low-level-dominant (LLD) vorticity structure during develop-

ment, with a structural evolution resembling a mid-latitude cyclone. In contrast, Cyclone

B (henceforth C20B) developed with a TPV, with an upper-level-dominant (ULD) vor-

ticity structure. Whilst Cyclone A had stronger winds, Cyclone B attained a cold-core

columnar vortex structure that persisted for several days, looking quite different to a typ-

ical mid-latitude cyclone. The hypothesis is that cyclones A and B from Croad et al.

(2023a) represent two archetypal structural evolutions of Arctic cyclones.
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Here we investigate summer-time Arctic cyclone structure using a modified form of the

Hart (2003) cyclone phase space. This is a flexible approach to classifying cyclone struc-

ture, as it allows for a continuum of structures. In this study cyclones are categorized as

having LLD or ULD development, determined by their vorticity structure at maximum

growth rate. Note that this may have some similarities with the unmatched/matched clas-

sification from Gray et al. (2021), but here the focus is on general evolution of cyclone

structure, rather than feature-based identification of TPVs. In this work we aim to answer

the following:

1. What are the characteristic cyclone structures in the summer-time Arctic?

2. How does LLD/ULD growth determine subsequent cyclone structural evolution,

and how frequently does each type of growth occur?

3. How is LLD/ULD growth related to cyclone strength, longevity, and location?

4.2 Methodology

4.2.1 Reanalysis data

The study uses ERA5, the fifth-generation European Centre for Medium-Range Weather

Forecasts (ECMWF) reanalysis data set (Hersbach et al., 2017, 2020), produced using the

ECMWF’s Integrated Forecasting System model cycle 41r2. The model has spectral trun-

cation TL639 (∼31 km horizontal grid spacing at the equator), and 137 terrain-following

hybrid-pressure levels from the surface to 0.01 hPa. 6-hourly data on a 0.25° regular

latitude-longitude grid during 1979–2021 is used.

4.2.2 Arctic cyclone tracking

Arctic cyclone tracks are identified from ERA5 data using the TRACK algorithm (Hodges,

1994, 1995, 2021). This is employed on 1-hourly spectrally truncated (T5-63; removing

total wavenumbers less than 5 and more than 63) 850 hPa relative vorticity (ξ850). Maxima

exceeding 10−5 s−1 are identified and initialized into a set of tracks using a nearest neigh-

bor search with a maximum displacement distance of 2° (geodesic, 222 km) in a time step.

82



Chapter 4

These are subsequently refined by minimizing a cost function for track smoothness. Only

tracks that last longer than 1 day and travel more than 1000 km are retained. Arctic cy-

clones are identified as those tracks with filtered ξ850 > 8× 10−5 s−1 for at least 12 hours

whilst located north of 70°N. For each track, only sections north of 55°N are retained

(deemed relevant to the Arctic), from which time of maximum growth rate and maxi-

mum intensity are identified. There is no special treatment for merging/splitting tracks,

as this introduces added subjectivity. Spatial track density of cyclones was computed

with cosine-shaped kernels on a polar domain (500 km bandwidth) using the scikit-learn

Python library (Pedregosa et al., 2011).

4.2.3 A modified cyclone phase space

A modified cyclone phase space for characterizing the structure of Arctic cyclones was

proposed in Croad et al. (2023a), adapted from Hart (2003). The modified phase space

differs from the Hart (2003) version in that the parameters have been non-dimensionalised

by the natural scalings of quasi-geostrophic (QG) dynamics. The modified phase space

has also been reduced from three to two dimensions for simplicity, considering the ther-

mal asymmetry in the lower troposphere, and the thermal wind structure in the upper

troposphere only, and not also in the lower troposphere as in Hart (2003). This is jus-

tified as we are primarily interested in the presence of low-level baroclinicity and TPVs

in the upper levels. Furthermore, suitable pressure levels are used to define the layers

in the modified phase space to account for the shallower troposphere in the Arctic. The

modified phase space is also no longer dependent on the cyclone motion vector (as some

Arctic cyclones are associated with slow movement such that the motion vector is not

well defined), thereby producing smoother trajectories.

The thermal asymmetry is quantified as a non-dimensionalized depth-integrated baro-

clinic asymmetry, B, over the 925–700 hPa layer (assumed to be above the boundary

layer but below the “steering” level), calculated by splitting the cyclone into two halves:

B =
1

f0LN

g

θ0

1

∆p

� 925hPa

700hPa

(θR − θL) dp (4.1)
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where f0 = Coriolis parameter (s−1), L = horizontal length scale (500 km), N = Brunt-

Väisälä frequency (0.01 s−1), g = gravitational acceleration (9.81 m s−2), θ0 = reference

potential temperature (273 K), p = pressure (hPa), θR and θL = areal mean potential tem-

perature over a semi-circle (radius 500 km) to the right and left side of the cyclone (K).

At each time, Equation 4.1 is calculated by splitting the cyclone at every 10° bearing, with

the maximum value of B being used.

The thermal wind structure is quantified as a non-dimensionalised vertical gradient of

relative vorticity (ξ; s−1) in the 700–400 hPa layer (assumed to be above the “steering”

level but below the tropopause):

RoT = − L

N

∂ξ

∂z
(4.2)

where z = height (m) and RoT is a thermal Rossby number (the ratio of the vertical con-

trast in relative vorticity to planetary vorticity, noting that L
N

∼ H
f0

in QG scaling, where

H = height scale). From thermal wind balance, a positive RoT indicates a warm-core

structure, whilst a negative RoT corresponds to a cold-core structure.

In Croad et al. (2023a), Equation 4.1 was calculated with data at 25 hPa intervals, and

Equation 4.2 was estimated by a linear regression fit of ξ at 50 hPa intervals. However,

here the parameters are calculated by finite difference using data at 925, 700 and 400 hPa

only (reducing data storage requirements). Differences between the two methods were

very small for the cyclone cases in Croad et al. (2023a), justifying the decision to use

fewer pressure levels.

The modified cyclone phase space is presented in Figure 4.1a, with four quadrants defined

by the boundaries RoT = 0 and B = 0.15. The latter is equivalent to a ∼2 K difference

across a cyclone, above which a cyclone is considered to be asymmetric, and below which

a cyclone is considered to be symmetric. This choice is justified a posteriori using the

statistics at the time of maximum intensity shown in Figure 4.2b.
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4.3 Results

4.3.1 Cyclone structure and evolution

During 1979–2021, 1658 Arctic cyclones were identified in the extended summer (May-

September) using the criteria in Section 4.2.2 (≈39 per year on average). All (6-hourly)

tracked points of these cyclones are presented in the modified phase space in Figure 4.1a.

The highest point density is in the lower-left quadrant (39.8%), indicative of cold-core cy-

clone structures with low asymmetry. There are also a considerable number of points in

the top two quadrants, with 29.0% and 23.5% exhibiting warm-core and cold-core cyclone

structures respectively with high asymmetry. The region of highest point density slants

from the lower-left to the upper-right, indicating that cyclones with warm-core structures

typically have greater low-level asymmetry than cold-core cyclones.

Figure 4.1: Point density in the modified cyclone phase space of all track points for (a) all, (b)
LLD, and (c) ULD Arctic cyclones. Overlaid are the trajectories of three cyclone case studies;
C12 and C20A are overlain on (b) in gray and magenta respectively, and C20B is overlain on (c) in
magenta. The black, blue, green and white markers (crosses for C12, squares for C20A and C20B)
refer to the start point, maximum growth rate, maximum intensity and final point respectively. The
percentage of the total points in each quadrant is written in red.

Figure 4.1a indicates a positive correlation between B and RoT , reflecting the differing

dependencies of LLD and ULD cyclones on their respective forcing mechanisms. LLD

cyclones (RoT > 0) require environments with strong low-level baroclinicity (large B) to

exist, whereas ULD cyclones (RoT < 0) have strong upper-level forcing, and so can exist

even with weak low-level baroclinicity (small B). Although the use of two parameters to
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characterise cyclone structure may be conducive to four classes of cyclone (correspond-

ing to each quadrant of the phase space), the observed positive correlation between B

and RoT justifies why only two classes − LLD and ULD − are sufficient to capture the

first-order variability in summer-time Arctic cyclone occurrence.

The sample is split into two subsets, depending on whether a cyclone is LLD (i.e., warm-

core; RoT > 0) or ULD (i.e., cold-core; RoT < 0) at the time of maximum growth rate

(Figures 4.1b and 4.1c). 65.5% (1086) of the cyclones are LLD at maximum growth rate,

whilst 34.5% (572) are ULD. Note that this partition is similar to that of cyclones that

are unmatched and matched with TPVs in Gray et al. (2021). The LLD cyclones (Fig-

ure 4.1b) have a higher proportion of warm-core asymmetric structures than climatology

(38.3% compared to 29.0%), and a lower fraction of cold-core structures. In contrast,

the ULD subset (Figure 4.1c) has a considerably lower fraction of warm-core asymmet-

ric structures than climatology (14.4% compared to 29.0%), with the region of highest

point density on the cold-core half of the phase space (and lower average asymmetry).

The ULD subset has a higher proportion of cold-core asymmetric (33.4% compared to

23.5%) and cold-core symmetric (47.8% compared to 39.8%) structures than climatology.

The trajectories of the three aforementioned Arctic cyclone cases are overlaid in Figures

4.1b and 4.1c. C12 and C20A (Figure 4.1b; LLD development) have warm-core asym-

metric structures at maximum growth rate (blue marker), with a reduction in asymmetry

as they approach maximum intensity (green markers). After maximum intensity, the cy-

clone trajectories move into the lower-left quadrant, illustrating the transition to a cold-

core axisymmetric structure, and remain there for several days. In contrast, C20B (Figure

4.1c; ULD development) has a cold-core structure at maximum growth rate, with high

asymmetry (reduced compared to C12 but comparable to C20A). Although C20B has a

contrasting development to C12 and C20A, it undergoes a transition around the time of

maximum intensity to a cold-core symmetric structure that persists for several days, like

C12 and C20A.

The evolution of structure throughout cyclone lifetime is highlighted in Figure 4.2. Con-
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sidering the full cyclone sample, at maximum growth rate (Figure 4.2a), the highest point

density is in the warm-core asymmetric (60.0%) and cold-core asymmetric (30.5%) quad-

rants. At maximum intensity (Figure 4.2b), the highest point density has moved to the left

and downwards in the diagram, positioned on the central point between the quadrants,

representing a reduction in asymmetry and a reduction in the fraction of warm-core struc-

tures as cyclones mature. At the final track point (Figure 4.2c), the highest point density is

in the cold-core symmetric quadrant (62.0%). This represents the transition to a cold-core

axisymmetric structure, like that seen in C12, C20A and C20B. The results indicate that

a transition to a cold-core axisymmetric structure after maximum intensity occurs com-

monly in summer-time Arctic cyclones, consistent with Vessey et al. (2022).

Note that the highest point density at maximum growth rate (Figure 4.2a) is unimodal,

even though in this study the cyclones are partitioned into two types depending on their

structure at this time. This illustrates how in reality, cyclone structure is a continuum,

rather than being constrained by distinct types (with many “unconventional” cyclones).

However, it is still useful to apply broad classification schemes for the purpose of under-

standing characteristic cyclone structures and behaviors. The merit of this classification

scheme is demonstrated in Figure 4.1, with the LLD and ULD subsets exhibiting different

characteristic structures.

Figures 4.2d–4.2f and 4.2g–4.2i show the evolution of the LLD and ULD subsets respec-

tively. At maximum growth rate, the LLD (Figure 4.2d) and ULD (Figure 4.2g) subsets

have warm-core and cold-core structures respectively, by definition, with high asymme-

try. At maximum intensity, the highest point density has moved downwards in the phase

space in both subsets (Figures 4.2e and 4.2h), indicating reduced asymmetry as the cy-

clones mature. The LLD subset (Figure 4.2e) also moves to lower RoT values, although

67.7% of the cyclones still have warm-core structures at this time. This demonstrates that

LLD cyclones tend to undergo their transition from warm-core to cold-core structures af-

ter maximum intensity, like C12 and C20A (Figure 4.1b). At the final track point, the

LLD (Figure 4.2f) and ULD (Figure 4.2i) subsets have their highest point density in the

cold-core symmetric quadrant, with 59.1% and 67.5% of the points respectively. This
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Figure 4.2: Point density in the modified cyclone phase space for (a–c) all identified Arctic cy-
clones at (a) maximum growth rate, (b) maximum intensity, and (c) the final point of each track.
Panels (d–f) and (g–i) are the same as panels (a–c), but for LLD and ULD cyclones respectively.
The percentage of the total points in each quadrant is written in red.

suggests that both LLD and ULD cyclones often undergo the transition to a cold-core

axisymmetric structure, although a cyclone that had a ULD development is more likely to

do so.
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4.3.2 Cyclone characteristics

Having illustrated the differences in structural evolution between LLD and ULD cyclones,

we now consider how the cyclone subsets compare with regards to strength and duration

(Figure 4.3).

The distributions of maximum strength for the LLD and ULD cyclones are presented

in Figure 4.3a. The median value of ξ850 at maximum intensity (denoted by the dashed

vertical lines) is higher for the LLD cyclones (10.5× 10−5 s−1) than the ULD cyclones

(9.9× 10−5 s−1). Furthermore, the ULD histogram has a higher peak at low values of

ξ850 compared to the LLD histogram, which is flatter in shape and has higher frequencies

at larger ξ850 values. A two-sample Kolmogorov-Smirnov (KS) test confirms that the two

distributions are robustly different (p-value = 2.6× 10−7). This demonstrates that LLD

cyclones are typically stronger than ULD cyclones, and that the strongest cyclones are

more likely to have a LLD development.

Figure 4.3: Histograms of Arctic cyclone (a) maximum strength according to ξ850 at maximum
intensity and (b) duration, partitioned into the LLD (blue) and ULD (red) subsets. The histograms
are normalized by the number of cyclones in each subset. The blue and red vertical dashed lines
mark the median value for the LLD and ULD subsets respectively. The black vertical dashed line
marks the 90th percentile value of all the cyclones.

An equivalent analysis is provided in Figure 4.3b for cyclone lifetime. The median dura-

tion is greater for ULD cyclones (6 days) than LLD cyclones (5 days). Moreover, the LLD
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histogram has a higher peak at short durations compared to the ULD histogram, which has

a longer tail and higher frequencies at longer durations. A two-sample KS test confirms

that the distributions are robustly different (p-value = 3.8× 10−10). This demonstrates

that ULD cyclones tend to be longer-lived than LLD cyclones, and, that the longest-lived

cyclones are more likely to have an ULD development.

4.3.3 Extreme cyclones

Here we focus on the cyclones that exceed the 90th percentile in strength and duration,

which were found to be 13.0× 10−5 s−1 and 9.0 days respectively (marked by the black

vertical dashed lines in Figure 4.3).

The strongest cyclones subset is comprised predominantly of LLD cyclones (140; 12.9%

of the LLD subset), with only 26 ULD cyclones (4.5% of the ULD subset). Accordingly,

the distribution in the phase space (Figure 4.4a) resembles that of the LLD subset (Fig-

ure 4.1b). In contrast, the longest-lived cyclone subset is comprised of 67 LLD cyclones

(6.2% of the LLD subset) and 95 ULD cyclones (16.6% of the ULD subset). The distribu-

tion in the phase space (Figure 4.4b) exhibits more cold-core structures than the strongest

subset (Figure 4.4a), more closely resembling the ULD subset (Figure 4.1c). These re-

sults are consistent with LLD cyclones being stronger on average than ULD cyclones, and

ULD cyclones being longer-lived. Both the strongest and longest-lived cyclone subsets

have a greater fraction of cold-core axisymmetric structures than climatology (42.4% and

50.9% respectively compared to 39.8%). This is likely related to longer persistence after

maximum intensity, either due to stronger cyclones taking longer to dissipate, or due to

cyclones being maintained by upper-level forcing. Note that only 17 cyclones (∼10% of

the sample size) are in both the strongest and longest-lived subsets, suggesting that ex-

tremely strong cyclones do not tend to be extremely long-lived.

The strongest cyclones most frequently develop and track in the Barents and Kara Seas

(Figure 4.4c), consistent with baroclinic development on the AFZ. Some of the strongest

cyclones develop on the Laptev Sea coastline instead, highlighting a secondary baroclinic

zone on the AFZ. In contrast, the longest-lived cyclones preferentially track in the Pa-
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Figure 4.4: Arctic cyclones in the 90th percentile of strength (left) and duration (right). (Top)
Density plots of the (a) strongest and (b) longest-lived cyclones in the modified cyclone phase
space. (Bottom) Feature density maps (using spherical cosine kernels with 500 km bandwidth) of
the (c) strongest and (d) longest-lived cyclone tracks for all track points (shading) and at the time
of maximum growth rate (white contours at 0.2 intervals), with units of points per million km2 per
season.

cific sector of the Arctic Ocean, with a main development region in the Laptev and East

Siberian Seas that extends across the entire Pacific sector (Figure 4.4d). This suggests that

the longest-lived cyclones tend to undergo baroclinic development on this eastern portion

of the AFZ (i.e., distinct from the AFZ in the Barents/Kara Seas region). The Pacific

sector is likely a hotspot for long-lived cyclones due to the proximity of this baroclinic

zone with TPVs, which most commonly occur in this region (Cavallo and Hakim, 2010).

The track densities of cyclones that are matched and unmatched with TPVs from Gray et

al. (2021, Figures 7c and 7d respectively) are broadly similar to that of the longest-lived

(Figure 4.4d) and strongest (Figure 4.4c) cyclone subsets here, further suggesting a link

with TPVs.
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Generally speaking, the strongest cyclones tend to have LLD development, whilst the

longest-lived cyclones tend to have ULD development. However, this is not true in all

cases. For example, C12 had a LLD development, and is in the strongest subset, but it

was also very long-lived (and in the longest-lived subset) due to interaction with a TPV.

This highlights that processes outside of a cyclone’s main development can be important.

This is especially relevant to extremely long-lived cyclones in the summer-time Arctic.

Cyclones in the Pacific sector may be longer-lived (regardless of structure during growth)

as they are more likely to encounter TPVs. Cyclones that interact with TPVs (forming a

cold-core columnar vortex) have more opportunity for complex track evolutions exhibit-

ing periods of re-intensification later in the life cycle.

4.4 Conclusions

In this study we have performed a climatological analysis of summer-time (May-September)

Arctic cyclone structure using ERA5 reanalysis (1979-–2021), and a modified version of

the Hart (2003) cyclone phase space. Motivated by the contrasting life cycles of some

notable Arctic cyclone case studies, the focus was how structure at maximum growth rate

relates to the subsequent evolution. The findings are summarized below, with reference

to the research questions defined in Section 4.1:

1. Cold-core axisymmetric structures are the most common cyclone structure in the

summer-time Arctic, accounting for 39.8% of the track points. Asymmetric warm-

core (29.0%) and cold-core (23.5%) structures are also common.

2. Low-level-dominant (LLD; 65.5%) and upper-level-dominant (ULD; 34.5%) cy-

clones follow distinct developmental trajectories in the phase space. During growth,

LLD cyclones exhibit warm-core asymmetric structures, whereas ULD cyclones

have cold-core asymmetric structures. LLD cyclones tend to have greater asym-

metry during growth. However, Arctic cyclones typically exhibit a characteristic

transition to a cold-core axisymmetric structure after maturity, regardless of struc-

ture at maximum growth rate.
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3. LLD cyclones are on average stronger, whilst the ULD cyclones tend to be longer-

lived. The strongest cyclones (which are predominantly LLD) preferentially track

on the northern coast of Russia, consistent with high baroclinicity on the AFZ.

The longest-lived cyclones (typically ULD) tend to track over the Pacific side of

the Arctic Ocean basin, likely related to the climatological location of TPVs near

North America.

LLD and ULD cyclones have different characteristics consistent with the dominant growth

mechanisms for each type. LLD cyclones grow on greater low-level baroclinicity (with

weaker tropopause disturbances) and so the near-surface cyclone is strong, but only for a

limited time whilst the low-level baroclinic environment exists. ULD cyclones are domi-

nated by some upper-level disturbance (e.g., a TPV), such that the low-level baroclinicity

might be weaker, but the system can be maintained for longer if the upper-level feature

remains (which can be a considerable length of time for TPVs in the summer-time Arc-

tic), and by the lower tropospheric processes described in Croad et al. (2023a).

This article has proposed a classification scheme for Arctic cyclones, working toward

conceptual models which are key for our understanding of cyclone characteristics and

hazards. However, some cyclones do not fit into the proposed classification, and these

unconventional cyclones may be prevalent in the summer-time Arctic due to the lack of

dynamical forcing (i.e., wind shear) for dissipation. Future work should focus on estab-

lishing the processes acting in LLD and ULD cyclones. For example, it has been shown

that summer-time Arctic cyclones often attain persistent cold-core axisymmetric struc-

tures after maturity. Croad et al. (2023a) demonstrated that friction and sensible heat

fluxes over sea ice contributed to the maintenance of the cold-core structures of Arctic cy-

clones in their mature stages, but more work is needed to quantify how large these effects

are on cyclone strength and longevity.
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Chapter 5

The stability of axisymmetric vortex columns

with friction and relevance to summer-time

Arctic cyclones

This chapter is the most recent version of a draft paper in progress for submission in Jour-

nal of the Atmospheric Sciences:

Croad, H. L., B. Harvey, and J. Methven: The stability of axisymmetric vortex columns

with friction and relevance to summer-time Arctic cyclones. In prep. for J. Atmos. Sci..

Abstract
Summer-time Arctic cyclones commonly undergo a transition to a long-lived axisymmet-

ric columnar vortex structure after maturity, with the low-level cyclone becoming ver-

tically stacked below a tropopause polar vortex (TPV) at upper levels. Previous works

examining this cyclone structure have been largely descriptive, but here we focus on un-

derstanding the vortex dynamics. TPVs are associated with a positive potential vorticity

(PV) anomaly at upper levels, whilst at low levels the damping of surface winds by fric-

tion acts to cool the lower troposphere via the Ekman pumping mechanism. Such a setup

(with the low-level cold anomaly interpreted as a negative PV anomaly) exhibits oppos-

ing radial gradients of PV at upper and lower levels, thereby satisfying the Charney-Stern-

Pedlosky necessary condition for baroclinic instability. Here we investigate the dynamical

instability of this idealised axisymmetric columnar vortex setup using a two-layer quasi-

geostrophic (QG) model with friction in the lower layer. It is shown that vortex states
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consisting of a vortex in the upper layer with winds reduced to zero in the lower layer are

indeed unstable, but only for vortices larger than a “short-scale cutoff”, a vortex radius

equal to 1.2 times the Rossby radius of deformation. Furthermore, numerical simulations

indicate that friction can act to destabilise vortices that are initially stable by cooling the

lower troposphere over time. In both cases, the instability leads to a splitting of the vortex

into several smaller ones, each being smaller than the small-scale cutoff and therefore be-

ing stable. From examination of two real summer-time Arctic cyclone cases, we deduce

the values of physical parameters that govern the dynamics and find that predictions for

the most unstable wavenumber are consistent with observed disturbances to the vortex

columns. Further work is required to examine the importance of this instability mecha-

nism in real summer-time Arctic cyclone cases.

5.1 Introduction

Arctic cyclones are the most energetic weather system in the summer-time Arctic, produc-

ing strong winds, ocean waves (Thomson and Rogers, 2014; Waseda et al., 2018, 2021),

and rapid changes to sea ice cover (Asplin et al., 2012; Lukovich et al., 2021; Peng et al.,

2021), all of which pose major hazards to the increasing human activity in the region. A

particularly notable quality of summer-time Arctic cyclones that distinguishes them from

their winter-time Arctic and mid-latitude counterparts is their longevity (Vessey et al.,

2022). For example, a famous case in August 2012 had a lifetime of ∼13 days (Sim-

monds and Rudeva, 2012), whilst the longest-lived cyclone in the climatology by Croad

et al. (2023b) had a lifetime of almost one month.

Whilst the mid-latitude flow is dominated by Rossby waves, Woollings et al. (2023)

demonstrated that Rossby wave activity is reduced in the polar regions (due to a weaker

meridional gradient of planetary vorticity), with isolated vortices often dominating. One

such example is tropopause polar vortices (TPVs), coherent circulation features on the

tropopause with horizontal scales of less than 1500 km, and lifetimes that can exceed one

month (Cavallo and Hakim, 2010). For example, the longest-lived TPV identified in the

climatological study of Gray et al. (2021) had a lifetime of 43 days. TPVs are a common
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feature of the summer-time Arctic due to the lack of a zonal jet stream and wind shear

(that would destroy such features in the mid-latitudes), and they are known to excite and

interact with surface cyclones (Gray et al., 2021). Woollings et al. (2023) also demon-

strated that high-latitude Rossby waves are less dispersive, such that weather phenomena

may be more persistent in the polar regions.

Croad et al. (2023b) performed a climatology of summer-time Arctic cyclone structure,

and classified cyclones as being either low-level dominant (LLD) or upper-level dominant

(ULD) in terms of vorticity structure during growth. Around two thirds of the summer-

time Arctic cyclones from 1979–2021 were found to be LLD during growth, and these

systems tended to be stronger, whilst the remaining third were found to be ULD, and these

systems were on average longer-lived. Similarly, in the climatological analysis of Gray

et al. (2021) it was shown that one third of all summer-time Arctic cyclones develop in

the vicinity of TPVs, suggesting that the ULD cyclones identified in Croad et al. (2023b)

likely develop with TPVs. However, regardless of structure during growth, a transition to

a persistent cold-core axisymmetric structure after maturity is characteristic of summer-

time Arctic cyclones (Croad et al., 2023b). This axisymmetric columnar vortex structure

that can persist for many days after maturity has also been reported in a climatology of ex-

treme cyclones (Vessey et al., 2022), and in several extreme summer-time Arctic cyclone

cases, with the low-level cyclone becoming vertically stacked below a TPV at upper lev-

els (e.g. Tanaka et al., 2012; Tao et al., 2017). This evolution is unlike that of mid-latitude

cyclones, which exhibit a tilted structure during growth and do not last long after maturity

due to non-linear Rossby wave breaking or the influence of other large-scale disturbances.

The previous works describing the axisymmetric columnar vortex structure of mature

summer-time Arctic cyclones have largely been descriptive in nature, with less focus on

the dynamics of these systems. TPVs are associated with positive potential vorticity (PV)

anomalies on the tropopause (Cavallo and Hakim, 2010), whilst friction is associated with

negative PV tendencies in the boundary layer (BL; Croad et al., 2023a). Furthermore,

Croad et al., 2023a demonstrated that during this mature stage friction (and sensible heat

fluxes if located over sea ice, although not considered here) acts to cool the cyclone ther-
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mal anomaly in the lower troposphere. If a surface cold anomaly is established, this can be

thought of as resulting from a negative PV anomaly concentrated at the surface (Brether-

ton, 1966). Hence, this setup features opposing radial gradients of PV at upper and lower

levels, thereby satisfying the necessary (but not sufficient) Charney-Stern-Pedlosky (CSP)

condition for baroclinic instability (Vallis, 2017).

Here we investigate the dynamical instability of this axisymmetric columnar vortex setup,

with a focus on the impact of friction, and how this relates to the persistence of mature

summer-time Arctic cyclones. We do this by employing an idealised modelling approach,

which permits for parameter space of the dynamics to be fully explored. The quasi-

geostrophic (QG) model is a commonly-used framework to describe baroclinic instability

in the atmosphere for phenomena that occur on synoptic scales, such that hydrostatic and

geostrophic balances are approximately valid. An often-used model is the two-layer QG

model (Flierl, 1978; Pedlosky, 1987). The model is comprised of two vertical layers in

which the dynamics is governed by the evolution of quasi-geostrophic potential vorticity

(QGPV). The two layers interact via the circulation induced by one QGPV anomaly on

the other (“action at a distance”). This two-layer QG model has been used to study the

baroclinic instability of parallel flows (e.g. Phillips, 1954) and of circular vortices (e.g.

Carton et al., 2010; Flierl, 1988) in replicating atmospheric and oceanic phenomena such

as the mid-latitude jet stream and ocean eddies.

Previous studies have extended the classical Eady and Charney models, which are both

essentially QG layer models applied to a parallel flow basic state (Hoskins and James,

2014), to include friction (e.g. Card and Barcilon, 1982; Williams and Robinson, 1974),

and it has been shown that friction acts to reduce the growth rate of baroclinic waves. Fur-

thermore, Boutle et al. (2009) demonstrated that inclusion of friction in the Eady model

reduced the growth rates of unstable modes, but that it also introduced instability at short

wavelengths where there was previously no instability, thereby removing the so-called

“short-wave cutoff”.

In this study we investigate the instability of vertically-stacked circular vortices in the two-
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layer QG model, meant to replicate the structure of mature summer-time Arctic cyclones,

with friction prescribed to act in the lower layer. To the authors’ knowledge, this is the

first study to investigate the stability of the axisymmetric vortex phase of summer-time

Arctic cyclones, and more generally to consider the impact of friction in axisymmetric

vortex setups in the two-layer QG model.

A TPV in the presence of friction will tend towards a steady state with zero surface winds.

We first analyse the linear stability of this zero wind steady state with and without friction,

and then perform non-linear simulations to (i) verify the linear stability analysis, and (ii)

explore how the instability develops into its non-linear phase. In reality, we expect friction

to damp the cyclonic surface winds gradually over time. The non-steady background

state in this case means that a linear stability analysis cannot be performed. However,

non-linear simulations are run in which a TPV is initially associated with some low-level

winds, to examine whether friction can lead to instability in that case. We aim to answer

the following questions:

1. Under what circumstances are vortex columns unstable?

2. What is the impact of friction on the vortex instability?

3. How does the instability evolve non-linearly at large amplitude?

4. To what extent are the results applicable to real world cases?

The paper is structured as follows. The methodology is described in Section 5.2, includ-

ing details of the two-layer QG model (and the method, developed by Ben Harvey, for

numerically integrating this equation set in time). Two summer-time Arctic cyclone case

studies are then examined in Section 5.3, to aid selection of relevant physical parameters

and scalings for the problem. The main results are then presented, with a linear stability

analysis performed in Section 5.4, and the non-linear numerical simulations discussed in

Section 5.5. A discussion relating the results to the real world is provided in Section 5.6.

The study is concluded in Section 5.7.
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5.2 Methodology

5.2.1 The two-layer QG model

QGPV is a quantity whose advection on horizontal surfaces mimics the advection of the

full Rossby-Ertel PV on isentropic surfaces. QG theory and QGPV are suitable for the

study of atmospheric phenomena that are close to geostrophic balance (e.g. Chapter 5 in

Vallis, 2017). The flow is determined by the geostrophic stream function ψg (henceforth

the g subscript is dropped for brevity) which specifies the winds v⃗ = (u, v) and buoyancy

anomaly b′ by:

u = −∂ψ
∂y

v =
∂ψ

∂x
b′ = f0

∂ψ

∂z
(5.1)

and the QGPV anomaly from the background planetary vorticity (f ) via:

q = QGPV − f = ∇H
2ψ︸ ︷︷ ︸
ξ

+
f0

2

N2

∂2ψ

∂z2
(5.2)

where the Boussinesq approximation has been made such that density, ρ, and the Brunt-

Väisälä frequency, N =
√

g
θ
∂θ
∂z

, are assumed to be approximately constant. ∇H
2 = ∂2

∂x2
+

∂2

∂y2
is the horizontal Laplacian, and ξ is the geostrophic relative vorticity. A constant f is

assumed (a reasonable approximation in the polar regions where the meridional gradient

of planetary vorticity is small), with a value f0. q is conserved following the geostrophic

flow in the absence of friction and diabatic effects. Hence, q is advected horizontally by

the geostrophic wind and modified by the frictional force F⃗ and diabatic heating S:

Dq

Dt
= k̂ ·

(
∇× F⃗

)
+
∂S

∂z
(5.3)

A two-layer model setup is employed (e.g. Flierl, 1978; Pedlosky, 1987), with the lower

and upper layers denoted by subscripts 1 and 2 respectively. This study focuses on the

impact of friction, and so considers the case of no diabatic heating (∂S
∂z

= 0). Rayleigh

friction is prescribed in the bottom layer, with the frictional force parametrized as being

directly proportional to the wind speed, F⃗ = − 1
τE
(u, v) (equivalent to integrating the eddy

diffusion term vertically over an Ekman BL), where τE is the Ekman friction spin-down
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timescale:

Dq1
Dt

= − 1

τE
∇H

2ψ1,
Dq2
Dt

= 0 (5.4)

5.2.2 Numerical integration of the two-layer QG model

Numerical simulations are generated by integrating the two-layer QG model equations

numerically in time. The method used, as outlined in this section, was developed by Ben

Harvey. To integrate the two-layer QG equations numerically, Equation 5.2 is discretised

in each layer as follows:

q1 = ∇H
2ψ1 +

f0
2

N2

ψ2 − ψ1

Hs
2 , q2 = ∇H

2ψ2 −
f0

2

N2

ψ2 − ψ1

Hs
2 (5.5)

where Hs is the relevant height scale (assumed to be half the depth of the troposphere).

At each time step, the q1 and q2 fields are inverted to find ψ1 and ψ2. The inversion at

each time step is performed on a doubly periodic domain using Fourier transforms, using

a modified form of the code used in Harvey et al. (2018). The resulting winds are used to

advect q1 and q2 to the next time step using a semi-Lagrangian advection scheme (Durran,

2013). A Lifschitz condition is applied to obtain a dynamically varying time step ensuring

the model remains numerically stable.

All numerical simulations are performed on a square grid comprised of 256 grid points

in the x and y directions. The domain lengths are set to be 20 times the vortex radius,

to minimise the impact of the boundaries on the vortex dynamics, and a constant model

height of 2Hs is set in all runs. Small-magnitude random noise (with maximum magnitude

50 times smaller than the initial QGPV anomaly in each layer) is added to both layers of

each model run, replicating small perturbations in the real world that kick off baroclinic

instability. The same small-magnitude random noise is applied to each model run, to

ensure that any observed differences are not due to different initial conditions.
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5.2.3 Reanalysis data

Two summer-time Arctic cyclone cases are examined in ERA5, the fifth-generation Eu-

ropean Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis (Hersbach et

al., 2017, 2020), to inform choice of physical parameters and scales for the subsequent

analysis. ERA5 is produced using the ECMWF’s Integrated Forecasting System model

cycle 41r2. The model has spectral truncation TL639 (∼31 km resolution at the equator),

and 137 terrain-following hybrid-pressure levels from the surface to 0.01 hPa. We use

data transformed onto a regular 0.25°latitude-longitude grid on pressure levels.

5.3 Key physical parameters and scales

Parameters and scales must be selected to physically interpret the (non-dimensionalised)

QG model output. In the Arctic, a uniform planetary vorticity of f = 1.4 × 10−4 s−1

is assumed. The atmosphere is prescribed to have typical values for static stability of

N = 10−2 s−1, and BL eddy viscosity coefficient of A = 5 m2 s−1 (e.g. Chapter 8 in

Holton and Hakim, 2012).

Two summer-time Arctic cyclone case studies that exhibit axisymmetric stuctures are ex-

amined to obtain physically reasonable vortex parameters. The Great Arctic cyclone of

August 2012 (Simmonds and Rudeva, 2012) initially exhibited a tilted baroclinic struc-

ture during growth and at maximum intensity (with an asymmetric and low-level domi-

nant structure; Croad et al., 2023b). However, by 36 hours after maximum intensity the

cyclone is vertically-stacked below a broad upper-level positive PV anomaly, with the

system attaining a cold-core columnar vortex structure in the central Arctic (Figure 5.1a).

A cross-section through the system at this time highlights that the vortex has a span of

almost 2000 km (i.e. a radius of 1000 km), judging by the distance between the wind

maxima on the flanks of the upper-level feature, with wind speeds of up to 50 m s−1

(Figure 5.1b). A July 2020 cyclone (which was also examined in Croad et al., 2023a)

had lower asymmetry and an upper-level dominant structure during growth (Croad et al.,

2023b), and therefore more quickly obtained an axisymmetric structure after maturity. At

24 hours after maximum intensity the cyclone is positioned in the Pacific sector of the
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Figure 5.1: Summer-time Arctic cyclone case studies from ECMWF ERA5 reanalysis at (top)
12Z 7 August 2012 and (bottom) 00Z 29 July 2020. (a,c) 400 hPa relative vorticity (shading),
overlain with mean sea level pressure (grey contours), the sea ice edge (0.15 sea ice fraction; black
contour), and 310 K potential temperature on the PV2 surface (blue contours). The black dashed
lines mark the transect of the cross-sections in panels b and d. (b,d) Vertical cross-sections linearly
interpolated at 100 points between A and B of relative vorticity (shading), potential temperature
(solid black contours), 2 PVU contour (dashed black line), the BL top (dotted grey line), and wind
speed (with purple, orange, yellow and green lines denoting 20, 30, 40, and 50 m s−1 respectively).
Minimum mean sea level pressure is marked with a red L.

Arctic with a cold-core axisymmetric structure (Figure 5.1c). A cross-section through the

system at this time demonstrates a vortex of radius ∼500 km with winds exceeding 40

m s−1 on the flanks of the upper-level TPV (Figure 5.1d). The vortex exhibits relative

vorticity in the upper-levels of ∼ 2× 10−4 s−1 (Figure 5.1d). The cyclone cross-sections

indicate tropopause depths of approximately 7000 m.

For this study a constant tropopause depth of 7000 m is assumed such that Hs = 3500 m.
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This gives a Rossby radius of deformation, the length scale at which rotational effects

become as important as buoyancy effects in the flow evolution, of LR = NHs

f
= 250 km.

For scaling purposes, a horizontal length scale of Ls = LR = 250 km, and a horizontal

wind scale of Us = 20 m s−1 are taken. This gives a time scale ts = Ls

Us
= 3.5 hours.

Fundamentally, Arctic cyclone structures are characterised by 3 scales; radius (R∗
a), depth

(H∗), and wind speed (U∗), where the * superscript refers to dimensional quantities. The

August 2012 cyclone has R∗
a = 1000 km, U∗ = 30 m s−1 over a broad region, and

H∗ = 7000 m (Figure 5.1b), which corresponds to Rossby number Ro = U∗

fR∗
a
≈ 0.2 and

Froude number Fr = U∗

NH∗ ≈ 0.4. Both of these non-dimensional parameters being less

than 1 indicates that QG theory is an appropriate framework for this problem. A dimen-

sional radius ofR∗
a = 1000 km corresponds to a non-dimensional radius ofRa =

R∗
a

Ls
= 4.

In cross-section (Figure 5.1b) the maximum dimensional winds are max(U∗) = 50 m s−1,

or non-dimensional value max(U) = max(U∗)
Us

= 2.5.

The July 2020 cyclone has R∗
a = 500 km and max(U∗) = 40 m s−1, with approximately

the same average wind speed and tropopause depth as the August 2012 case (Figure

5.1d), corresponding to Rossby number Ro = U∗

fR∗
a
≈ 0.4, and the same Froude num-

ber Fr = U∗

NH∗ ≈ 0.4. These numbers again suggest that a QG framework is appropriate

for modelling this cyclones. The system has non-dimensional radius Ra = R∗
a

Ls
= 2 and

non-dimensional maximum winds of max(U∗) = max(U∗)
Us

= 2.

The vertical Ekman number for A = 5 m2 s−1 is Ek = A
fHs

2 ≈ 2.9 × 10−3, indicating

that the Coriolis force dominates over friction (as in the real atmosphere). The Ekman

spin-down timescale is τE = Hs√
Af

≈ 1.5 days, which is long compared to 1
f

, as in the real

atmosphere. Following Pedlosky (1987), non-dimensionalising the inverse of the Ekman

spin-down timescale gives a coefficient of friction κ = 1
τE

Ls

Us
≈ 0.1.
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5.4 Linear stability analysis

Consider the evolution of a vortex column in the two-layer QG model (with cyclonic

flow in both layers) with friction only in the lower layer. Friction will act to spin down

the vorticity and azimuthal flow in the lower layer towards zero. While the upper-layer

QGPV is unaffected by friction and continues to induce a cyclonic circulation in the layer

below, zero wind in the lower layer must eventually be achieved by the appearance of a

negative QGPV anomaly in the lower layer, which induces an anticyclonic flow with a

structure that precisely cancels the cyclonic flow induced by the upper vortex. This neg-

ative QGPV anomaly in the lower-layer results in a radial QGPV gradient with the oppo-

site sign to the upper layer, therefore satisfying the CSP necessary criterion for instability

(Vallis, 2017). A linear stability analysis is performed here with the aim to understand

whether this circular steady state is unstable to friction acting in the lower layer. Note that

the background state would not be steady if the relative vorticity in the lower layer was

non-zero (due to the action of friction). Hence the stability analysis is conducted for the

special case in which there are zero low-level winds, taken to represent the mature stage

of a summer-time Arctic cyclone. Note that the linear stability analysis results are only

valid for small-amplitude perturbations (i.e. at early stages in the evolution). The QG

model is used later (Section 5.5) to evaluate the results of the linear stability analysis and

investigate later stages in the evolution, which can be non-linear.

From now on, we will refer to the non-dimensionalised two-layer QGPV model, which

is obtained from Equation 5.5 by scaling the parameters as q∗ = qUs

Ls
, ψ∗ = ψUsLs,

∇∗
H = ∇H

1
Ls

, and z∗ = zHs (as in Section 6.16 of Pedlosky, 1987):

q2 = ∇2
Hψ2 −

ψ2 − ψ1

(LR/Ls)
2 , q1 = ∇2

Hψ1 +
ψ2 − ψ1

(LR/Ls)
2 (5.6)

5.4.1 Defining the basic state

To construct the basic state described above, we prescribe the upper layer QGPV profile

q2 = Q2(r) and that the lower layer winds are zero (ψ1 = Ψ1(r) = 0), where the upper

case symbols denote the basic state. We solve in cylindrical coordinates to find q1 =
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Q1(r) and ψ2 = Ψ2(r):

Q2 =
1

r

∂

∂r

(
r
∂Ψ2

∂r

)
− Ψ2

(LR/Ls)
2 (5.7)

Q1 =
Ψ2

(LR/Ls)
2 (5.8)

Solving Equation 5.7 for Ψ2(r) given Q2(r) yields Q1(r) via Equation 5.8. Since the

differential equations are linear, a Green’s function method can be employed. Setting

the right hand side (RHS) of Equation 5.7 equal to δ(r − r0), where δ is the Dirac delta

function, and solving for Ψ2 will yield the Green’s function for this equation. Expanding

the RHS of Equation 5.7 and using R = r
(LR/Ls)

gives:

1

(LR/Ls)
2

[
∂2Ψ2

∂R2
+

1

R

∂Ψ2

∂R
−Ψ2

]
= (LR/Ls) δ(R−R0) (5.9)

If the RHS is zero, this is the modified Bessel equation, which has two independant solu-

tions K0(R) and I0(R). We find separate solutions for R < R0 and R > R0 (where the

RHS is zero), and ensure they match at R0. For a bounded solution:

Ψ2(R;R0) =

 c1I0 (R) for R < R0

c2K0 (R) for R > R0

(5.10)

for some constants c1 and c2. To determine these constants we impose two boundary

conditions; firstly that Ψ2(r) is continuous at R = R0, and secondly that it’s slope jumps

at R = R0 by LR/Ls. The solution is:

Ψ2(r; r0) = G0(r; r0) = −r0


K0

(
r0

(LR/Ls)

)
I0

(
r

(LR/Ls)

)
for r < r0

I0

(
r0

(LR/Ls)

)
K0

(
r

(LR/Ls)

)
for r > r0

(5.11)

where G0 is the Green’s function. This method can be used to invert any QGPV profile

Q2(r) by writing:
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Q2(r) =

� ∞

0

Q2(r0)δ(r − r0) dr0 (5.12)

Ψ2(r) =

� ∞

0

Q2(r0)G0(r; r0) dr0 (5.13)

The basic state of the idealised TPV setup with Ra = 2 (i.e. R∗
a = 500 km) is presented in

Figure 5.2. The positive QGPV anomaly in the upper layer and zero winds in the lower

layer are consistent with positive (i.e. cyclonic) winds in the upper layer, and a negative

QGPV anomaly in the lower layer. An upper layer QGPV anomaly with a maximum

value of 5.2 was selected to give upper-level maximum winds of U2 = 2 with relative

vorticity ξ2 ∼ 2, which corresponds to dimensional values of U∗
2 = U2Us = 40 m s−1

and ξ∗2 = ξ2
Us

Ls
= 1.6 × 10−4 s−1. These dimensional values match closely with those in

the July 2020 Arctic cyclone (Figure 5.1d). The basic state is consistent with a negative

QGPV anomaly in the lower layer of Q1 ∼ −3.5.

Figure 5.2: The basic state achieved by prescribing a positive upper-layer QGPV anomaly of
the form Q2(r) =

max(Q2)
2

(
1− tanh( r−Ra

D )
)

and the lower-layer streamfunction Ψ1 = 0, where
Ra = 2, max(Q2) = 5.2 and D = 0.2. Q2 (red solid line), U2 (red dashed line) and ξ2 (red dotted
line) refer to the upper-layer basic state QGPV, azimuthal wind and relative vorticity respectively,
whilst Q1 (blue solid line) and U1 (blue dashed line) and ξ1 refer to the lower-layer equivalents.
The vertical black dashed line marks the vortex radius Ra, and the horizontal black dotted line
marks the maximum value of U2 = 2.
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5.4.2 Characterising the instability of the basic state

To understand if this basic state is unstable, we add a small wave-like perturbation and

see if this grows in time. The mathematical methods are provided in Appendix A, with

a qualitative discussion of the results discussed here. We calculate the growth rates of

perturbations that grow due to the coupling of the upper and lower layers (i.e. baroclinic

instability). The growth rates of the fastest growing mode as a function of perturbation

wavenumber (i.e. the number of perturbations about the edge of the vortex) for differ-

ent vortex radii are presented in Figure 5.3. The growth rates are non-zero for many

wavenumber-radius combinations, indicating instability. For Ra = 2, the fastest growing

mode occurs at perturbation wavenumber 2.

Figure 5.3: The non-dimensionalised growth rate of the linear fastest growing mode for the form
of the basic state in Figure 5.2 as a function of perturbation wavenumber (m) for vortex radii (Ra)
0.5–4.0 (with increasing radii from blue to red coloured lines). Panel (a) is the no-friction solution,
whilst panel (b) is the solution with Rayleigh friction included (κ = 0.1).

For the wavenumbers that are unstable without friction (Figure 5.3a), friction acts to de-

crease the growth rate (Figure 5.3b). However, friction also destabilises some wavenum-

bers that were stable in the frictionless system, with the growth rate curves having longer

tails in Figure 5.3b, indicating that friction has led to instability at higher and lower

wavenumbers where in the frictionless case there was none. For example, a vortex of
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radius R = 1 is stable for all wavenumbers when there is no friction (Figure 5.3a), but

exhibits intability at m = 1 when friction is included (Figure 5.3b). The impact of adding

friction in the Eady model is qualitatively the same (e.g. Boutle et al., 2009).

The growth rates presented here are dimensionalised by ω∗ = ωUs

Ls
. If ω = 0.25, this

gives ω∗ = 2 × 10−5 s−1 ≈ 1.7 day−1. This growth rate is comparable to the typical

mid-latitude Eady growth rate of the order of 1 day−1 (e.g. Vallis, 2017).

Stability within parameter space is further examined in Figure 5.4, with growth rate curves

as a function of vortex radii for different QGPV anomaly magnitudes (i.e. max(Q2)) and

coefficients of friction (κ). Figure 5.4a demonstrates that halving the magnitude of the

QGPV anomaly results in half the growth rate. That is to say that the growth rate of insta-

bility is directly proportional to the magnitude of the QGPV anomaly. In Figure 5.4a, for

each wavenumber, non-zero growth rates are only present above a certain vortex radius,

indicating a “short-scale cutoff” for instability. For systems smaller than the short-scale

cutoff, the streamfunctions induced by the upper and lower layer QGPV anomalies do

not have sufficient vertical extent for coupling and for mutual growth of perturbations

(i.e. baroclinic instability). For perturbation wavenumber m = 2, the short-scale cutoff

occurs at Ra = 1.2, indicating that this vortex instability only occurs for vortices with

radius greater than R∗
a = 300 km. For higher perturbation wavenumbers, this short-scale

cutoff occurs at higher values of Ra (e.g. for m = 3 only vortices with radius greater than

Ra = 2 or R∗
a = 500 km are unstable).

Figure 5.4b demonstrates that increasing the coefficient of friction reduces the maximum

growth rates associated with this vortex instability. The inclusion of friction also permits

some instability below the short-scale cutoff, although the instability is typically much

smaller than above the short-scale cutoff. In the no-friction solutions, there is no instabil-

ity for perturbation wavenumber m = 1 (Figure 5.4a). However, the addition of friction

leads to instability at m = 1 for all vortex radii greater than Ra ≈ 0.3).
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Figure 5.4: The non-dimensionalised growth rate of the linear fastest growing mode for the form
of the basic state in Figure 5.2 as a function of vortex radii for perturbation wavenumbers 1 (blue),
2 (orange), 3 (green), 4 (red) and 5 (purple). In (a) the growth rates are plotted for max(Q2) = 5.2
(solid) and max(Q2) = 2.6 (dashed) with κ = 0 and D = 0.2. In (b) the growth rates are
plotted for κ = 0 (solid), κ = 0.1 (dashed), and κ = 0.2 (dotted), with max(Q2) = 5.2 and
D = 0.2. Black dashed vertical lines denote the shortscale cutoff (for κ = 0) for each perturbation
wavenumber, the value of which is given in the legend.

5.5 Non-linear numerical simulation results

In this section, the non-linear evolution of the instability is examined with numerical in-

tegrations of the QG equations. Firstly, model runs are performed with an initial setup

identical to the form of the basic state used in the linear stability analysis (i.e. zero wind

in the lower layer, replicating a mature cyclone stage), to test whether the observed be-

haviour is consistent with the linear stability analysis (Section 5.5.1). Subsequently, simu-

lations are run with cyclonic surface winds present in the initial condition (Section 5.5.2),

representing earlier stages of the cyclone lifecycle, which are subsequently damped by

friction.

5.5.1 Comparison with the linear stability analysis

The QG model has been run without and with friction for vortex radii Ra = 1 − 4, with

a selection of plots here chosen to highlight the key findings: the short-scale cutoff, the
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role of friction, and the dominant wavenumber of perturbations. The results from the QG

model are consistent with the results from the linear stability analysis in the early stages

of the simulations.

Firstly, the short-scale cutoff is examined in the QG model without friction in Figure 5.5.

Figures 5.5a and 5.5b show vortices with radii Ra = 1.0 and Ra = 1.5 at the start time

(t = 0), with a circular positive QGPV anomaly in the top layer vertically stacked on a

circular negative QGPV in the bottom layer. According to the linear stability analysis,

a vortex with radius R = 1 should be stable (because it is smaller than the short-scale

cutoff), whilst a vortex with radius R = 1.5 should be unstable with a wavenumber 2

dominance (Figure 5.4). At t = 30 (t∗ = tst ∼ 4.4 days), the R = 1.0 vortex is largely

unchanged from it’s initial state (Figure 5.5c). However, the R = 1.5 vortex has under-

gone wavenumber 2 instability, with the lower layer QGPV anomaly splitting into two

parts (Figure 5.5d). This is consistent with there being a short-scale cutoff for instability,

as initially identified in the linear stability analysis.

The impact of friction on a Ra = 2 vortex in the QG model is demonstrated in Figure 5.6.

According to the linear stability analysis, a vortex of this size should be unstable with a

wavenumber 2 dominance (Figure 5.4). Figures 5.6a and 5.6b show the vortex without

and with friction (κ = 0.1) respectively at t = 20 (t∗ = tst ∼ 2.9 days), with both

vortices undergoing wavenumber 2 instability and beginning to shear into two parts (con-

sistent with the linear stability analysis). The no-friction run (Figure 5.6a) has undergone

more of a deformation from the initially circular state than the friction run (Figure 5.6b),

consistent with friction acting to reduce the growth rates of vortex instability.

By t = 40 (t∗ = tst ∼ 5.8 days), the main vortex has split into several smaller compo-

nents in both the no-friction (Figure 5.6c) and friction (Figure 5.6d) runs. In both cases

the main vortex has broadly split into three separate vortices, one remaining at the centre

of the domain with two linear filaments, and two others splitting off and moving away

from the centre of the domain (each with an upper layer positive QGPV anomaly and

corresponding lower layer negative QGPV). This suggests that the vortex instability ul-
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Figure 5.5: QG model runs with the same initial setup as the linear stability analysis (max(Q2) =
5.2, D = 0.2), showing the lower layer QGPV (Q1; shading) and the upper layer QGPV (Q2;
black dashed contours starting at +2 with a contour interval of 2) on the QG model grid (zoomed
in to focus on vortex). The panels show snapshots of the QG model runs with no friction (κ = 0)
for (a) t = 0 and Ra = 1.0, (b) t = 0 and Ra = 1.5, (c) t = 30 and Ra = 1.0, and (d) t = 30 and
Ra = 1.5.

timately leads to a splitting of the main vortex (a highly non-linear state that the linear

stability analysis cannot describe), into smaller vortices that are smaller than the small-

scale cutoff, and are therefore stable. Note that friction has acted to slow down the vortex

split, with low-level negative QGPV that is smaller in magnitude (Figure 5.6d) than the

frictionless run (Figure 5.6c).

Section 5.4 indicates that larger vortex radii are associated with a larger dominant per-

turbation wavenumbers, and this is also seen in the QG model (Figure 5.7). For vortices
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Figure 5.6: As in Figure 5.5 but for QG model runs with vortex radius Ra = 2.0 for (a) t = 20
and κ = 0, (b) t = 20 and κ = 0.1, (c) t = 40 and κ = 0, and (d) t = 40 and κ = 0.1.

larger than Ra = 2, instability is possible for more than one perturbation wavenumber,

and exactly which wavenumber dominantes is highly dependent on the initial random

noise applied (not shown), and the eventual non-linear evolution of the vortex. One ex-

ample model run (with friction) shows a Ra = 3 vortex initially undergoing wavenumber

3 instability (Figure 5.7a). As the vortex evolves, the 3 filaments pinch off such that the

main vortex becomes smaller. By t = 50, the main vortex is undergoing wavenumber 2

instability and is beginning to split into two (Figure 5.7b). The dominant wavenumber of

instability depends to some extent on the initial random noise, particularly when several

wavenumbers are unstable. For example a Ra = 4 vortex initially undergoes wavenum-

ber 4 instability in the model runs shown in Figures 5.7c–d, but in other model runs with

different initial random noise (not shown here) has initially undergone wavenumber 3 in-
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stability.

Ultimately, in all cases examined, this instability mechanism is acting to split up a large

unstable vortex into smaller stable ones, with different wavenumber instabilities possible

for vortices of size Ra = 2 and larger, depending on initial noise and eventual non-linear

evolution. Note that the Ra = 4 vortex exhibits wavenumber 4 instability without (Fig-

ure 5.7c) and with friction (Figure 5.7d), suggesting that friction does not impact the

wavenumber of instability, and simply acts to reduce the growth rates of instability.

Figure 5.7: As in Figure 5.5 but for QG model runs with for Ra = 3.0 and κ = 0.1 at (a) t = 25
and (b) t = 50, and for Ra = 4.0 at t = 20 with (c) κ = 0 and (d) κ = 0.1.
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5.5.2 Earlier stages in cyclone lifecycle

Having demonstrated the suitability of the QG model for investigating these axisymmet-

ric vortex columns (evidenced by the general agreement with the linear stability analysis),

we can now investigate the stability of a transiently evolving vortex state in which surface

winds are initially present but are gradually damped to zero by the presence of friction,

aiming to mimic an earlier stage in the cyclone lifecycle. In these model runs, the upper-

layer QGPV anomaly is the same as that in the linear stability analysis (Figure 5.2), but

the lower-layer QGPV anomaly is now prescribed as being positive (such that there will

be cyclonic winds in the lower layer). Specifically, QG model runs with friction and vor-

tex radius Ra = 2 have been performed (Figure 5.8) with initial axisymmetric states of an

upper-layer positive QGPV vertically stacked above lower-layer positive QGPV anoma-

lies with magnitudes Q1 = Q2

2
(Figure 5.8a) and Q1 = Q2 (Figure 5.8b). These setups

might represent the structure of summer-time Arctic cyclones at the time of maximum

intensity. Note that if there is no friction in these runs, there is no instability (since the

setup does not feature opposing PV gradients in the vertical and therefore does not satisfy

the CSP instability condition) and the vortex does not significantly evolve with time.

By t = 25 (t∗ = tst ∼ 3.6 days) friction has acted to spin down the lower layer winds

and turn the lower layer QGPV negative. The QGPV is more negative in the Q1 =
Q2

2
run

(Figure 5.8c) than the Q1 = Q2 (Figure 5.8d), with friction in the latter case taking longer

to spin down the initially stronger low-level vortex and induce the cyclone structural evo-

lution. Here the vortex setup is unstable, satisfying the CSP instability condition with

opposing PV gradients in the vertical. After this stage the vortex undergoes wavenumber

2 instability, with the vortex splitting into two at t = 50. The splitting is more advanced

at this time in the Q1 =
Q2

2
run (Figure 5.8e), with the Q1 = Q2 run (Figure 5.8f) lagging

behind, but ultimately undergoing the same evolution.

These simulations have illustrated that, whilst friction acts to damp the growth of pertur-

bations on an unstable vortex, thereby having an intuitive stabilising effect, the action of

friction on the low-level vortex winds as a whole can cause the vortex to evolve towards

an unstable state, and so be a destabilising effect.
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Figure 5.8: As in Figure 5.5 with the same initial upper-layer QGPV anomaly (max(Q2) = 5.2,
D = 0.2), but with prescribed initial positive lower layer QGPV of the same form, with vortex
radius Ra = 2. The panels show snapshots of the QG model runs with friction (κ = 0.1) for
max(Q1) = max(Q2)/2 at (a) t = 0, (c) t = 20, and (e) t = 40. (b, d, f) are as (a, c, e) but
for max(Q1) = max(Q2).
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5.6 Discussion

In this section we relate the results from the linear stability analysis and QG model to the

real atmosphere. Firstly, in real Arctic cyclone cases, it is not clear whether sufficient low-

level negative PV anomalies are generated (as a result of the surface cold anomaly and

friction) to result in a negative horizontal PV gradient at low-levels, such that the CSP

instability condition is satisfied. The results of this work suggest that if this instability

does occur in the real atmosphere, it would only do so for the largest systems, those that

exceed a radius of Ra ∼ 1.2, or R∗
a ∼ 300 km. This short-scale cutoff indicates a critical

threshold size for TPVs, above which this instability mechanism would act to split up the

vortex into several smaller vortices (in the absence of other processes). The summer-time

Arctic cyclone cases examined in this work exceed this short-scale cutoff, but are on the

extreme end of the spectrum in terms of strength, longevity and size (Croad et al., 2023b,

2023a; Simmonds and Rudeva, 2012). The average size of a mature summer-time Arctic

cyclone with an axisymmetric columnar vortex structure is not well established, and so it

is not clear whether the instability discussed in this work would be a relevant mechanism

to a large number of cyclone cases. This instability mechanism might act to limit the

maximum size or lifetime of mature summer-time Arctic cyclones in nature.

The QG model results suggest that large summer-time Arctic cyclones with axisymmetric

columnar vortex structures after maturity could be significantly distorted by baroclinic in-

stability on the order of a few days (with the exact length of time being dependent on the

size and initial noise). However, the basic state described in this work does not perfectly

replicate the axisymmetric columnar vortex structure of real systems. In the atmosphere,

cyclones with columnar vortex structures are not perfectly circular, and are not totally iso-

lated from other atmospheric features. Furthermore, in the two-layer QG model, friction

is prescribed to act in a layer that represents half the depth of the troposphere. In real-

ity, friction acts in the BL, which has a depth much shallower than this (on the order of

one-tenth of the depth of the troposphere). A three-layer QG model, with friction acting

in the bottom layer, and cyclonic winds in the middle and upper layers, would permit for

a better representation of real summer-time Arctic cyclone cases, and will be the focus of
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future work.

Although a systematic investigation into whether this instability mechanism occurs in

many real summer-time Arctic cyclone cases is beyond the scope of this dynamical study,

we have briefly examined whether it occurs in the two case studies examined in this work.

Figure 5.9 shows selected maps of the July 2020 cyclone, positioned in the Pacific sector

of the Arctic during its mature stage. The cyclone has non-dimensional radius Ra ∼ 2,

or R∗ ≈ 500 km, as discussed in Section 5.3. This means that, according to Figure 5.4,

we would expect wavenumber 2 instability (or wavenumber 3, if Ra is slightly larger than

2). At 36 hours after maximum intensity (Figure 5.9a) the upper-level TPV is vertically

stacked above the low-level cyclone, and exhibits a triangular shape, with linear filaments

pinching off at the three corners. 30 hours later (Figure 5.9b), the upper-level TPV has

been stretched in one direction, but has been squashed in the other. These snapshots re-

semble the wavenumber 3 and 2 instability that was observed in the QG model (Figures

5.5–5.8) respectively. This suggests that the instability mechanism may be occurring in

the July 2020 case. However, Figure 5.4 indicates that for a vortex of this size, wavenum-

ber 2 instability would be dominant (rather than wavenumber 3). The discrepency may

be due to the system deviating from a perfect circular basic state (i.e. with large initial

noise), or perhaps because the Rossby radius of deformation (LR) is actually smaller in

the Arctic atmosphere than defined in this study (here LR = 250 km). Furthermore, al-

though the vortex becomes increasingly distorted over time, it does not split in isolation,

as in the QG model runs. 5 days after maximum intensity, it begins to interact with another

upper-level feature and ultimately becomes stretched out into a linear feature (not shown).

The evolution of the July 2020 cyclone suggests that the instability mechanism may be

happening, but not in the idealised fashion seen in the main body of this work. Perhaps

if the cyclone was uninterrupted for a longer period of time, it may have ultimately split

into smaller vortices on its own accord, as seen in the QG model runs. However, in the

real Arctic atmosphere, it is likely that long-lived structures will ultimately encounter

other atmospheric features. Further work is required to determine the relative importance

of, and understand the interplay between, vortex-vortex interactions and the instability
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Figure 5.9: Maps of the July 2020 Arctic cyclone case study at (a) 00Z 30 July and (b) 06Z 31 July
from ECMWF ERA5 reanalysis data. The maps show 400 hPa relative vorticity (shading), 310 K
potential temperature on the PV2 surface (blue contours) mean sea level pressure (grey contours),
and the sea ice edge (0.15 sea ice fraction; black contours).

of individual (large) vortices. Examination of Figure 3.8 in Chapter 3 demonstrates that

frictional generation of negative PV after maximum intensity is continuously occurring in

this cyclone, although it has a relatively small magnitude. It is not clear this is sufficient to

result in a negative QGPV anomaly in the lower layer in this case (so that a negative hor-

izontal PV gradient is established). Further examination is required to determine whether

the CSP instability criterion is satisfied for several days. The August 2012 cyclone also

appears to exhibit wavenumber 4 instability after maturity (not shown), which is consis-

tent with the prediction of the dominant perturbation wavenumber for a vortex of radius

Ra = 4 from Figure 5.4. Again, further examination and more rigourous attribution to

the instability mechanism is left for future work.

In Chapter 3 it was argued that friction acts to amplify the cold-core structure of mature

summer-time Arctic cyclones, through the action of both Ekman pumping and frictional
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baroclinic PV generation (although only Ekman pumping can be represented in the QG

model), and this may contribute to the long lifetime of summer-time Arctic cyclones. The

amplification of the cold-core structure of axisymmetric columnar vortex cyclones is also

seen in the two-layer QG model (e.g. Figure 5.8), although the role of Ekman pumping

in amplifying a cold anomaly at low- and mid-levels would be better demonstrated by

running a three-layer QG model. As discussed in this work, the low-level cooling is con-

sistent with a negative PV anomaly at the lower boundary (Bretherton, 1966), satisfying

the CSP condition. Hence, this work builds on Chapter 3 by proposing a mechanism by

which friction acts to destabilise summer-time Arctic cyclones and ultimately lead to their

dissipation. The QG model results suggest that this can occur on the order of a few days

(which is consistent with the lifetime of mature summer-time Arctic cyclones), but further

efforts are required to determine accurate time scales of instability in the real world.

5.7 Conclusions

Cyclones with cold-core axisymmetric columnar vortex structures are commonly ob-

served in the summer-time Arctic after maturity (e.g. Croad et al., 2023b), with the

low-level cyclone vertically stacked below a TPV at upper levels (e.g. Tanaka et al.,

2012; Tao et al., 2017). A TPV is associated with a positive PV anomaly at upper levels,

whilst friction can lead to a low-level cold anomaly that is consistent with negative PV

at low-levels. Hence, the axisymmetric columnar vortex structure can feature opposing

PV gradients in the vertical, thereby satisfying the CSP condition of baroclinic instability

(Vallis, 2017). In this work we investigate the instability of this axisymmetric columnar

vortex structure, using a two-layer QG model.

Firstly, two summer-time Arctic cyclone cases were examined to inform appropriate phys-

ical parameters and scales for the basic state of this problem, and demonstrate that the

QG model is an appropriate framework for this investigation (Section 5.3). A linear sta-

bility analysis was performed (Section 5.4), to understand if the axisymmetric basic states

(meant to replicate mature summer-time Arctic cyclones) with friction were unstable to

small-amplitude wavy perturbations on the vortex edge, and if so how this depended on
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the vortex characteristics and coefficient of friction. The non-linear QG model was then

run with several different vortex setups to examine how instability would impact the long-

term evolution of axisymmetric columnar vortices (Section 5.5). Finally, the results from

the two-layer QG model were related to the real world in Section 5.6. The findings are

summarised below, with reference to the research questions (posed in Section 5.1):

1. Under what circumstances are vortex columns unstable?

The linear stability analysis suggests that instability is possible for vortices with

radius greater than 1.2 times the Rossby radius of deformation, which we estimate

to be ∼300 km. Vortices smaller than this short-scale cutoff are too vertically sep-

arated for the upper and lower QGPV anomalies to interact and for instabilities to

grow. It was shown that above the short-scale cutoff, the dominant perturbation

wavenumber of instability increases with vortex radius, with wavenumbers 2–4 be-

ing most likely for summer-time Arctic cyclone cases with observed radii ranging

from 500–1000 km. Each perturbation wavenumber has its own short-scale cutoff.

The growth rates of this instability mechanism were found to be comparable to the

Eady growth rate of baroclinic instability on the mid-latitude jet. The growth rates

were found to be directly proportional to the magnitude of the QGPV anomalies

(i.e. doubling the magnitude of the upper-level QGPV anomaly leads to a doubling

of the growth rate).

2. What is the impact of friction on the vortex instability?

Friction acts to damp the low-level cyclonic winds of idealised vortex columns that

are initially stable, cooling the lower troposphere due to Ekman pumping, and lead-

ing to the formation of a negative QGPV anomaly. This causes the CSP instability

criterion to be satisfied, and for instabilities to grow. Friction damps the growth

rates of this instability, whilst also introducing some instability below the short-

scale cutoff. Friction does not impact the wavenumber of instability, but does slow

down the eventual non-linear evolution of the vortex.

3. How does the instability evolve non-linearly at large amplitude?

In the QG model, the axisymmetric columnar vortex setups initially evolve as pre-
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dicted by the linear stability analysis. The instability is seen in the simulations as

the main axisymmetric vortex splitting into a number of smaller vortices which de-

pends on the dominant perturbation wavenumber of instability. At this point the

evolution is non-linear, and is therefore not described by the linear stability analy-

sis. For vortices with radii larger than two times the Rossby radius of deformation

(∼500 km), instability is possible for more than one perturbation wavenumber, and

exactly which wavenumber dominates is highly dependent on the initial random

noise applied and eventual non-linear evolution. Ultimately, the instability mecha-

nism is acting to split up a large unstable vortex into smaller stable ones (that are

smaller than the short-scale cutoff). The QG model results suggests that vortex

instability may be visible on the order of a few days.

4. To what extent are the results applicable to real world cases?

Provided the CSP condition is satisfied in the real atmosphere (it remains to be

determined how often this occurs), the results indicate a critical threshold size for

TPVs in the Arctic, above which this mechanism would act to split the system

into smaller vortices. From examination of two real summer-time Arctic cyclone

cases, we find that predictions of the most unstable wavenumber, according to their

radius, are broadly consistent with the observed disturbances to the vortex columns.

However, further investigation is needed to rigourously demonstrate this. It may

well be that whilst this instability mechanism is occurring in the atmosphere, vortex-

vortex interactions are also important and may ultimately dominate the dynamics.

It was suggested in Chapter 3 that friction acts to amplify the cold-core structure of ma-

ture summer-time Arctic cyclones above the BL which, given that we think of friction as

acting to damp atmospheric weather systems, is a somewhat counterintuitive result. This

study proposes a frictional instability mechanism which acts against this, with friction

ultimately leading to destablisation and dissipation of cold-core axisymmetric columnar

vortex structures. Further investigation is required to quantify this instability and under-

stand how it would present itself in the real atmosphere, where vortices are not isolated

from other atmospheric phenomena. Furthermore, the two cyclone case studies may not

be representative of summer-time Arctic cyclones, with their characteristics being suffi-
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ciently notable to lead to their selection as case studies in previous work (e.g. Croad et al.,

2023a; Simmonds and Rudeva, 2012). Further analysis is required to understand the size

distribution of summer-time Arctic cyclones and provide an estimate for how many cy-

clones this vortex instability may be a relevant mechanism (i.e. those that are larger than

the short-scale cutoff).

The two-layer QG model used in this study leads to an idealised and simplistic repre-

sentation of the Arctic environment. There are future plans to run the QG model with

three layers, with friction acting in the bottom layer, and cyclonic winds in the middle

and upper layers. This permits for a more complex initial vortex state in which the lower

frictional layer more closely resembles a BL, and therefore a better representation of the

vertical structure of mature summer-time Arctic cyclones. In future work, the numeri-

cal QG model could be extended to include the impact of diabatic processes, permitting

investigation of their impact on summer-time Arctic cyclones. For example, diabatic forc-

ing terms could be included (in the bottom model layer) to replicate the impact of surface

turbulent heat fluxes over sea ice, but also (in the top model layer) to replicate the im-

pact of longwave radiative cooling, which is known to intensify TPVs (e.g. Cavallo and

Hakim, 2013). In the future, one could also consider the use of a semi-geostrophic frame-

work that would better represent the dynamics of the real atmosphere, and also permit for

a more realistic representation of friction, capturing both Ekman pumping and baroclinic

PV generation as was described in Chapter 3.
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Chapter 6

Examining the sensitivity of ECMWF IFS

weather forecasts to sea ice coupling for the

summer-time Arctic and cyclones

This chapter has been published in Quarterly Journal of the Royal Meteorological Society

with reference:

Croad, H. L., S. P. E. Keeley, J. Methven, B. Harvey, and A. Volonté (2025): Ex-

amining the sensitivity of ECMWF IFS weather forecasts to sea-ice coupling for the

summer-time Arctic and cyclones. Quart. J. Roy. Meteor. Soc., 151(766), e4899,

https://doi.org/10.1002/qj.4899.

Abstract
In recent years there has been an advance towards coupled Earth system models for

weather forecasting. For example, the European Centre for Medium-Range Weather Fore-

casts now implement ocean-ice coupling with dynamic sea ice in the Integrated Forecast-

ing System (IFS) at all time ranges. This has the potential to improve weather forecasts in

the polar regions where sea ice directly influences the overlying atmosphere by turbulent

exchange, especially in the rapidly warming summer-time Arctic where thinner and more

mobile ice is susceptible to rapid change. In this study, we investigate the sensitivity of

IFS (cycle 47r1) weather forecasts to sea ice coupling representation in the summer-time

Arctic by comparing three sets of forecasts that are coupled with: (i) dynamic sea ice

in operational configuration, (ii) static sea ice, and (iii) dynamic sea ice with additional
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thermodynamic (surface temperature and albedo) coupling. It is found that dynamic sea

ice improves predictions of sea ice and the ice edge, compared to persistence, especially

in the vicinity of Arctic cyclones. The dynamic sea ice forecasts exhibit lower near-

surface temperatures (up to 0.5°C) compared to static sea ice forecasts where ice loss

has occurred, and differences in near-surface winds of up to 0.5 m s−1, consistent with

changing surface roughness over the marginal ice zone. The forecasts with additional

thermodynamic coupling have near-surface temperatures that are up to 1°C cooler over

ice than the operational configuration (correcting a known warm bias), consistent with a

more stable boundary layer (BL) and weaker near-surface winds. The influence of sea ice

coupling above the BL is small, with differences in cyclone forecasts being smaller than

the spread of the operational ensemble. This study highlights the influence of ocean-ice

coupling in weather forecasts for the summer-time Arctic, and the potential gains from

improving its representation.

6.1 Introduction

Since 1979 the Arctic has warmed nearly four times faster than the global average (Ranta-

nen et al., 2022), and the associated rapid decline of sea ice (e.g. Meier and Stroeve, 2022)

is driving increasing interest in socio-economic activities in the Arctic, including resource

extraction, shipping, and tourism (Stephenson et al., 2011). Hence, there is a growing de-

mand for accurate forecasts of Arctic weather and sea ice on a range of timescales to

support human activity in the region.

In recent years dynamical forecast systems for sea ice predictions on seasonal timescales

and longer have been established (Guemas et al., 2016), exhibiting some predictive skill

for pan-Arctic (and regional) sea ice extent and volume out to a few months ahead (e.g.

Bushuk et al., 2019). Predictability at these time scales is beneficial for forecasting the

sea ice state itself, but also for capturing important feedbacks on atmospheric circulation

and precipitation (Balmaseda et al., 2010; Screen, 2013). For predictions on subseasonal

timescales, Zampieri et al. (2018) demonstrated a wide range in skill across operational

forecasting systems with coupled sea ice, with the best showing predictive skill out to 1.5
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months. The need for coupled sea ice on shorter timescales relevant to weather forecasts

(1–10 days) has received less attention, although Mohammadi-Aragh et al. (2018) indi-

cated some potential in this regard.

Until recently, operational numerical weather prediction (NWP) systems typically have

kept sea ice fields fixed for weather forecasts, based on the assumption that changes in

sea ice are slow and that models would not be able to beat a persistence forecast. How-

ever, Keeley and Mogensen (2018) demonstrated that static sea ice is a poor assumption

for NWP, especially in summer, with on average more than 5% of the Arctic ice field

exhibiting significant changes over 5-day periods during June–November 2017. One way

in which this may be realised is through very rapid ice loss events (VRILEs), extreme

reductions in sea ice extent on the timescale of days, which are associated with anoma-

lous synoptic activity (e.g. Wang et al., 2020). For example, an extremely strong Arctic

cyclone in August 2012 (Simmonds and Rudeva, 2012) was associated with substantial

ice melt (Stern et al., 2020) and ultimately reduced ice extent that constituted a VRILE

(McGraw et al., 2022).

The presence of sea ice has a strong influence on the atmospheric boundary layer (BL;

Notz, 2012). The marginal ice zone (MIZ), a heterogeneous band of fragmented ice floes

separating the ice-free ocean and main ice pack, is associated with gradients in rough-

ness, temperature and humidity that result in turbulent exchange of momentum, heat and

moisture. Momentum fluxes and surface roughness peak in the MIZ at sea ice fraction

(SIF) values of 0.5-0.8 (Elvidge et al., 2016; Lüpkes and Birnbaum, 2005), primarily due

to form drag over ice floe edges. Off-ice flow (e.g. during cold-air outbreaks) is typi-

cally associated with cold air moving over the warm ocean surface, with upward surface

sensible and latent heat fluxes, and a transition from a BL that is stable or neutral to un-

stable (e.g. Renfrew and Moore, 1999). In contrast, the BL is cooled and dryed during

on-ice flow, such as during warm air intrusions (e.g. Pithan et al., 2018). In recent years

physical parameterizations that depend on SIF for surface momentum, heat and moisture

fluxes have been shown to improve representation of surface turbulent exchange in NWP

(Elvidge et al., 2021, 2023; Renfrew et al., 2019). However, correctly capturing the loca-
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tion and geometry of the ice edge is also important, due to the strong influence of this in

the development of the downstream BL (e.g. Liu et al., 2006; Spensberger and Spengler,

2021). Hence, coupled NWP models with dynamic sea ice that can capture rapid changes

in sea ice (e.g. during VRILEs) have the potential to predict these downstream impacts

and improve weather forecasts in the Arctic.

Accordingly, in recent years there have been ongoing efforts towards coupled ocean and

ice components in NWP models. Building on positive results from regional coupled NWP

systems (e.g. Pellerin et al., 2004; Smith et al., 2013), operational centres including

Environment and Climate Change Canada (ECCC; e.g. Peterson et al., 2022; Smith et

al., 2018), the European Centre for Medium-Range Weather Forecasts (ECMWF; e.g.

Keeley and Mogensen, 2018), and the United States Naval Research Laboratory (NRL;

Barton et al., 2021) have now implemented atmosphere-ocean-ice coupling in their opera-

tional global weather forecasting systems. ECMWF, the focus of this study, implemented

atmosphere-ocean-ice coupling in the Integrated Forecasting System (IFS) in their ensem-

ble prediction system (EPS) in November 2016, and then in their high-resolution deter-

ministic forecasts in June 2018 (Keeley and Mogensen, 2018). This is facilitated by cou-

pling the IFS to a dynamic ocean model (NEMO; Nucleus for European Modelling for the

Ocean), which incorporates a dynamic-thermodynamic sea ice model (LIM2; Louvain-

la-Neuve version 2). Focusing on a winter evaluation period, Day et al. (2022) demon-

strated that this atmosphere-ocean-ice coupling in the IFS generally improves medium-

range forecasts of the sea ice edge and the downstream BL in the Arctic, compared to the

previous uncoupled system. However, some localised regions see a degradation in fore-

cast skill, demonstrating that challenges remain with the atmosphere-ocean-ice coupling.

No corresponding evaluation of this coupled system has been performed in summer, when

the Arctic is most accessible and therefore there is the greatest demand for weather fore-

casts to support human activity. Surface turbulent exchange near the ice edge in summer

differs from that in winter, with typically much smaller turbulent heat fluxes due to the at-

mosphere and ocean having more similar temperatures than in winter (when turbulent heat

fluxes can be on the order of 100 W m−2 during off-ice flow; e.g. Elvidge et al., 2021;
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Renfrew and Moore, 1999). Instead, surface exchange over ice might be dominated by

surface drag and turbulent momentum fluxes. The summer-time Arctic is becoming in-

creasingly dominated by the MIZ (Rolph et al., 2020; Strong and Rigor, 2013), which,

due to more mobile and rough ice, may enhance surface exchange and interactions with

Arctic weather systems. In particular, Arctic cyclones are associated with strong winds

and ocean waves that have large impacts on the thinning sea ice cover in summer (e.g.

Asplin et al., 2012; Peng et al., 2021). How this interaction with sea ice feeds back on

the cyclones is less clear, and has not previously been examined in NWP models with

coupled sea ice.

In this study we build on the work by Day et al. (2022) by examining the sensitivity of

IFS forecasts in the summer-time Arctic (with a focus on cyclones) to sea ice coupling

representation. With regards to surface drag over ice in the IFS, the surface roughness is

represented via a roughness length that is dependent on SIF (ECMWF, 2020). However,

ocean wave propagation is suppressed in the model for SIF greater than 0.3 (ECMWF,

2023b), which is likely a key process for surface drag in the MIZ. Furthermore, com-

parison with observations from the Arctic Ocean 2018 expedition highlights that surface

and near-surface temperatures over sea ice in the IFS are too warm during summer, with

biases of +0.5°C and +0.5-1.0°C respectively such that both are above zero in spite of on-

going melt (Tjernström et al., 2021). In the current ECMWF operational setup, the only

sea ice variable coupled to the atmosphere is SIF. The surface temperature over sea ice

is not coupled, with the surface energy balance calculated on the sea ice tile in the land

surface scheme (Keeley and Mogensen, 2018). Using a more comprehensive thermody-

namic coupling over sea ice would aim to produce more physical solutions and improved

forecasts.

In this study we examine and compare three sets of 10-day forecast experiments run with

the IFS that differ only in their sea ice coupling configurations, starting daily at 00Z dur-

ing 20 July–25 August 2020. The 2020 summer was selected as the period of interest

due to the regular passage of Arctic cyclones; Croad et al. (2023a) identified 52 Arctic

cyclones during the extended summer season (May–September), compared to an average
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of ∼39 cyclones per summer during 1979–2021 (Croad et al., 2023b). The dates selected

were chosen as a period with rapid sea ice loss, and to capture the occurrence of a known

extreme cyclone in July that was examined in Croad et al. (2023a). The three sets of

IFS forecast experiments to be compared are coupled with (i) “dynamic sea ice”, in op-

erational configuration (henceforth Coper), (ii) “static sea ice”, where the sea ice cannot

evolve throughout the forecast as was operational prior to November 2016 (henceforth

Cstatic), and (iii) dynamic sea ice with additional “thermodynamic coupling” (henceforth

Cthermo) over sea ice in an experimental setup. We aim to answer the following questions:

1. Where does dynamic coupling with the ocean-sea ice model have the greatest im-

pact on sea ice forecasts?

2. How does dynamic sea ice impact the forecast BL compared to static sea ice?

3. How does additional thermodynamic coupling impact the forecast BL compared to

dynamic sea ice alone?

4. What is the impact of sea ice coupling on Arctic cyclone forecasts?

The paper is structured as follows. The methodology is described in Section 6.2, including

details of the sea ice coupling configuration in each set of IFS forecast experiments. The

results are presented in Section 6.3, where forecasts of sea ice, BL quantities and Arctic

cyclones are evaluated. The study is concluded in Section 6.4.

6.2 Methodology

6.2.1 Experiments

The three sets of forecast experiments were run using IFS model cycle 47r1 (Cy47r1),

which employs a spectral model with an octahedral reduced Gaussian grid TCO639 (hor-

izontal resolution ∼18 km), and 91 terrain-following hybrid pressure levels up to 0.01

hPa. This is the same setup as the ensemble members in the ECMWF’s operational EPS

for the cycle, although the forecasts used in this study are deterministic (i.e. a single con-

trol member is run for each experiment at each start time). In all three sets of forecasts

130



Chapter 6

the ocean and sea ice fields are initialised from ECMWF OCEAN5 analysis (Zuo et al.,

2019; see more details in Section 6.2.2), and the atmosphere is initialised from ECMWF

operational control analysis. The experiments all have the same ocean-atmosphere cou-

pling as that in the operational EPS, with sea surface temperatures (SSTs) being fully

coupled in the tropics but only partially coupled in the extratropics for the first 4 days

(ECMWF, 2024). Roughness lengths for momentum, heat and moisture are prescribed

in each experiment as in the operational configuration of IFS Cy47r1 (ECMWF, 2020).

Over sea ice, the roughness length for momentum depends on SIF (with a maximum value

at 0.5 SIF), whilst the scalar roughness lengths are constants. For the fields shown in this

study, we use 6-hourly forecast data interpolated to a 0.25° regular latitude-longitude grid.

Figure 6.1 describes the sea ice coupling in the three sets of forecast experiments. In the

first set of forecasts, Coper, the IFS atmospheric model is coupled to the ocean-sea ice

(NEMO-LIM2) models consistent with the operational implementation of Cy47r1. The

only sea ice variable coupled to the atmosphere is SIF (ECMWF, 2020). A uniform cli-

matological sea ice albedo value (assuming bare ice in summer) from Ebert and Curry

(1993) is used rather than using the albedo from the sea ice model, which can be too

high in summer due to the lack of melt pond processes in the LIM2 model (Keeley and

Mogensen, 2018). Coupling between the atmosphere and ocean-sea ice models occurs

once per hour, rather than every atmospheric model time step. Hence, SIF is updated

every coupling step (informing the surface albedo and roughness lengths for momentum,

heat and moisture), with the sea ice tile in the surface scheme being used to adjust the sur-

face energy balance and surface temperature on faster timescales (left panel in Figure 6.1).

The second set of forecasts, Cstatic, is identical to Coper except that the sea ice field is

persisted from the start of the forecast (middle panel in Figure 6.1).

The third set of forecasts, Cthermo, is an experimental setup that is identical toCoper except

that the sea ice is also coupled thermodynamically, with albedo and surface temperature

from the LIM2 sea ice model being coupled to the atmosphere as well as SIF (similar to

the “Tight” coupling experiment in Arduini et al., 2022, but with albedo coupled also).
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In this setup the surface temperature and albedo over ice in the atmospheric model are

fixed to those from the LIM2 sea ice model (with the thermodynamic calculations on the

sea ice tile in the surface scheme being disabled). This surface temperature is physically

consistent with the surface energy balance that is calculated in LIM2 within each cou-

pling step, including the phase transitions of sea ice and snow. However, the system is

still not fully coupled, with the surface temperature over ice being held constant for each

hourly coupling step (right panel in Figure 6.1) so that fluctuations on faster timescales

are not possible. There is also potential for surface albedos that are too high as the LIM2

implementation does not represent melt ponds. Note that the forecasts have the same

initial conditions as the other experiments (i.e. analyses produced by a data assimilation

system in which there is no thermodynamic coupling with the sea ice model). Hence, the

thermodynamic coupling leads to an imbalance between the ocean-sea ice model and at-

mosphere at the first coupling step, driving rapid adjustments in surface fluxes to establish

a new thermodynamical balance. This initialisation shock could accelerate the develop-

ment of errors in the forecast. Hence, this thermodynamic coupling is not implemented

operationally, but these experiments explore the potential benefits of doing so.

Initial conditions:

Sea ice state (i.e. SIF) is initialised from OCEAN5

Initial conditions:

Sea ice state (i.e. SIF) is initialised from OCEAN5

Initial conditions:

Sea ice state (i.e. SIF) is initialised from OCEAN5

Coper CthermoCstatic

Land surface description:

Sea ice/non-sea ice tiles are assigned with climatological

Land surface description:

Sea ice/non-sea ice tiles are assigned with sea ice model

Land surface description:

Sea ice/non-sea ice tiles are assigned with climatological

Land surface

model (ice tile)

Land surface
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surface energy balance and surface temperature at

each model timestep
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Figure 6.1: A schematic diagram describing the coupled sea ice configuration in the 3 experiments,
(left) Coper, (middle) Cstatic and (right) Cthermo.
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6.2.2 Evaluation

This study is primarily focused on comparing the different forecast experiments and un-

derstanding the model response to changing sea ice coupling representation, rather than

verification against a truth dataset. This is because our knowledge of the true atmospheric

state is limited over ice, with sparse in situ observations (in space and time) and reanalysis

products having known deficiencies (e.g. Graham et al., 2017; Wesslén et al., 2014). For

example, ERA5 reanalysis has a known warm bias over sea ice (Wang et al., 2019). Eval-

uation of reanalyses over ice is a complicated matter in its own right (beyond the scope of

this paper), so here we focus on investigating model sensitivity to sea ice coupling.

That being said, a brief evaluation of sea ice forecasts from the experiments is performed

against the OCEAN5 analysis used to initialise forecasts at the same valid time. OCEAN5

estimates the state of the sea ice and ocean using the same ocean-sea ice model configura-

tion as Coper and a 3D variational assimilation system, assimilating OSTIA (Operational

Sea Surface Temperature and Sea Ice Analysis; Donlon et al. 2012) gridded sea ice con-

centrations and SSTs (more precisely, it relaxes towards them) in addition to other ocean

observations (see Zuo et al. 2019 for more details).

Although the atmospheric forecasts are not compared to a “truth” dataset, we benchmark

the differences between the experiments to the spread of the operational forecasts from

the EPS ensemble members initialised at the same time. The EPS is comprised of 51

ensemble members with the same setup as Coper except that perturbations are applied to

the ocean and atmospheric initial conditions, and atmospheric physical parametrization

tendencies. This accounts for forecast uncertainty related to the initial conditions, and the

forecast model itself, in terms of subgrid scale phenomena that are not captured in the

formulation of physical parametrizations.

6.2.3 Cyclone tracks

Cyclone tracks are identified in ERA5, the fifth-generation ECMWF reanalysis data set

(Hersbach et al., 2017, 2020), produced using the ECMWF’s Integrated Forecasting Sys-
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tem (Cy41r2). The model has spectral truncation TL639 (∼31 km resolution at the equa-

tor), and 137 terrain-following hybrid-pressure levels from the surface to 0.01 hPa.

Arctic cyclone tracks are obtained from ERA5 reanalysis using the TRACK algorithm

(Hodges, 1994, 1995, 2021). The algorithm is employed on 1-hourly spectrally truncated

(T5-63; removing total wavenumbers less than 5 and more than 63) 850 hPa relative vor-

ticity. Maxima exceeding 10−5 s−1 are identified, initialized into a set of tracks using a

nearest neighbour search with a maximum great circle displacement distance of 2° in a

time step, and are subsequently refined by minimizing a cost function for track smooth-

ness. Arctic cyclones are identified as those tracks where filtered 850 hPa relative vorticity

exceeds 8× 10−5 s−1 for at least 12 hours whilst located north of 70°N. Cyclone tracks

are presented at 6-hourly intervals interpolated onto a 0.25° regular latitude-longitude

grid. Spatial track density of cyclones was computed with cosine-shaped kernels on a

polar domain (500 km bandwidth) using the scikit-learn Python library (Pedregosa et al.,

2011).

6.3 Results

6.3.1 Forecasts of sea ice

In this section the extent to which dynamic coupling impacts sea ice forecasts is exam-

ined, by comparing the Coper and Cstatic forecasts (note Coper and Cthermo forecasts have

virtually identical sea ice fields; Section 6.3.2). In Figure 6.2, maps of the differences in

SIF between Coper and Cstatic, averaged over all forecast start dates, are presented at 3-

day (Figure 6.2a) and 10-day (Figure 6.2b) lead times. The differences in SIF are largely

negative, reflecting a loss of sea ice in Coper (as would be expected in this summer melting

period) that is not possible in Cstatic. Here we focus on two regions in which large differ-

ences occur. The first region is to the north of the Bering Strait, which shall henceforth

be referred to as the “Pacific” sector (demarcated by the purple box), with reduced SIF in

Coper over a broad area. The second region is to the north of the Greenland-Barents-Kara

Seas region, and shall henceforth be referred to as the “Eurasian” sector (demarcated by
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the green box). The reduced SIF in Coper is limited to a relatively thin region close to the

ice edge.

The Pacific sector experiences the highest density of cyclone activity during this period,

with 4 Arctic cyclone tracks (Figure 6.2c) contributing to a high track density (Figure

6.2d) over the sea ice in this region. Furthermore, there is considerable cyclone activity

in the Greenland-Barents-Kara Seas region (Figure 6.2c and 6.2d), which would likely

be associated with across-ice edge flow to the north in the Eurasian sector. Hence, the

largest differences in SIF forecasts from Coper and Cstatic (Figure 6.2a and 6.2b) occur in

the vicinity of Arctic cyclones. These systems are associated with strong winds and/or

warm intrusions that can result in rapid losses of sea ice. The sea ice in the Coper forecasts

can respond to these atmospheric forcings, but not in Cstatic.

Forecasts of the sea ice area (SIA; sea ice extent weighted by grid box SIF) from Coper

and Cstatic are compared to that from the ECMWF operational OCEAN5 analysis at the

same valid time in Figure 6.3. Note that in this study sea ice grid points are those with

SIF>0.15, whilst all non-land grid points with SIF<0.15 are considered to be ocean. The

operational analysis and the Coper forecasts show a consistent reduction in SIA with time,

as would be expected in this late summer melting period. Figure 6.3 highlights that the

Coper forecasts produce much improved SIA predictions compared to Cstatic, with the

root mean square errors (relative to the operational analysis) reduced by approximately

a half in all sectors. This highlights how poor an assumption static sea ice can be on

weather timescales during the summer. However, the reduction in SIA from the Coper

forecasts is typically underestimated compared to the operational analysis over the whole

Arctic (Figure 6.3a). The SIA loss in Coper is particularly underestimated in the Pacific

sector (Figure 6.3b). It is known that the LIM2 sea ice model tends to melt sea ice too

slowly, particularly where the analysis overestimates sea ice thickness (ECMWF, 2023a),

since heat transfer within the ice model assumes a constant thickness of 1.5 m (ECMWF,

2020). Previous studies have noted that sea ice thickness is overestimated in the ECMWF

model in the Pacific sector (Balan-Sarojini et al., 2021; Xiu et al., 2022), which would

be consistent with the underestimation of the ice loss rate we have identified in this re-
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Figure 6.2: The difference in sea ice fraction (Coper − Cstatic), averaged over all forecast start
dates, at (a) 3-day and (b) 10-day lead times. The 6-hourly tracks of Arctic cyclones identified
in ERA5 reanalysis during the study period are presented as (c) individual trajectories, and (d)
as a feature track density map using spherical cosine kernels with bandwidth 500 km (shading;
track points per million km2), with the composite mean sea ice edge (black contour; 0.15 SIF)
overlain. The regions marked with purple and green borders are the Pacific and Eurasian sectors
respectively.

gion. Furthermore, the forecasts do not represent ocean wave propagation into the sea

ice, which is an important process in the break up of sea ice in reality. In contrast, the

SIA forecasts from Coper are more similar to the operational analysis in the Eurasian sec-

tor, although the SIA loss is occasionally overestimated (Figure 6.3c). This is consistent

with the underestimation of sea ice thickness in the ECMWF model in the Eurasian sector

(Balan-Sarojini et al., 2021; Xiu et al., 2022).

A more user-relevant verification metric for sea ice, given the dependence of the down-
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Figure 6.3: Time series of sea ice area (SIA) from the ECMWF operational analysis (black lines)
for the (a) Pan-Arctic, (b) Pacific sector and (c) Eurasian sectors, and 10-day forecasts from Coper
(red lines) and Cstatic (blue lines) starting at 00Z daily (indicated by black markers). The root
mean square error (RMSE) for Coper and Cstatic relative to the operational analysis at day 10 is
presented in the legend for each region.

stream BL on the location and geometry of the ice edge, is the integrated ice edge error

(IIEE; Goessling et al., 2016). The IIEE of a forecast is the sum of the areas of sea ice

that are overestimated and underestimated compared to the truth, here the ECMWF op-

erational OCEAN5 analysis. In Figure 6.4 it is seen that the IIEE in Coper is reduced

compared to Cstatic at all lead times for the Pan-Arctic (Figure 6.4a), and in the Pacific

(Figure 6.4b) and Eurasian (Figure 6.4c) sectors. Consistent with the comparison of SIA

forecasts in Figure 6.3, the reduction in IIEE in Coper compared to Cstatic is more marked

in the Eurasian sector (Figure 6.4c) than the Pacific sector (Figure 6.4b; where in general

the SIF is reduced but the ice cover is not completely removed). In all regions, the rate

of growth in IIEE in Coper is particularly reduced compared to Cstatic in the first 5 days

of the forecasts. During days 5–10, the lines in Figure 6.4 are roughly parallel, indicating
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that the rate of growth of IIEE in both experiments is similar.

Figure 6.4: The integrated ice edge error (IIEE) of the Coper (red) and Cstatic (blue) forecasts
relative to the ECMWF OCEAN5 operational analysis averaged over all forecasts as a function of
lead time for the (a) Pan-Arctic, (b) Pacific sector, and (c) Eurasian sectors. The solid lines denote
the full IIEE metric, whilst the dashed and dotted lines denote the absolute extent error (AEE) and
misplacement error (ME) respectively.

The IIEE can also be decomposed into the sum of the absolute extent error (AEE) and

misplacement error (ME). The AEE is the absolute difference between the overestimated

and underestimated sea ice areas, representing the common difference in sea ice extent

(Goessling et al., 2016). The ME is the residual (i.e. IIEE minus AEE), indicative of too

much ice in one place and too little in another. In the Coper and Cstatic forecasts the IIEE

is generally dominated by the AEE (Figure 6.4), indicting that the underestimation of sea

ice loss is dominating the signal in this summer period. The only exception is the Coper

forecasts in the Eurasian sector (red lines in Figure 6.4c), where the AEE and ME are of

comparable magnitudes.

6.3.2 Forecasts of the atmospheric boundary layer

In this section we examine the impact of different sea ice coupling configurations on fore-

casts of the atmospheric BL. To start with we want to identify any systematic differences

in the pan-Arctic atmospheric BL between the three sets of forecasts. To do this, we

compute the differences in selected BL quantities averaged over all forecast start dates

as a function of lead time (Figure 6.5). For this initial investigation the differences are
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considered over grid points north of 65°N that are ocean (SIF < 0.15) and sea ice (SIF

> 0.15), at the start of the forecasts, separately.

Figure 6.5: The pan-Arctic differences between forecast experiments averaged over all forecasts
in (a) sea ice fraction, (b) 2 m temperature, (c) low-level stability as diagnosed by the difference in
potential temperature (θ) between 925 hPa and 2m (θ925 − θ2m), (d) boundary layer height, (e) 10
m wind speed, (f) 925 hPa wind speed, as a function of lead time. The differences are calculated
as areal averages (over grid points north of 65°N that are ocean and sea ice at the forecast starts
separately) for each forecast, and then averaged over all forecast start dates. The differences
are presented for Coper − Cstatic over sea ice (cyan profiles) and ocean (blue profiles), and for
Coper −Cthermo over sea ice (orange profiles) and ocean (red profiles). The solid lines denote the
composite mean, and the shading denotes the standard error (calculated as the standard deviation
in areal average differences divided by the square root of the number of forecasts).

Over ice, the Coper forecasts are associated with a reduction in SIF that grows with time

compared to Cstatic, consistent with the analysis in Section 6.3.1 (Figure 6.5a; note that

over ocean there is a slight increase in SIF in Coper representing the formation of sea ice

in some regions). The reduced SIF in Coper is associated with a systematically cooler 2 m

temperatures compared to Cstatic (Figure 6.5b). This difference grows with time through

the forecast and is larger over sea ice than ocean, approaching a magnitude of ∼0.2°C and

∼0.05°C at day 10 over ice and ocean respectively. Note that this difference is also seen

in the skin temperature, with a comparable magnitude (not shown). The reduced surface

and near-surface temperatures are a consequence of the melting ice inCoper, with a greater

fraction of exposed ocean surface (which will have a SST of -1.8°C, the freezing point of

saline water) resulting in a reduced warm bias in the grid box average temperature. The

BL over sea ice is stable in the experiments (not shown) due to the overlying atmosphere
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being warmer than the surface. Coper is associated with even greater low-level stability

than Cstatic, as indicated by a greater contrast in potential temperature (θ) from 925 hPa

to 2m (θ925 − θ2m), particularly over ice but also over the ocean (Figure 6.5c). The dif-

ference in low-level stability has the same order of magnitude as the difference in 2 m

temperature, suggesting that the low-level cooling due to sea ice loss causes the increased

BL stability in the Coper forecasts. This is consistent with lower BL heights in Coper (due

to reduced turbulent mixing), although differences that are distinguishable from zero are

not seen until after day 4 (Figure 6.5d). Coper is also associated with slightly weaker

winds at 10 m (Figure 6.5e) and 925 hPa (Figure 6.5f) over sea ice between days 5 and

8. The BL height difference profiles in Figure 6.5d follow similar patterns to those of the

low-level wind in Figures 6.5e and 6.5f, suggesting that the BL turbulence is wind-driven.

Although weaker winds are consistent with a more stable BL in Coper, the differences are

of very low magnitude (on the order of 0.1 m s−1), with a relatively large standard error.

This indicates that there is not a systematic difference in wind speed between the two

experiments.

The SIF in Coper is virtually identical to that in Cthermo, with the orange and red lines be-

ing indistinguishable from zero at all lead times in Figure 6.5a. However, Cthermo exhibits

2 m temperatures over ice that are ∼0.6°C cooler than in Coper (Figure 6.5b), consistent

with greater low-level stability (Figure 6.5c). This suggests reduced BL turbulent mixing

in Cthermo, which is consistent with lower BL heights (Figure 6.5d) and weaker 10 m

winds (Figure 6.5e; at least in the first 5 days of the forecasts). The difference in 2 m tem-

perature exhibits a diurnal cycle, that also feeds into low-level stability, BL height and 10

m wind. This occcurs due to there being a larger diurnal variation in Coper (where temper-

atures can exceed zero over ice) than in Cthermo. The reduction in low-level temperatures

of ∼0.6°C is similar in magnitude to the warm bias in Tjernström et al. (2021), indicating

that the surface temperature and albedo coupling eliminates the warm bias. The Cthermo

near-surface temperatures are the same as the other experiments at the initial time (with

the same warm bias over ice), and then rapidly cool at the first coupling step, explaining

the sharp change between days 0 and 1 in Figure 6.5b (this is the “initialisation shock”

described in Section 6.2.1). Again, the same differences are seen in the skin temperature,
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with the same magnitude (not shown). The cooler temperatures in Cthermo largely remain

local to the sea ice, with only small differences over the ocean (Figure 6.5b). The dif-

ferences in 925 hPa wind between Coper and Cthermo are rather small with large standard

errors (Figure 6.5f), indicating that there is no systematic difference.

The differences in Figure 6.5 are small, due to to taking pan-Arctic averages over all fore-

casts. To better understand the impact of the sea ice coupling, we must examine selected

forecasts in more detail in time and space. To maximize the potential signal, here we will

examine forecast start dates where the surfaces in Coper and Cstatic are most different, as

presumably this will prompt the greatest impact on the overlying atmosphere. Forecasts

will be compared in the previously defined Pacific and Eurasian sectors separately, pro-

viding two case periods with different sea ice conditions and meteorology. Note that we

will use the same dates for comparison of the Cthermo forecasts for continuity. The focus

hereafter is on 3-day forecasts, as at longer lead times the atmospheric forecasts were

found to have diverged significantly in some cases due to the chaotic nature of the system,

making direct attribution to model differences more difficult.

The differences in SIF between Coper and Cstatic over 3-day forecasts in the Pacific and

Eurasian sectors are presented in Figure 6.6. In both regions, the greatest SIF difference

between the two experiments at 3 days is found to occur over 4 consecutive forecasts (ex-

ceeding the 90th percentile of difference), and these are chosen as case periods for further

study. In the Pacific, the greatest difference in SIF between the forecasts occurs in late

July, in association with cyclone “2” (Figure 6.6a). Note that this is the aforementioned

cyclone that was studied in Croad et al. (2023a). The “Pacific case period” for further

examination is comprised of 3-day forecasts starting 26–29 July. In the Eurasian sector,

the greatest difference in SIF between the forecasts occurs in mid-August, associated with

cyclones “7” and “8” (Figure 6.6b). The “Eurasian case period” is comprised of 3-day

forecasts starting 13–16 August.
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Figure 6.6: Time series of the areal average difference in SIF (Coper−Cstatic) over 3-day forecasts
in the (a) Pacific and (b) Eurasian sectors. The dashed horizontal lines mark the 90th percentile
of 3-day differences for each region, and the solid lines coloured in purple and green denote the
forecast start dates that exceed this threshold in the (a) Pacific and (b) Eurasian sectors respec-
tively. The semi-transparent horizontal lines refer to the passage of cyclones, with the colours and
numbers matching those in Figure 6.2c.

Pacific case period: forecasts starting 26–29 July

Composite maps describing the surface in the Pacific sector from 3-day forecasts starting

26–29 July are presented in Figure 6.7. In this region the MIZ spans a broad meridional

extent in Coper from 70–80°N, with the SIF being largely between 0.5 and 0.8, with a

very sharp drop off to 0.15 approaching the ice edge (Figure 6.7a). Cyclone 2 is seen in

the mean sea level pressure (MSLP) field, positioned directly over the MIZ during this

time, with the cyclone centre over a small gap in the ice (where the SIF has fallen be-

low 0.5). Beneath the cyclone, Coper is associated with reduced SIF compared to Cstatic

(Figure 6.7b), suggesting that cyclone 2 is associated with the break up and melting of

ice in the coupled forecasts. Coper has greater SIF along the ice edge to the west of the
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Pacific sector, which is likely associated with the advection of ice by large-scale off-ice

flow associated with the cyclone. Cthermo is associated with slightly higher SIF than Coper

(perhaps due to the colder surface and near-surface temperatures identified in Figure 6.5

inhibiting melting), but the differences are approximately an order of magnitude smaller

than the differences between Coper and Cstatic (Figure 6.7c). Coper and Cthermo have an

areal average SIF in the Pacific sector (i.e. the purple box) that is almost identical to the

EPS ensemble mean, whereas Cstatic has a higher areal average SIF than any of the en-

semble members (Figure 6.7d).

Figure 6.7: Composite mean SIF and surface roughness lengths for 3-day forecasts starting 26–29
July 2020. The top panels are maps of (a) average SIF in Coper, (b) the average difference in
SIF between Coper and Cstatic, and (c) the average difference in SIF between Cthermo and Coper.
(d) The average SIF in the purple region from Coper (red line), Cstatic (blue line), Cthermo (lime
green line), and each EPS ensemble member presented as a box plot (with whiskers extending to
the maximum and minimum values). The bottom panels (e-g) are as (a-c) but for surface roughness
length. Note the differences in order of magnitude when comparing panels (b) and (c), and (f) and
(g). Contours of SIF (0.15, grey dashed; 0.5, black dashed; 0.8, magenta dashed) and mean sea
level pressure (grey solid) from (a,e) Coper, (b,f) Cstatic, (c,g) Cthermo are overlain.

The MIZ region is associated with relatively large surface roughness lengths compared to

the surrounding ocean and pack ice (Figure 6.7e). This is because in the IFS Cy47r1 the

roughness length for momentum depends on SIF, and peaks when SIF is approximately
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0.5 (ECMWF, 2020). Coper has reduced SIF compared to Cstatic (Figure 6.7b), and given

that the SIF is largely between 0.5 and 0.8 (Figure 6.7a), this means that the SIF in Coper

is moving closer to 0.5 with a greater surface roughness lengths than Cstatic (Figure 6.7f).

This is generally true except in the small gap of ice in Coper where the SIF moves away

from 0.5. In this region Coper has reduced roughness lengths compared to Cstatic, as the

SIF falls below 0.5. The slightly greater SIF in Cthermo than Coper means that the surface

roughness lengths are reduced in Cthermo, but the differences are an order of magnitude

smaller than those between Coper and Cstatic (Figure 6.7g).

Maps of the differences in BL quantities from the three sets of forecasts are presented in

Figure 6.8. As seen from Figure 6.5b, the near-surface temperatures are reduced in Coper

compared to Cstatic over almost the entire domain (Figure 6.8a). The magnitude of this

cooling is greatest where the SIF has been reduced in Coper compared to Cstatic, with a

value of ∼0.5°C in the gap in the sea ice in the middle of the domain. Differences in sur-

face sensible and latent heat fluxes between the experiments are found to have the same

sign and have similar magnitudes, so are combined into one field for this analysis. The

lower near-surface temperatures over the centre of the domain are associated with surface

sensible and latent heat fluxes that are more negative in Coper than in Cstatic (Figure 6.7b),

indicating greater heat and moisture transfer from the atmosphere to the surface. This is

consistent with a more stable BL over ice in Coper. There is also a notable reduction in

near-surface temperature in the off-ice flow to the west of the Pacific sector in the Laptev

Sea (Figure 6.8a). This results in more positive sensible and latent heat fluxes in Coper

than in Cstatic (Figure 6.8b), with more heat and moisture transfer from the surface to the

atmosphere due to a greater temperature contrast between the ocean surface and the air.

In this case over the ocean, the BL is more unstable in Coper. Furthermore, the 10 m wind

speeds in the cyclone are found to be ∼0.5 m s−1 lower in Coper than in Cstatic (Figure

6.8c). The weaker winds are associated with greater surface momentum fluxes over the

MIZ on the eastern flank of the cyclone (Figure 6.8d). This indicates that the weaker

winds in Coper are linked to increased surface roughness and surface drag in the MIZ.

The Cthermo forecasts have near-surface temperatures that are up to 1.0°C cooler over
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Figure 6.8: Composite mean differences in BL quantities for 3-day forecasts starting 26–29 July
2020. The top row shows the 2 m temperature, with (a) the average difference between Coper and
Cstatic, (e) the average difference between Cthermo and Coper, and (i) the areal average value over
sea ice grid points at the forecast starts in the purple region from Coper (red line), Cstatic (blue
line), Cthermo (lime green line), and each EPS ensemble member presented as a box plot (with
whiskers extending to the maximum and minimum values). Panels (b,f,j), (c,g,k), and (d,h,l) are as
(a,e,i) but for the sum of surface sensible and latent heat fluxes, 10 m wind speed, and momentum
flux respectively. Contours of 0.5 SIF (black dashed) and mean sea level pressure (grey solid)
from Coper are overlain on each map.

ice compared to Coper (Figure 6.8e). This large difference in near-surface temperature

is associated with sensible and latent heat fluxes that are more negative over all ice in

Cthermo (Figure 6.8f) meaning greater heat and moisture transfer from the atmosphere

to the surface, consistent with a more stable BL. Also note that there are slightly colder

temperatures over the ocean in Cthermo (Figure 6.8e), associated with more positive heat

sensible and latent heat fluxes (Figure 6.8f). This indicates greater heat and moisture

145



Chapter 6

transfer from the ocean surface to the overlying atmosphere, in the opposite sense to the

fluxes over ice. Cthermo is consistently asssociated with slightly weaker winds than Coper

over the ice (Figure 6.8g), but also reduced surface momentum flux (Figure 6.8h). This

indicates that the weaker winds in Cthermo are related to increased BL stability over ice.

This analysis demonstrates differences in BL quantities between the forecast experiments

that are physically consistent with the changes at the surface. The differences in near-

surface temperature between the experiments are relatively large compared to the spread

of the EPS ensemble, withCstatic being slightly warmer than any other ensemble member,

Coper aligning with the ensemble mean, and Cthermo being much cooler than any other

ensemble member (Figure 6.8i). Note that the average 2 m temperature over ice has been

reduced from ∼0.6 °C in Coper to just below 0 °C in Cthermo, demonstrating that the

Cthermo configuration has corrected for the known warm bias over ice. The difference

in the sum of the surface sensible and latent heat fluxes between Coper and Cstatic has a

regional dependence (Figure 6.8b), and so the average difference is small compared to the

spread of the EPS ensemble (Figure 6.8j). In contrast, the systematically more negative

sensible and latent heat fluxes over ice in Cthermo than in Coper (Figure 6.8f), with an

average value of approximately 0 W m−2 compared to ∼5 W m−2, is a relatively large

difference compared to the spread of the EPS ensemble (Figure 6.8j). The differences in

10 m wind (Figure 6.8k) and surface momentum flux (Figure 6.8l) between the three sets

of experiments are small compared to the spread of the EPS ensemble.

Eurasian case period: forecasts starting 13–16 August

Figure 6.9 shows composite maps describing the surface in the Eurasian sector from 3-day

forecasts starting 13–16 August. The sea ice field differs from that during the Pacific case

period, with a sharp drop in SIF from pack ice to open ocean, constituting a very narrow

MIZ (Figure 6.9a). The MSLP field highlights a cyclone to the south-east of Svalbard,

resulting in on-ice flow in the Eurasian sector (Figure 6.9a; note that cyclones 7 and 8

merge into one system south of Svalbard, see tracks in Figure 6.2c). The cyclonic flow

is likely responsible for transporting heat poleward, resulting in the reduction of SIF in

a narrow band at the ice edge in Coper compared to Cstatic (Figure 6.9b). There is also a
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complicated change in ice edge geometry in the off-ice flow to the west of the domain,

with increased SIF to the north of Greenland (likely related to transport of ice by the wind

forcing), and reduced SIF to the east of Greenland (perhaps usual summer melting) in

Coper compared to Cstatic. The differences in SIF between Cthermo and Coper are again an

order of magnitude smaller than that between Coper and Cstatic (Figure 6.9c). The areal

average SIF in the green box from Coper and Cthermo is almost identical to the EPS ensem-

ble mean, whereas Cstatic has a high areal average SIF than any other ensemble member

(Figure 6.9d).

Figure 6.9: As in Figure 6.7 but for 3-day forecasts starting 13–16 August 2020 in the Eurasian
sector. Note the differences in order of magnitude when comparing panels (b) and (c), and (f) and
(g).

The surface roughness over ice is generally lower than during the Pacific case period,

due to the narrower MIZ region (Figure 6.9e). The reduction in SIF at the ice edge in

Coper (Figure 6.9b) is associated with a dipole in the difference in the surface roughness

lengths compared to Cstatic, with lower surface roughness where the SIF falls below 0.5

at the outermost edge, and greater surface roughness behind where SIF falls closer to 0.5

(Figure 6.9f). The differences in surface roughness between Coper and Cthermo are again

small (Figure 6.9g).
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Coper is associated with reduced 2 m temperatures compared to Cstatic where ice loss has

occurred, on the ice edge and in the off-ice flow to the west of the domain (Figure 6.10a).

The reduced near-surface temperatures are again associated with more negative surface

sensible and latent heat fluxes inCoper thanCstatic (Figure 6.10b), indicating a more stable

BL in Coper in these regions. Coper is associated with a thin band of enhanced 10 m wind

speeds on the ice edge compared to Cstatic (Figure 6.10c) where SIF has been reduced

below 0.5 and therefore the surface is less rough (Figure 6.9b,f), with reduced surface

momentum fluxes (Figure 6.10d). This demonstrates that the reduced surface roughness

over ice in Coper compared to Cstatic results in a local increase in 10 m wind speed due to

reduced surface drag. The 10 m wind speed is also enhanced in Coper in the off-ice flow to

the west of the domain (Figure 6.10c), which may be associated with the reduced surface

roughness in this region (Figure 6.9f).

As in the Pacific case period,Cthermo is associated with reduced near-surface temperatures

over ice than in Coper (Figure 6.10e), with a difference of ∼0.5°C. These cooler tempera-

tures are associated with sensible and latent heat fluxes that are more negative over ice in

the on-ice flow, but more positive over ocean in the off-ice flow (Figure 6.10f) in Cthermo,

as was seen in the Pacific case period (Figure 6.8f). The on-ice flow in Cthermo (where

BL stability is greater) is associated with slightly weaker 10 m winds (Figure 6.10g) and

reduced surface momentum fluxes (Figure 6.10h) compared to Coper, but the differences

are generally small.

Again, the differences in BL quantities are physically consistent with the changes at the

surface. The differences in the 2 m temperature are again relatively large compared to

the spread of the EPS ensemble (Figure 6.10i), but the differences in surface sensible

and latent heat fluxes, 10 m wind and surface momentum fluxes (Figure 6.10j,k,l) are

relatively small compared to the EPS ensemble and the Pacific case period. Note again at

the Cthermo configurations corrects the known warm bias over ice, with the average 2 m

temperatures being below zero in contrast to the Coper and Cstatic configurations (Figure

6.10i). The differences are generally smaller in this case due to the domain of interest
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Figure 6.10: As in Figure 6.8 but for 3-day forecasts starting 13–16 August 2020 in the Eurasian
sector.

containing less sea ice, and due to any differences in the sea ice surface between Coper

and Cstatic occupying a smaller areal extent (compared to the Pacific case period). This

analysis demonstrates that the impact of sea ice coupling largely remains local to the sea

ice itself, and that the size of the impact is dependent on the areal extent of the ice (when

comparingCoper andCthermo) and the areal extent of the sea ice changes (when comparing

Coper and Cstatic).

6.3.3 Forecasts of Arctic cyclones

The MSLP fields in Figures 6.7 and 6.9 indicate that the differences between the cyclones

in the three sets of forecasts are small, but in this section we examine the impact of sea
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ice coupling on Arctic cyclones in more detail. Firstly, maps of cyclone 2 from 3-day

forecasts starting 26 July (valid 29 July) are presented in Figure 6.11. The forecasts of

850 hPa relative vorticity are remarkably similar from Coper, Cstatic and Cthermo (Figures

6.11a–c), with large positive values at the centre of the cyclone and banded features fur-

ther from the centre. There are some small discernible differences in the 10 m wind speed

to the south of the cyclone, with Cstatic having slightly stronger winds over a larger area

than Coper, which has slightly stronger winds than Cthermo (seen by focusing on the 15

m s−1 contours in Figures 6.11a–c). These differences in wind speed at 10 m are consis-

tent with the analysis in Section 6.3.2. The EPS ensemble mean map is much smoother in

850 hPa relative vorticity than the individual forecast experiments (Figure 6.11d), indicat-

ing variability in the cyclone placement amongst the ensemble members. This suggests

that the differences between the EPS ensemble members are larger than that between the

Coper, Cstatic, and Cthermo forecasts.

Figure 6.11: Maps of cyclone 2 from 3-day forecasts starting 26 July (valid 29 July). The maps
display 850 hPa relative vorticity (shading), 10 m wind speed speeds (solid coloured contours
from 10–15 m s−1), mean sea level pressure (grey contours) and 0.5 SIF fraction (black dashed
contours) from (a) Coper, (b) Cstatic and (c) Cthermo, and (d) the EPS ensemble mean.

Time series of cyclone intensity, as diagnosed by minimum MSLP, from 3-day forecasts

are presented in Figure 6.12. The minimum MSLP in each forecast is found by searching

for the minimum value within a 500 km radius of the ERA5 cyclone centre determined
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by TRACK (see Section 6.2.3). Forecasts of strength for cyclone 2 during the Pacific

case period (Figure 6.12a) are remarkably similar across different forecast experiments

and forecast start times. Cstatic consistently has the lowest minimum MSLP and Cthermo

consistently has the highest, however, the differences at 3 days are on the order of only

1 hPa. Understanding whether these differences are statistically significant would require

running ensemble forecasts of the experiments, which is beyond the scope of this study.

However, what can be said is that the differences in cyclone strength at 3 days are smaller

than the spread of the EPS ensemble, shown by the boxplots in Figure 6.12a. Forecasts

of strength for cyclones 7 and 8 (combined into one track here) during the Eurasian case

period (Figure 6.12b) exhibit larger differences between the forecast experiments and

forecast start times, indicative of a more uncertain situation due to the merger of the two

systems. This is reflected by the larger spread of the EPS ensemble in Figure 6.12b.

Again, the differences in cyclone strength at 3 days are smaller than the spread of the EPS

ensemble.

This analysis demonstrates that the impact of the sea ice coupling on the forecasts of Arc-

tic cyclones is smaller than the impact of the noise of the initial condition and stochastic

perturbations to the ensemble members in the prediction system. From Section 6.3.2

changing the sea ice coupling can have locally large impacts on the near-surface temper-

ature (up to 1°C) and near-surface winds (up to 0.5 m s−1) in the BL, but these impacts

are generally isolated to the sea ice (when comparing Coper and Cthermo), or to regions

where sea ice change has occurred (when comparing Coper and Cstatic). Hence, the over-

all impact of the sea ice coupling on the larger scales above the BL is very small. Cyclone

2 during the Pacific case period represents a set up that should maximise the differences

between the three sets of forecast experiments, with the cyclone being positioned over

the MIZ for several days (Figure 6.7). However, the cyclone has a similar position and

strength in each forecast experiment (Figures 6.11 and 6.12a). The analysis here and

in Section 6.3.2 has focused on 3 day forecasts. Similar results were found with 6 day

forecasts, although the impact of the sea coupling had a weaker signal, with the forecasts

divering due to chaos (not shown).
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Figure 6.12: The minimum mean sea level pressure from 3-day forecasts for (a) cyclone 2 during
the Pacific case period with forecast start dates 26–29 July, and (b) cyclones 7 and 8 (combined
into a single cyclone track) during the Eurasian case period with forecast start dates 13–16 August,
from Coper (red), Cstatic (blue) and Cthermo (lime green). The EPS ensemble at day 3 is presented
by the box plots (with whiskers extending to the maximum and minimum values).

6.4 Conclusions

With climate change, sea ice is becoming thinner and more mobile in the summer-time

Arctic, making it more susceptible to break up and melting by atmospheric forcings such

as cyclones. Hence, static sea ice for weather forecasts is an increasingly poor assumption

in the summer-time Arctic. In recent years, the ECMWF have implemented ocean-ice-

atmosphere coupling with dynamic sea ice in the IFS at all time ranges. Day et al. (2022)

demonstrated that dynamic sea ice in the IFS generally improved medium-range forecasts

in the Arctic in a winter case study. However, no corresponding evaluation for summer

has been published in the literature. Despite recent advances, the IFS has a known warm

bias over sea ice in summer (Tjernström et al., 2021), which may be related to the fact

that the sea ice is not coupled thermodynamically.

In this study we examine the sensitivity of IFS weather forecasts to sea ice coupling in

the summer-time Arctic, by comparing 3 sets of 10-day forecast experiments from IFS

Cy47r1 that differ only in their sea ice coupling configurations. The results are based on

the period 20 July–25 August 2020, although we expect that the qualitative conclusions

could be extended to the broader Arctic summer period, in a melting regime. The first set

of forecasts, Coper, is identical to the control member of the operational EPS ensemble
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used at the time, with “dynamic sea ice”. The second set of forecasts, Cstatic, is identical

to Coper except that it has “static sea ice”, where the sea ice field cannot evolve from the

start of the forecast as was operational in the EPS prior to November 2016. The third

set of forecasts, Cthermo, is an experimental setup which is identical to Coper except with

additional “thermodynamic coupling” (sea ice surface temperature and albedo coupled to

the atmosphere as well as SIF).

The first research question was to understand where the dynamic coupling with the ocean-

sea ice model has the greatest impact on sea ice forecasts (Section 6.3.1). It was found that

dynamic sea ice had the greatest impact in the vicinity of Arctic cyclones. The dynamic

sea ice forecasts capture cyclone-induced break up and melting of sea ice due to strong

winds and warm air intrusions, whereas the static sea ice forecasts cannot. However,

ice loss was underestimated in the dynamic sea ice forecasts, which may be attributed

to missing ocean wave processes or model biases in sea ice thickness. Despite this, the

dynamic sea ice forecasts produced much improved sea ice field and ice edge predictions

compared to the static sea ice forecasts.

The second and third research questions were to understand the impact of dynamic sea

ice and additional thermodynamic coupling on forecasts of the atmospheric BL (Section

6.3.2). The forecasts with dynamic sea ice were found to have colder near-surface tem-

peratures than the static sea ice forecasts (up to ∼0.5°C in regions where sea ice cover is

reduced), with consistent changes in surface heat fluxes, and BL stability. Differences in

surface momentum fluxes and low-level winds were found to depend on changes to the

surface roughness of the sea ice when comparing the dynamic and static sea ice forecasts.

For example, an extreme cyclone in late July (cyclone 2) was positioned over the MIZ for

several days, with rougher sea ice in the dynamic sea ice forecasts resulting in a reduction

in 10 m winds of ∼0.5 m s−1 over a broad area. The forecasts with additional thermody-

namic coupling had near-surface temperatures over sea ice that were up to ∼1.0°C cooler

than the operational forecasts, correcting the known warm bias over ice. This was found

to be consistent with a more stable BL and weaker 10 m winds over sea ice of up to ∼0.5

m s−1.
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While the sea ice coupling was found to have locally large impacts on near-surface tem-

perature and winds, the impacts were generally limited to near the sea ice surface. The

size of impact was dependent on the areal extent of sea ice and sea ice changes. For exam-

ple, larger differences were found in a Pacific case period where a cyclone was positioned

over the MIZ for several days, than in a Eurasian case period where the cyclone centre

was located south of the ice edge. In general, other than near-surface temperature, the

differences between the three experiments were found to be smaller than the spread of the

EPS ensemble.

The final research question was to understand if sea ice coupling impacted forecasts of

Arctic cyclones (Section 6.3.3). Examining two case periods, it was determined that the

differences between the cyclones in the three forecasts were smaller than the spread of

the operational ensemble. This suggests that any impact of sea ice coupling on the larger

scales above the BL is very small in the model, compared with the growth of forecast

uncertainty from initial conditions and model physics.

In summary, this work demonstrates the benefits of increasingly sophisticated sea ice

coupling representations in a NWP model in the summer-time Arctic, with physically

consistent impacts on forecasts. This work has also highlighted the limitations of the sea

ice coupling used operationally in the IFS, with the simplistic SIF coupling not capturing

any ocean wave interactions, and not correcting for a surface energy balance that leads

to a low-level warm bias. The latter was addressed by implementing an experimental

configuration with additional thermodynamic coupling. The impact of closer thermody-

namic coupling (including the representation of snow on ice), and how this can be em-

ployed with adaption to the current data assimilation systems, is being assessed across all

ECMWF forecast systems for future implementation, as part of continuously ongoing ef-

forts to improve Earth system interactions in the IFS. This study, along with observations-

based evaluations of surface exchange parametrizations over ice (e.g. Elvidge et al., 2016;

Elvidge et al., 2021, 2023; Srivastava et al., 2022), highlight the need to revisit how sur-

face exchange is modelled in the coupled system.
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With regards to the cyclone-sea ice interaction in the model, the results of this work

suggest that cyclones have a larger impact on sea ice than sea ice does on cyclones during

summer. Whether this result is model-specific (e.g. due to the underestimation of ice loss

with missing processes in the model), or if it is relevant to the physical world, should

be determined. The emphasis for future work should be placed on evaluation of NWP

model output in the Arctic, key to which is real-world observations. In particular, forecast

experiments should be re-run for previous summer-time Arctic field campaign periods.

For example, evaluation against the observations discussed in Tjernström et al. (2019)

would permit an examination of whether the increasingly sophisticated sea ice coupling

representations result in improved model performance in the case of warm air advection

events and surface-based inversions in summer.
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Chapter 7

Conclusions

This thesis set out to further our understanding of the physical mechanisms acting in

summer-time Arctic cyclones with regards to their atmospheric dynamics and interaction

with sea ice. Another aim was to assess the impact of atmosphere-ocean-sea ice cou-

pling, that has recently been implemented in an operational NWP model, on forecasts of

summer-time Arctic cyclones. The main outcomes of the thesis and how they answer the

four key questions outlined in Chapter 1 are summarised in Section 7.1. The implications

and limitations of the findings are then discussed in Section 7.2, alongside suggestions for

future work.

7.1 Summary and Discussion

KQ1: What is the variability in the occurrence of summer-time Arctic cyclones, and

can they be categorized into classes with distinct structural evolutions and charac-

teristics?

Previously, case studies and composite analyses of extreme cyclones indicated that summer-

time Arctic cyclones can have a different lifecycle to mid-latitude cyclones, attaining a

long-lived axisymmetric columnar vortex structure after maturity (e.g Aizawa and Tanaka,

2016; Simmonds and Rudeva, 2012; Vessey et al., 2022). However, it was not clear how

typical these cases were, and whether different varieties of cyclone evolutions occur in the

summer-time Arctic (unlike mid-latitude cyclones, for which conceptual models are well

established; e.g. Bjerknes, 1919; Shapiro and Keyser, 1990). Answering KQ1 was the

157



Chapter 7

focus of Chapter 4, by performing a climatology of summer-time Arctic cyclone structure

during May–September 1979–2021. In this chapter a cyclone phase space, based on Hart

(2003) but adapted for application in the Arctic, was used to represent a continuum of

cyclone structures.

The identified summer-time Arctic cyclones were classified as being low-level dominant

(LLD; relative vorticity decreasing with height) or upper-level dominant (ULD; relative

vorticity increasing with height) at the time of maximum growth. It was found that 65.5%

of cyclones were LLD, whilst the remaining 34.5% were ULD. Classifying summer-time

Arctic cyclones in this way produced two cyclone subsets with different structural evo-

lutions and characteristics. LLD cyclones are typically stronger, and preferentially grow

and track on the Russian coastline where there is strong low-level baroclinicity on the

AFZ. In contrast, ULD cyclones tend to be longer-lived, and preferentially track in the

Pacific sector of the Arctic, where they likely interact with TPVs. Note that the partition

of ULD/LLD cyclones found in this work is similar to the partition of cyclones that were

matched/unmatched with TPVs in Gray et al. (2021), strongly suggesting a link between

TPVs and the ULD cyclones identified in this classification scheme.

During growth, LLD cyclones exhibit warm-core asymmetric structures, whereas ULD

cyclones have cold-core asymmetric structures. This temperature anomaly in the tropo-

sphere (above the surface cyclone) is a direct consequence of thermal wind balance. LLD

cyclones typically have greater thermal asymmetry during growth. However, a transition

to a persistent cold-core axisymmetric structure after maturity was found to be character-

istic of summer-time Arctic cyclones, regardless of structure during growth. This result

is consistent with the composite analysis of Vessey et al. (2022), and builds on the study

by demonstrating that the structural transition occurs more commonly for cyclones that

are ULD during development. Furthermore, the chapter highlighted that cyclones with

unconventional lifecycles may be common in the summer-time Arctic, due to the lack of

dynamical forcing for dissipation (as discussed in Woollings et al., 2023) and therefore a

greater opportunity for re-intensification outside of their main development phase, partic-

ularly if interacting with TPVs.
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KQ2: By what mechanisms does the surface impact summer-time Arctic cyclone

evolution?

The interaction between Arctic cyclones and sea ice is important in summer, when ice

extent and thickness is reduced. Whilst it is well understood that cyclones can have large

impacts on sea ice (e.g. Asplin et al., 2012; Lukovich et al., 2021; Peng et al., 2021), the

mechanisms by which the surface impacts cyclone evolution in the Arctic have received

less attention. Chapter 3 set out to address KQ2 by examining the BL processes occurring

in two summer-time Arctic cyclone case studies (that tracked over sea ice) with contrast-

ing structure, one being LLD and the other being ULD (the latter developing with a TPV).

A PV framework, that has been applied previously to examine the impact of BL friction

and sensible heat fluxes on mid-latitude cyclones (Adamson et al., 2006; Cooper et al.,

1992), was used.

Both cyclone cases were found to be associated with frictional Ekman pumping and down-

ward sensible heat fluxes over sea ice. However, frictional baroclinic generation of PV

(arising from the impact of the frictional slow-down of near-surface winds on horizon-

tal components of vorticity across the BL) was found to be different in the cases, due

to the opposing thermal wind structure of the cyclones. Positive PV was generated in

the LLD cyclone along the bent-back warm front, like in typical mid-latitude cyclones

(e.g. Adamson et al., 2006; Vannière et al., 2016). However, the same process produced

negative PV tendencies in the ULD cyclone, due to the vertically-aligned axisymmetric

cold-core structure. This demonstrated that the role of friction in cyclonic weather sys-

tems is dependent on the existing cyclone structure.

The use of a PV framework meant that the impact of BL friction and diabatic heating on

cyclone structure above the BL could be deduced. In particular, frictional Ekman pump-

ing, frictional baroclinic PV generation, and downward sensible heat fluxes over sea ice

all act to cool the cyclone thermal anomaly above the BL. It was suggested that these

processes working in unison act to amplify the cold-core columnar vortex structure that
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both cyclones exhibited for several days after maximum intensity (unlike mid-latitude

cyclones, which more quickly dissipate), although this remains to be demonstrated and

quantified in a dynamical model.

KQ3: Which physical parameters determine the dynamics and stability of summer-

time Arctic cyclones during their axisymmetric columnar vortex phase, and what is

the impact of surface processes?

The cold-core axisymmetric columnar vortex structure of mature summer-time Arctic cy-

clones (discussed in Chapter 4) has been described in case studies as the low-level cyclone

becoming vertically stacked below a TPV (Tanaka et al., 2012; Tao et al., 2017). However,

no previous studies have investigated the vortex dynamics of this long-lived cyclone struc-

ture. A TPV is associated with a positive PV anomaly on the tropopause (e.g. Cavallo and

Hakim, 2010), whilst Chapter 3 demonstrated that at low levels friction generates negative

PV anomalies and acts to cool the lower troposphere. Such a setup (with the low-level

cold anomaly interpreted as a negative PV anomaly) features opposing radial gradients of

PV at upper and lower levels, thereby satisfying the Charney-Stern-Pedlosky necessary

condition for baroclinic instability. The focus of Chapter 5 was to answer KQ3 by investi-

gating the stability of the axisymmetric columnar vortex structure of mature summer-time

Arctic cyclones, using an idealised two-layer QG model, with a focus on the impact of

friction.

The QG model results indicated that this axisymmetric columnar vortex structure is unsta-

ble, but only if the vortex radius exceeds a short-scale cutoff (estimated to be ∼300 km in

the Arctic). The growth rate of instability scales with the magnitude of the QGPV anoma-

lies, but decreases with increasing friction coefficient. It is also demonstrated that friction

can act to destabilise an initially stable vortex column (by cooling the lower troposphere

over time and generating negative PV anomalies) in the QG model, on the timescale of a

few days.

Further investigation is required to quantify this instability and understand how it would
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present itself in the real atmosphere, where vortices are not isolated from other atmo-

spheric phenomena. For example, this instability mechanism might suggest a limit on the

lifetime of mature summer-time Arctic cyclones.

KQ4: How does sea ice coupling representation impact weather forecasts of summer-

time Arctic cyclones in NWP?

Whilst Chapters 3–5 were focused on the atmospheric dynamics of summer-time Arctic

cyclones, Chapter 6 took a different approach, with a focus on examining the cyclone-sea

ice interaction in an operational NWP model. It might be expected that the recent progress

in implementing atmosphere-ocean-sea ice coupling in NWP models should benefit Arc-

tic cyclone forecasts. However, this had yet to be established. Answering KQ4 was the

focus of Chapter 6, by investigating the sensitivity of weather forecasts produced by the

ECMWF IFS to sea ice coupling representation in the summer-time Arctic. Three sets of

coupled forecasts were compared with (i) dynamic sea ice in operational configuration,

(ii) static sea ice (as used to be operational), and (iii) dynamic sea ice with additional

thermodynamic coupling in an experimental setup.

The dynamic sea ice forecasts produced much improved forecasts of sea ice, compared

to static sea ice, particularly in the vicinity of Arctic cyclones that track over the ice.

Furthermore, the dynamic sea ice forecasts produced lower near surface temperatures (up

to 0.5°C), consistent with a more stable BL, and differences in near-surface wind (up

to 0.5 m s−1) that are consistent with changing surface roughness over the ice. The fore-

casts with additional thermodynamic coupling produced temperatures that were up to 1°C

cooler over sea ice than the operational configuration, correcting a known warm bias in

the IFS, and also associated with a more stable BL and weaker near-surface winds. The

results suggest that more physically complete representations of the sea ice coupling can

lead to more physical solutions. However, any differences above the BL were found to

be small, with differences in forecasts of cyclone strength and position being smaller than

the spread of the operational forecast ensemble.
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With regards to a cyclone-sea ice interaction in the model, the results suggested that cy-

clones have a larger influence on sea ice than sea ice does on cyclones at present. It is not

clear whether this result is specific to the IFS, or if it is also relevant to the physical world.

Efforts are continuously ongoing to develop the model, including the atmosphere-ocean-

sea ice coupling, and these conclusions may change in the future as the model improves.

7.2 Implications and future work

As summarised in the previous section, this thesis has contributed to advancing our under-

standing of summer-time Arctic cyclones in several different aspects. The climatological

work presented in Chapter 4 (addressing KQ1) has provided a broader perspective of

summer-time Arctic cyclone occurrence, extending beyond the case-study approach of

previous literature. Chapters 3 and 5 (addressing KQs 2 and 3) have illuminated aspects

of the summer-time Arctic atmosphere that had not previously been explored. Chapter 6

(addressing KQ4) has provided an evaluation of an operational NWP model with coupled

sea ice in the summer-time Arctic, and shed light on the model behaviour with regards to

the cyclone-sea ice interaction. More specific implications, limitations, and suggestions

for future work are provided for each chapter in turn below.

In the following discussion details of ongoing efforts from the closely-linked “Arctic

Summer-time Cyclones: Dynamics and Sea-Ice Interaction” (henceforth ASC) NERC

project (UK Research and Innovation, 2024; project reference NE/T006773/1), that are

complimentary but separate from the work presented in this thesis, are briefly discussed.

The ASC project had an associated field campaign (THINICE; with a summary article

submitted to the Bulletin of the American Meteorological Society and currently under re-

view), based in Svalbard in July–August 2022, which used two research aircraft to obtain

measurements related to Arctic cyclone structure and near-surface fluxes of momentum,

heat and moisture over sea ice. More details about the project and field campaign are

available at https://research.reading.ac.uk/arctic-summertime-cyclones/.

Chapter 4 (KQ1): In this work a simple classification scheme for Arctic cyclones was pro-
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posed. Formulation of a more complex classification scheme was limited by the minimal

number of pressure levels used to deduce cyclone structure (a data storage compromise

made in return for increased temporal coverage). A more detailed perspective of cy-

clone structure in the vertical should be considered in the future. Furthermore, a cyclone

phase space approach simply describes instantaneous cyclone structure, from which the

dynamics are implied. Alternatively, one could use a methodology that places more of an

emphasis on cyclone dynamics, such as the height-attributable QG vertical-motion diag-

nostic that has been used previously to classify mid-latitude cyclones as Type A, B and C

(e.g. Deveson et al., 2002; Gray and Dacre, 2006). Future work should ultimately lead to

the formulation of conceptual models, which are key for communicating typical cyclone

behaviour and hazards, and therefore provide value in forecasting applications (as they do

for mid-latitude cyclones). One approach for achieving this would be to perform spatial

composite analysis of LLD and ULD cyclones at different stages in their lifecycles. Fur-

thermore, there are many opportunities for extending the analysis presented in Chapter

4, for example, examining other climatological characteristics of cyclones including size,

origin, and month of occurrence. Examining trends in cyclone behaviour is another poten-

tial avenue for future work, especially in the context of climate change and sea ice decline.

Chapter 3 (KQ2): The mechanisms by which friction and sensible heat fluxes over ice

impact Arctic cyclones were deduced from PV and thermal wind arguments. In particu-

lar, the cooling action of friction and sensible heat fluxes on the cyclone thermal anomaly

above the BL was realised, and it was hypothesised that this may contribute to amplifying

cold-core columnar vortex structure of long-lived summer-time Arctic cyclones. How-

ever, more work is required to demonstrate this mechanism using a dynamical model, and

understand if this any bearing on the cyclone longevity. For example, work is ongoing in

the ASC project (building on Chapter 3 in this thesis) to investigate the impact of BL fric-

tion and other diabatic processes on the evolution of summer-time Arctic cyclones, using

PV tracers (e.g. Saffin et al., 2016) in the UK Met Office’s Unified Model. Future work

should also use a PV inversion tool to directly attribute the PV tendencies from BL friction

and sensible heat fluxes to the impacts on cyclone structure (circulation and stratification).

For example, the diagnostic tool of Cullen, 2018, which assumes semi-geostrophic bal-
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ance dynamics, would be suitable for this. On this point, latent heat release and other

moist processes, which have largely not been considered in this thesis, likely play an im-

portant role in the evolution of summer-time Arctic cyclones (e.g. Fearon et al., 2023)

and should be the subject of future work. Furthermore, the terms in the PV framework

used in this study were calculated from NWP model output. The measurements collected

during the THINICE field campaign are sufficient to estimate some of these terms from

observations, and therefore provide a rare opportunity to verify the NWP model.

Chapter 5 (KQ3): The impact of friction on idealised columnar vortices (meant to repli-

cate the mature stage of summer-time Arctic cyclones) was examined in a reduced dy-

namics model. The next step with this work is to expand the QG model from 2 to 3

layers, which would permit for more complex initial vortex structures that more closely

resemble summer-time Arctic cyclone structures in nature (with the lowest frictional layer

having a smaller vertical extent, like the BL in the real world). In the future, one could

also consider the use of a semi-geostrophic framework that would better represent the

dynamics of the real atmosphere, with the added benefit that the frictional baroclinic PV

generation term identified in Chapter 3 could be represented as well as the Ekman friction

term (therefore providing a closer link to Chapter 3). Two different mechanisms by which

friction impacts summer-time Arctic cyclone evolution have been proposed in this thesis,

with Chapter 3 suggesting that friction acts to amplify and persist a cold-core structure

after maturity, and Chapter 5 proposing that friction can ultimately act to destabilise this

structure. Future work should focus on evidencing and quantifying these processes act-

ing in real summer-time Arctic cyclone cases. With regards to understanding whether

the vortex instability mechanism occurs in the real world, a first step would be to exam-

ine the structure (including PV gradients), size and vortex behaviour of a broader range of

summer-time Arctic cyclones in nature. This analysis would indicate whether the instabil-

ity condition is satisfied in real cases, and whether we see vortex behaviour that resembles

the instability seen in the idealised model.

Chapter 6 (KQ4): A comparison of forecast experiments produced by the ECMWF IFS

suggested that sea ice coupling representation can have large impacts on sea ice and the
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BL, but has very little impact on forecasts of summer-time Arctic cyclones. The work is

somewhat limited because an evaluation against a truth dataset has not been performed,

with no in situ observations available for the period of study and there being large uncer-

tainties with regards to the quality of reanalysis datasets in the Arctic (e.g. Graham et al.,

2017; Wesslén et al., 2014). Clearly, increasing the quantity and quality of observations

in the Arctic is a key focus for all aspects of Arctic research and weather forecasting. The

results suggest that summer-time Arctic cyclones have a larger impact on sea ice than the

sea ice does on the cyclones. It is not clear whether this characterisation of the cyclone-

sea ice interaction is specific to the choice of model, or is a fact of the real world. Work

undertaken within the ASC project to investigate the impact of sea ice coupling in a differ-

ent NWP model (the UK Met Office Unified Model) on forecasts of summer-time Arctic

cyclones, has yielded different results and suggests that sensitivity to sea ice coupling is

model specific. To understand the cyclone-sea ice interaction in a more theoretical sense,

it may be that more idealised sensitivity experiments need to be conducted. For example,

forecasts should be run with more dramatic changes to sea ice (e.g. changing the sur-

face roughness, or even removing the sea ice altogether) to fundamentally understand the

cyclone-sea ice interaction.

In the future, global temperatures will continue to rise with climate change and sea ice

will continue to decline (Meredith et al., 2019). Extrapolation of recent sea ice volume

data and climate model projections indicate that the Arctic will be practically ice-free in

summer by mid-century (Overland and Wang, 2013), at less than 2°C global warming rel-

ative to pre-industrial levels (Notz and Stroeve, 2018). This will make the summer-time

Arctic increasingly accessible to human activity, for example, with shipping routes across

the central Arctic projected to be available by mid-century (Melia et al., 2016).

Although it remains unclear whether summer-time Arctic cyclone activity has changed

significantly in recent decades (e.g. Valkonen et al., 2021; Zhang et al., 2023), the dra-

matic environmental transformation in the Arctic due to climate change is likely to influ-

ence the dynamics of Arctic cyclones in the future. For instance, sea ice loss is likely to

alter the magnitude and location of low-level temperature gradients that influence cyclo-
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genesis. Warmer surface temperatures in the central Arctic due to the loss of sea ice may

contribute to a weakening temperature gradient across the AFZ, although this could be

offset by enhanced warming over land surfaces to the south. Moreover, the greater expo-

sure of the ocean surface, and a warmer Arctic atmosphere, means that moist processes

are likely to play a greater role in cyclone dynamics in the future. The accelerated warm-

ing of the Arctic relative to lower latitudes (i.e. Arctic Amplification) is hypothesised

to impact the broader atmospheric circulation, including the mid-latitude jet stream (e.g.

Francis and Vavrus, 2015). Future research is needed to understand these changes and

their implications for summer-time Arctic cyclone dynamics. Anticipating future changes

in Arctic cyclones will be critical for mitigating the risks associated with increased human

activity in the summer-time Arctic.

With increasing human activity in the summer-time Arctic will come an increasing de-

mand for accurate forecasts to support operations, with the primary weather hazard being

Arctic cyclones. Continued research on the dynamics and impacts of summer-time Arctic

cyclones, building on the work presented in this thesis, will be important for obtaining a

comprehensive understanding of these weather systems and their prediction, and to guide

efforts in ultimately improving weather forecasts.
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Appendix A

Appendix to Chapter 5: Linear stability analysis

The following linear stability analysis was formulated by Ben Harvey.

A.1 Adding a perturbation

Consider the case of smooth basic state QGPV profiles,Q1(r) andQ2(r) (e.g. as in Figure

5.2). We define general perturbations in the lower layer η1(a, ϕ) and upper layer η2(a, ϕ)

(where a = radial distance and ϕ = angle), as displacements of the QGPV field in polar

coordinates where each circular contour r = a is perturbed to r = a + η1(a, ϕ) (lower

layer) and r = a+ η2(a, ϕ) (upper layer). Considering each perturbation wavenumber m

separately:

η1(r, ϕ) = η̂1(r)e
imϕ η2(r, ϕ) = η̂2(r)e

imϕ (A.1)

The QGPV anomalies associated with these perturbations (to linear accuracy) are then:

q′1(r, ϕ) = −dQ1

dr
η̂1(r)e

imϕ, q′2(r, ϕ) = −dQ2

dr
η̂2(r)e

imϕ (A.2)

To invert the QGPV anomalies, we define barotropic and baroclinic components of QGPV,

qBT and qBC respectively:

qBT =
q1 + q2

2
= ∇2ψBT (A.3)
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qBC =
q2 − q1

2
= ∇2ψBC − 2ψBC

(LR/Ls)
2 (A.4)

This is a mathematical trick to decouple the two-layer QGPV equations, meaning we can

solve for the two components separately. We do this using the same Green’s function

approach as before. For the barotropic component, we put qBT = δ(r − r0)e
imϕ and try

for a solution of the form ψBT (r, ϕ) = ψ̂BT (r)e
imϕ. Substituting into Equation (A.3) and

solving as before gives:

ψ̂BT (r; r0) = ĜBT,m(r; r0) = − r0
2m


(
r

r0

)m
for r < r0(r0

r

)m
for r > r0

(A.5)

Hence, for a general perturbation to the barotropic QGPV of the form qBT = q̂BT (r)e
imϕ,

the streamfunction is:

ψBT (r) =

� ∞

0

q̂BT (r0)ĜBT,m(r; r0) dr0 (A.6)

Similarly for the baroclinic component, we put qBC = δ(r−r0)eimϕ and try for a solution

of the form ψBC(r, ϕ) = ψ̂BC(r)e
imϕ in Equation (A.4):

ψ̂BC(r; r0) = ĜBC,m(r; r0) = −r0


Km

(√
2r0
LR

)
Im

( √
2r

(LR/Ls)

)
for r < r0

Im

(√
2r0
LR

)
Km

( √
2r

(LR/Ls)

)
for r > r0

(A.7)

Hence, for a general perturbation to the baroclinic QGPV of the form qBC = q̂BC(r)e
imϕ,

the streamfunction is:

ψBC(r) =

� ∞

0

q̂BC(r0)ĜBC,m(r; r0) dr0 (A.8)

Hence, for a general perturbation η̂1(r), η̂2(r) the perturbation streamfunction is:
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ψ̂1(r) = ψ̂BT (r)− ψ̂BC(r) =

� ∞

0

q̂BT (r0)ĜBT,m(r; r0)− q̂BC(r0)ĜBC,m(r; r0) dr0

(A.9)

ψ̂2(r) = ψ̂BT (r) + ψ̂BC(r) =

� ∞

0

q̂BT (r0)ĜBT,m(r; r0) + q̂BC(r0)ĜBC,m(r; r0) dr0

(A.10)

where

q̂BT (r) = −1

2

(
dQ1

dr
η̂1(r) +

dQ2

dr
η̂2(r)

)
(A.11)

q̂BC(r) =
1

2

(
dQ1

dr
η̂1(r)−

dQ2

dr
η̂2(r)

)
(A.12)

A.2 Time evolution of the perturbation without friction

To get the time evolution of the perturbation, here we derive the linearised contour evo-

lution equation in each layer (i.e. advection of anomalies around the vortex by the basic

state wind U , and advection in the radial direction by the perturbation wind v):

Dqk
Dt

= 0 where
D

Dt
=

∂

∂t
+
U

r

∂

∂ϕ
+ v

∂

∂r
(A.13)

and

qk = Qk(r)−
dQk

dr
ηk(r, ϕ) (A.14)

Substituting Equation (A.14) into Equation (A.13), expanding, and neglecting terms that

are products of perturbations gives the linearised contour evolution equation:

∂ηk
∂t

+
Uk
r

∂ηk
∂ϕ

= vk (A.15)

We seek a normal-mode solution, with the form ηk = η̂ke
i(mϕ−ωt), ψk = ψ̂ke

i(mϕ−ωt)

where ω is the wave frequency (i.e. assuming that the shape of the perturbation is fixed
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with time). Using v = −1
r
∂ψ
∂ϕ

gives:

ωη̂k =
m

r

(
ψ̂k + Uη̂k

)
(A.16)

In general ω will be complex, and it is the imaginary component that indicates wave

growth or decay. In practice perturbations do evolve in time so the assumption made is

not valid. However, this process is still very useful. These types of equations always

exhibit a particular set of solutions which do preserve their shape in time (each with their

own ω), and these normal mode solutions are complete, meaning that a general perturba-

tion can be written as a sum of the normal modes. Hence, a basic state profile is stable if

and only if all the normal modes have real ωs.

We can find the normal modes and their corresponding ωs numerically on a N ×N grid.

Firstly, discretise η̂k at each grid point r = jδ for j = 1, 2, 3..., N (where δ is the grid

resolution) to give vectors ⃗̂η1 and ⃗̂η2. Then the inversion integrals in Equations (A.9)-

(A.12) become:

⃗̂
ψ1 =M11

⃗̂η1 +M21
⃗̂η2 (A.17)

⃗̂
ψ2 =M12

⃗̂η1 +M22
⃗̂η2 (A.18)

where the Ms are N ×N matrices that represent discretised versions of the integrals:

Myz
11 = −1

2

dQ1

dr
(ry)

(
ĜBT,m(rz; ry) + ĜBC,m(rz; ry)

)
δ (A.19)

Myz
21 = −1

2

dQ2

dr
(ry)

(
ĜBT,m(rz; ry)− ĜBC,m(rz; ry)

)
δ (A.20)

Myz
12 = −1

2

dQ1

dr
(ry)

(
ĜBT,m(rz; ry)− ĜBC,m(rz; ry)

)
δ (A.21)

Myz
22 = −1

2

dQ2

dr
(ry)

(
ĜBT,m(rz; ry) + ĜBC,m(rz; ry)

)
δ (A.22)

The evolution equation (A.16) then becomes a 2N × 2N matrix equation:

ω

 ⃗̂η1
⃗̂η2

 =
m

r

M11 + U11 M21

M12 M22 + U22

 ⃗̂η1

⃗̂η2

 (A.23)
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where the Us are N ×N diagonal matrices given by:

Unm
11 =

U1(rz) if y = z

0 otherwise
(A.24)

Unm
22 =

U2(rz) if y = z

0 otherwise
(A.25)

Equation (A.23) is an eigenvalue equation, which we can solve using the SciPy Python

library. There will be 2N ×2N eigenvectors, each with their own eigenvalue ω, and these

are the normal modes. We are interested in the fastest growing normal mode, which is the

one with the largest imaginary component of ω.

A.3 Time evolution of the perturbation with friction

Friction will act on the perturbation wind in the lower level. The inclusion of Rayleigh

friction will change the linearised contour evolution equation in the lower layer since:

Dq1
Dt

= −κ∇2ψ1 (A.26)

where κ is the coefficient of friction. Substituting in Equation (A.14) and neglecting terms

that are products of perturbations:

∂η1
∂t

+
U1

r

∂η1
∂ϕ

= v1 +
κ∇2ψ1

dQ1

dr

(A.27)

whilst the upper-level equation is unchanged. Substituting in ∇2ψ1 = q1 − ψ2−ψ1

LR
2 gives:

∂η1
∂t

+
U1

r

∂η1
∂ϕ

= v1 +
κ
dQ1

dr

(
q1 −

ψ2 − ψ1

LR
2

)
(A.28)

We seek a normal-mode solution with the form η1 = η̂1e
i(mϕ−ωt), ψ1 = ψ̂1e

i(mϕ−ωt),

ψ2 = ψ̂2e
i(mϕ−ωt), and use the fact that q1 = −dQ1

dr
η̂1e

i(mϕ−ωt):

ωη̂1 =
m

r

(
ψ̂1 + Uη̂1

)
− iκ

(
η̂1 +

ψ̂2 − ψ̂1

dQ1

dr
LR

2

)
(A.29)
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Hence, the discretised evolution equation becomes:

ω

 ⃗̂η1

⃗̂η2

 =

m
r

M11 + U11 M21

M12 M22 + U22

− iκ

I + (M12−M11)
dQ1
dr

LR
2

(M22−M21)
dQ1
dr

LR
2

0 0

 ⃗̂η1

⃗̂η2


(A.30)

As in the case of Equation (A.23), this is an eigenvalue equation which can be solved

numerically to find ω.
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