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A B S T R A C T

Background: Machine learning (ML) integration of clinical, metabolite, and genetic data reveals variable results in 
predicting cardiometabolic health (CMH) outcomes. Therefore, we aim to (1) evaluate whether a multi-modal 
approach incorporating all three data types using ML algorithms can improve CMH outcome prediction 
compared to single-modal or paired-modal models, and (2) compare the methodologies used in existing pre
diction models.
Methods: We systematically searched five databases from 1998 to 2024 for ML predictive modelling studies using 
the multi-modal approach for CMH outcomes. Risk-of-bias assessment tools were used to assess methodological 
quality. Study characteristics, ML algorithms, data preprocessing, evaluation methods and metrics, feature se
lections, and feature importance parameters were synthesized narratively to show methodological heterogeneity.
Results: Of the four included studies (3 ML algorithms), three were at low risk of bias, and one was at high risk. 
The multi-modal approach consistently improved T2D and BP prediction compared to single-modal or paired- 
modal models. Genetics showed the lowest predictive performance in three studies. Logistic regression (n = 2 
studies) and random forest (n = 1) were used in T2D studies, while XGBoost was used in one BP study. One study 
with missing data and variations in feature selection across all studies hindered a comprehensive comparison of 
feature importance.
Conclusions: Our review emphasizes the potential improvement in T2D and BP prediction using ML algorithms 
with the multi-modal approach. However, further studies using diverse ML algorithms with optimized meth
odologies on single-modal, paired-modal, and multi-modal models are needed to gain insights into biomarker 
selection for predicting CMH outcomes.

1. Introduction

Cardiometabolic health (CMH) refers to the overall welling of car
diovascular system (i.e., heart and blood vessels) and metabolic system 
(i.e., how body processes nutrients and energy) [1–3]. CMH comprises a 
group of health outcomes, including type 2 diabetes (T2D), obesity, 
insulin resistance (IR), elevated blood pressure (BP), and dyslipidemia 

[4–8]. With the rising global prevalence of these outcomes [4–6], it is 
critical to unravel the pathophysiological mechanisms underlying CMH. 
Predicting CMH outcomes relies on various data, including clinical 
characteristics, genetic variants, and metabolite concentrations. Clinical 
characteristics are considered the standard for predicting T2D [9,10], 
cardiovascular disease (CVD) [11], and BP [12]. Meanwhile, CMH 
outcomes have also been predicted using metabolites identified with 
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metabolomics approaches [13–17], as well as single nucleotide poly
morphisms (SNPs), the most common genetic variants used in the 
calculation of genetic risk scores (GRS) or polygenic risk scores (PRS), 
identified through genome-wide association studies (GWAS) [18–22]. 
Nevertheless, some studies have shown that genetics [23,24] may offer 
only modest improvements in predictive performance. On the other 
hand, combining clinical characteristics with genetics [18,25,26] or 
with metabolites [27] has shown improved accuracy in predicting T2D 
[18,26] or CVD [25,27]. Nonetheless, some studies have suggested that 
combining clinical characteristics with genetics may not improve the 
predictive performance of CVD [18,26] or T2D [28]. This observation 
may be due to heterogeneity in ethnicities [29,30], prediction models 
[31], and feature selection [32].

Machine learning (ML) has become essential in predictive analytics 
due to its robust handling of high-dimensional omics data and ability to 
capture complex non-linear patterns [33]. In contrast, traditional sta
tistical methods focus on inferring relationships between variables but 
often require limiting variables to avoid overfitting, constraining 
comprehensive association measurements [33]. In clinical settings, two 
types of ML algorithms, including supervised learning (i.e., random 
forest (RF), support vector machines (SVM), multi-layer perceptron 
(MLP), Bayesian models, regressions, gradient boosting, and neural 
networks) and unsupervised learning (i.e., principal component analysis 
(PCA), k-means, and hierarchical clustering), are widely used for pre
dicting CVD [34–36], T2D [37,38], BP [39], and other clinical outcomes 
[40]. Various evaluation methods, including train-test split [34,38], 
cross-validation [35,37], and independent cohorts [35,38], are used to 
mitigate the risk of overfitting and assess the performance of prediction 
models. Hyperparameter tuning is further complemented with the 
evaluation methods to optimize predictive performance [34,35,38]. 
Additionally, the evaluation metrics for classification (i.e., area under 
the curve (AUC) [34,35,37–40], sensitivity [34,35,38–40], specificity 
[34,35,38,40], precision [39,40], accuracy [39,40], and F1 score [39,
40]) and regression (i.e., R2 [36], root mean square error (RMSE) [39], 
and mean absolute error (MAE) [39]) are used to quantify the perfor
mance and effectiveness of prediction models.

Combining clinical characteristics and metabolites, or using them 
separately, has shown promising predictive performance, while using 
genetics alone or in combination with clinical characteristics has shown 
inconsistent results. This systematic review aims to (1) evaluate whether 
a multi-modal approach—combining clinical characteristics, genetics, 
and metabolites—using ML algorithms can improve CMH outcome 
prediction compared to single-modal or paired-modal approaches, and 
(2) compare the methodologies used in existing prediction models. To 
our knowledge, this is the first systematic review to address these spe
cific questions.

2. Methods

2.1. Search strategy

This systematic review follows the PRISMA guidelines [41] 
(Table A1). The study protocol was registered on PROSPERO (https:// 
www.crd.york.ac.uk/PROSPERO/), with registration number 
CRD42023465645. Reviewers (X.Z., E.V.F., A.W., and K.S.V.) collec
tively developed the search strings, which can be found in Table A2. 
Next, one reviewer (X.Z.) performed a comprehensive literature search 
across multiple databases, including SCOPUS, PubMed, Web of Science, 
Science Direct, and Semantic Scholar, from January 1998 to September 
2023. Furthermore, new publications alerted from each database were 
reviewed weekly until September 25, 2024, to expand the search.

2.2. Inclusion and exclusion criteria

Criteria for inclusion and exclusion of published literature are pre
sented using the PICO framework [42] (Table A3). Briefly, this review 

included observational and interventional studies conducted in human 
populations and written in English. Studies that used a multi-modal 
approach—combining clinical characteristic, genetic, and metabolite 
data—to compare with single-modal or paired-modal approaches using 
ML algorithms for predicting cardiovascular and metabolic-related 
outcomes were included (Fig. 1). Definitions for single-modal, pair
ed-modal, and multi-modal approaches described in this systematic re
view are presented in Table 1. Studies that did not identify genetic 
variants and metabolites using genetics and metabolomics approaches, 
respectively, were excluded. Moreover, since the concept of the 
metabolome was introduced in 1998, studies published before then were 
excluded [43].

2.3. Study selection and data extraction

The search results, including citation details, abstracts, and key
words, were imported into Zotero Software (Version 6.0.26) to facilitate 
the manual removal of duplicates. Subsequently, the results were im
ported into Rayyan software [44] for screening and extraction. Two 
reviewers (X.Z., S.B.) independently screened study titles and abstracts 
against eligibility criteria prior to full-text screening, and data from 
eligible studies was extracted. Appendix documents and cited references 
from selected studies [45–48] were thoroughly reviewed to ensure data 
consistency and accuracy. Any discrepancies between reviewers were 
resolved by a third reviewer (K.S.V.).

All available studies that integrated clinical characteristics, genetics, 
and metabolites using ML algorithms to predict CMH outcomes were 
extracted according to the CHARMS checklist [49]. While clarifications 
were sought from the corresponding authors for two studies [45,48], 
some missing data remained unobtainable from the authors [46,47]. In 
one study [47], metabolites identified by RF or logistic regression (LR) 
were compared for “predictive ability” (AUC: 0.923 vs. 0.908, respec
tively). Nevertheless, since the study did not present metabolite data in 
their figure, “predictive ability” could not be interpreted in the context 
of T2D prediction with metabolite data alone. Given the provided 
metabolite risk scores (available in their appendix files), based on five 
metabolites identified by RF, we conducted a receiver operating char
acteristic (ROC) analysis in IBM SPSS Statistics (Version 27) to predict 
T2D incidence, yielding an AUC of 0.923 (Fig. A1). Consequently, it is 
reasonable to interpret “predictive ability” as referring to T2D predic
tion with metabolite data alone.

2.4. Assessment of risk of bias

To evaluate the methodological quality and risk of bias (RoB) in the 
selected articles, we used the Appraisal tool for Cross-Sectional Studies 
(AXIS) [50] for cross-sectional studies (Table A4), the Newcastle-Ottawa 
Scale (NOS) [51,52] for case-control studies (Table A5), 
Non-randomized Studies – of Interventions (ROBINS-I) [53] for cohort 
studies (Table A6), and the Prediction model Risk Of Bias ASsessment 
Tool (PROBAST) [54] for ML prediction models (Table A7).

2.5. Data synthesis and reporting

The TRIPOD statement [55] was used for reporting adherence 
(Table A8). A narrative synthesis compiled information from eligible 
studies [45–48] on study design, outcomes, population, sample size, sex 
ratio, age, clinical characteristics, genetic variants, metabolites, and 
prediction scores (Table 2). There was inconsistency in definiting clin
ical parameters across the literature (e.g., clinical characteristics [45,46,
48], clinical factors [46], demographic factors [46], traditional risk 
factors [48], and biochemical measures [48]). For simplicity and clarity, 
we used “clinical characteristics” to collectively represent these vari
ables in this review, with original definitions listed in brackets under the 
column “Clinical characteristics” in Table 2. We also synthesized various 
feature importance metrics, including odds ratio (OR), 95 % confidence 
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interval (CI), p-values, mean decrease impurity (MDI), and feature or
ders based on Shapley additive explanations (SHAP) values (Table 3). 
Prediction models, including their evaluation methods and metrics, are 
summarized in Table 4. Data preprocessing and feature selection 
methods for clinical characteristics, genetics, and metabolites are 
described in Table A9. Reported genetic variants from each study are 
summarized in Table A10.

3. Results

3.1. Study selection and risk of bias

The PRISMA flow diagram illustrating the study selection is pre
sented in Fig. 2. A total of 7728 articles were identified using the search 
strings provided in Table A1. After a thorough review, nine papers were 
selected for full-text screening. However, five of these were excluded for 
specific reasons: one study [56] did not include metabolites and genetics 
in the prediction model; one [57] focused on clustering T2D patients by 
disease progression rather than using a multi-modal approach to predict 
T2D outcomes; one [58] did not provide results, and two [59,60] inte
grated other data (i.e., transcriptomics, methylation, or proteomics) in 
the prediction model. Consequently, adhering to our predefined exclu
sion and inclusion criteria, four studies [45–48] with three ML models (i. 
e., LR [45,46], RF [46], and XGBoost [48]) were selected for this sys
tematic review. The selected studies included two prospective cohort 
studies [45,46], one nested case-control study [47], and one 
cross-sectional study [48]. Three studies [45,47,48] were overall at low 
RoB (Table A4–7), and one study [46] was at high RoB for the prediction 
model (Table A7). All studies had low applicability concerns (Table A7).

3.2. General characteristics of the studies

Table 2 presents an overview of the main characteristics of the 
included studies. All studies [45–48] contained sample sizes that were 
above the recommended threshold for prediction models [49]. Sex ratios 
were balanced in the T2D studies [45–47] and in the Qatari cohort 
within the UK study [48]. Notably, in the TwinsUK cohort of the BP 
study, 92.8 % of the participants were females [48]. All studies included 
age groups from 40 to 67 [45–48]. Evaluation metrics such as AUC 
[45–47] and R2 [48] were reported for the multi-modal approach. 
Notably, two studies did not report metrics for the single-modal models 
(i.e., genetics or metabolites [46,48]; Table 1). Nevertheless, metrics for 
paired-modal models (i.e., genetics + metabolites [45], clinical + ge
netics [45,46], and clinical + metabolites [45,48]) were reported 

Fig. 1. A schematic representation of the study selection for this systematic review. This review included studies that used a multi-modal approach—combining 
genetics, metabolites, and clinical characteristics—to compare with single-modal (i.e., genetics, metabolites, or clinical characteristics) or paired-modal approaches 
(i.e., combinations of two data types) using machine learning algorithms to predict cardiometabolic health outcomes.

Table 1 
Definitions for single-modal, paired-modal, and multi-modal approaches.

References Single-modal 
approach

Paired-modal 
approach

Multi-modal 
approach

[45] Clinical 
characteristics, 
genetics, or 
metabolites

Clinical 
characteristics +
genetics; Clinical 
characteristics +
metabolites; Genetics 
+ metabolites

Genetics +
metabolites +
clinical 
characteristics

[46] Clinical 
characteristics 
(clinical factors +
demographic factors)

Clinical 
characteristics +
genetics

Genetics +
metabolites +
clinical 
characteristics

[47] Clinical 
characteristics, 
genetics, or 
metabolites

– Genetics +
metabolites +
clinical 
characteristics

[48] Clinical 
characteristics 
(traditional risk 
factors +
biochemical 
measures)

Clinical 
characteristics +
metabolites

Genetics +
metabolites +
clinical 
characteristics +
diet

Note: the definition for each model also reflects the models used in each study.
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(Table 1). Furthermore, the feature importance of the integrated 
multi-modal approach was either calculated [45,46] or interpreted [48] 
in three studies, while one study [47] did not report on this aspect 
(Table 3, Table 4). In terms of prediction models, data preprocessing, 
evaluation methods, and metrics, most studies [45–48] reported these 
aspects, but one study [47] did not specify how data was preprocessed 
(Table A9) and which prediction model was used (Table 4).

3.3. T2D studies: comparison of predictive performances and feature 
importance

In terms of predictive performances, three studies [45–47] con
ducted in the US, Korea, and China consistently showed that the 
multi-modal approach improved T2D incident prediction compared to 
single-modal or paired-modal models (Table 2). When predicting T2D 
incidence using single models, two studies [45,47] showed that genetic 
data had the lowest predictive performance compared to clinical or 

metabolite data (Table 2). Notably, the US study [45] showed higher 
predictive performance for clinical data over metabolite data, while the 
Chinese study [47] showed the opposite trend (Table 2). On the other 
hand, the Korean study [46] added each component incrementally (i.e., 
clinical characteristics, genetics, and metabolites; Table 2), making it 
challenging to compare the contribution of single-modal models. 
Nonetheless, we can deduce that clinical characteristics have higher 
predictive performance than genetics or metabolites, given their highest 
feature importance in the multi-modal approach [46] (Table 3).

In comparing the relative importance of variables in the multi-modal 
approach across two T2D studies [45,46], fasting plasma glucose (FPG) 
consistently emerged as the most predictive clinical characteristic 
(Table 3). Notably, no SNPs or metabolites showed consistent patterns 
across these studies [45,46] (Table 3).

Table 2 
Characteristics of the studies included in the systematic review.

Study Outcome Population & 
Study design

Sample 
size & 
Sex ratio & 
Age (±SD)

Clinical characteristics* Genetic variants Metabolites All

AUC/ 
R2

GRS/PRS AUC/ 
R2

AUC/ 
R2

AUC/R2

[45] T2D The US 
Prospective 
cohort – 13.5- 
year follow-up

n = 1622 
(206 (12.7 
%) new 
case) 
48.1 % 
Male vs 
51.9 % 
Female 
54.7 ±
9.63

A = (Clinical factors) 
Age; BMI; Sex; 
Family T2D history; 
SBP; FPG; TAG; 
HDL-C

A: 
LR 
0.856

B =
(GRS) 
62-SNP 
GRS

(B): 
LR 
0.641 
(A +
B): 
LR 
0.861

C = (Metabolites) 
Tyrosine; Isoleucine; 
Phenylalanine; LPC a C18:2; 
C38:6 PC; C44:1 TAG; C48:0 TAG; 
C52:1 TAG; C56:9 TAG

(C): 
LR 
0.803 
(B +
C): 
LR 
0.820 
(A +
C): 
LR 
0.874

(A – C): 
LR 0.880

[46] T2D Korea 
Prospective 
cohort – 
10-year follow- 
up

n = 1425 
(331 (23.2 
%) new 
case) 
45.2 % 
Male vs 
54.8 % 
Female 
55.9 ± 8.8

A = (Demographic 
factors) 
Age; BMI; Sex; 
Family T2D history; 
HTN; Smoking; 
Alcohol 
B = (Clinical factors) 
HbA1C; FPG; TAG; 
HDL-C; Total 
cholesterol

(A): 
RF 
0.613 
LR 
0.608 
(A +
B): 
RF 
0.844 
LR 
0.835

C = (PRS) 
239,062- 
SNP PRS

– D = (Metabolites) 
Spermine; Isoleucine; Hexose; 
Valine; Glycine; Alanine; Leucine; 
LPC a C18:2; PC ae C42:4; PC ae 
C42:0; PC ae C36:3; PC ae C34:3; 
PC ae C42:1; PC ae C40:5; PC ae 
C44:6

– (A – C): 
RF 0.876 
LR 0.871 
(A – D): 
RF 0.883 
LR 0.875

[47] T2D China 
Nested case- 
control – 12- 
year follow-up

n = 220/ 
220 (220 
(50.0 %) 
new case) 
41.8 % 
Male vs 
58.2 % 
Female 
53.35 ±
6.71

A = (Clinical 
characteristics) 
BMI; DBP; SBP; FPG; 
TAG; HDL-C; Waist 
circumference

(A): 
LR 
0.798

B =
(GRS) 
20-SNP 
GRS

(B): 
LR 
0.586

C = (Metabolites) 
Riboflavin; Cnidioside A; 2- 
methoxy-5-(1H-1, 2, 4-triazol-5- 
yl)- 4-(trifluoromethyl) Pyridine; 
7-methylxanthine; Mestranol

(C): 
RF 
0.923 
LR 
0.908 
MRS* 
0.923

(A – C): 
LR 0.960

[48]* BP The UK 
Cross-sectional

n = 4863 
7.2 % Male 
vs 92.8 % 
Female 
53.46 ±
13.2

A = (Traditional risk 
factors) 
Age; BMI; Sex 
B = (Biochemical 
measures) 
Urate; Glucose; 
Phosphate; Chloride; 
Creatinine; Calcium; 
Potassium

(A): 
33.0 % 
(A +
B): 
37.8 %

C = (PRS) 
891-SNP 
PRS

– D = (Metabolites) 
206 metabolites

(A + B 
+ D): 
38.8 %

E = (Diet) 
(A – E): 
39.2 % (UK) 
(A + B + D): 
45.2 % 
(Qatar – 
external 
validation)

[48]* = different hyperparameters applied to corresponded models except traditional risk factors and the multi-modal approach; Clinical characteristics* = original 
definition of clinical characteristics for each study was included in the brackets; MRS* = extracted from the original paper [47] to confirm whether the authors used RF 
and LR models to predict T2D incidence with metabolites alone. Abbreviation: AUC = area under the curve; BP = blood pressure; BMI = body mass index; DBP =
diastolic blood pressure; FPG = fasting plasma glucose; GRS = genetic risk scores; HTN = hypertension; HDL-C = high-density lipoprotein cholesterol; LR = logistic 
regression; LPC = lysophosphatidylcholine; MRS = metabolites risk score; PC = phosphatidylcholine; PRS = polygenic risk scores; RF = random forest; SD = standard 
deviation; SPB = systolic blood pressure; SNP = single nucleotide polymorphism; TAG = triacylglycerol; T2D = type 2 diabetes.
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3.4. BP study with two cohorts: comparison of predictive performances 
and feature importance

Unlike T2D studies [45–47], which assessed important features after 
building all prediction models, one BP study [48] first identified 
important features (n = 50 features) from a multi-modal approach (n =
264 variables), integrating clinical characteristics, dietary intake, ge
netic, and metabolite data in the TwinsUK cohort [48]. Subsequently, 
given that genetic data failed to feature in the top 50 variables, genetic 
data was excluded during external validation in the Qatari cohort [48] 
and during incremental testing in the TwinsUK cohort [48]. Dietary 
intake data was also excluded in the Qatari cohort [48].

As for predictive performances, the TwinsUK cohort [48] showed 
improved model performance in predicting BP with the multi-modal 
approach, surpassing the performance of both single-modal and 
paired-modal models (Table 2). In addition, external validation in the 
Qatari cohort [48] showed even higher model performance (Table 2). 
However, it is noteworthy that the TwinsUK cohort [48] was charac
terized by middle-aged females (i.e., 53.46 ± 13.2; Table 2), whereas 
the Qatari cohort [48] had a relatively younger demographic (i.e., 39.11 
± 12.0 [48]) with a balanced sex ratio (i.e., 50.2 % male, 49.8 % female; 
Table 2). Although the study [48] did not conduct single-modal models 
to predict BP in the TwinsUK cohort, the incremental testing showed 
that clinical characteristics had the highest predictive performance, 
whereas adding metabolites to clinical characteristic data resulted in 
only 1 % improvement (Table 2).

The top 50 influential features were identified in both the UK and 
Qatari cohorts [48]. Seven of the top 10 features, including three clinical 
characteristics (i.e., age, body mass index (BMI), and urate) and four 

metabolites (i.e., dihomo-linolenate, cis-4-decenoly carnitine, lactate, 
and cortisol), overlapped between these two cohorts (Table 3). While 
age and BMI played prominent roles in shaping the prediction model in 
both cohorts, it is noteworthy that sex had a higher impact on pre
dictions in the Qatari cohort compared to the TwinsUK cohort. This 
discrepancy may be attributed to differences in the sex ratio between the 
two cohorts [48].

3.5. Prediction models and their evaluation methods and metrics

While LR [45,46] was the prevailing model for T2D prediction, the 
XGBoost [48] was used for BP prediction (Table 4). Notably, the Korean 
study [46] used four ML algorithms (i.e., LR, RF, XGBoost, and MLP) and 
established that the RF-based model provided the most accurate pre
diction for T2D (Table 4). Furthermore, hyperparameter tuning was not 
performed [45] or reported [47] in two studies (Table 4).

K-fold cross-validation was the primary evaluation method in three 
studies [46–48], while the Jackknife technique was used in one study 
[45]. Additionally, two studies [46,47] combined k-fold cross-validation 
with bootstrap, albeit with variations in their specific methodologies 
(Table 4). Nevertheless, only two studies [45,48] specified a train-test 
split ratio, and one [48] validated prediction performance in a sepa
rate cohort (Table 4). Moreover, the interpretation of feature impor
tance in the UK study [48] was gauged through SHAP values and 
visualized by a PCA biplot [48].

For evaluation metrics, AUC held prominence in all T2D studies 
[45–47], with the net reclassification improvement (NRI) used in two 
studies [45,46] (Table 4). On the other hand, the UK study used R2 to 
measure the explained variance of BP. Feature importance was 

Table 3 
Summary of the important features determined within the context of integrated multi-modal approach in each study and shared features across the studies.

(Clinical characteristics + Genetic variants + Metabolites)

Study Cohort Outcome Clinical characteristics Genetic variants Metabolites

OR (95 % CI; P)/MDI/ 
Feature order* (No._)

Shared OR (95 % CI; P)/ 
MDI

Shared OR (95 % CI; P)/MDI/Feature order* (No._) Shared

[45] The US T2D FPG 
1.10 (1.08, 1.13; 
<0.0001) 
Family T2D history 
2.07 (1.36, 3.16; 
0.001) 
HDL-C 
0.98 (0.96, 0.99; 
0.01)

FPG 62-SNP GRS 
1.06 (1.02, 1.10; 
0.001)

– Phenylalanine 
3.12 (1.36, 7.13; 0.007) 
C52:1 TAG* 
1.90 (1.19, 3.04; 0.01) 
LPC a C18:2* 
0.32 (0.14, 0.75; 0.01) 
C38:6 PC* 
0.23 (0.07, 0.71; 0.01) 
C44:1 TAG* 
0.23 (0.07, 0.71; 0.01)

–

[46] Korea T2D HbA1C 
1.88 (1.61, 2.19; 
<0.0001)/0.1869 
FPG 
1.55 (1.27, 1.89; 
<0.0001)/0.1398

239,062-SNP 
PRS 
2.05 (1.77, 2.37; 
<0.0001)/ 
0.1545

Spermine 
0.82 (0.71, 0.96; 0.010)/0.0509 
Isoleucine 
1.32 (1.02, 1.86; 0.026)/0.0299

[48]* The 
UK

BP (Traditional risk 
factors) 
1_Age; 2_BMI 
(Biochemical 
Measures) 
4_Urate; 7_Glucose; 
9_Phosphate; 
10_Chloride

Age; 
BMI 
Urate

– – 3_Dihomo-linolenate; 5_Cis-4-decenoyl 
carnitine; 6_Lactate; 8_Cortisol

Dihomo-linolenate; Cis- 
4-decenoyl carnitine; 
Lactate; Cortisol

[48]* Qatar BP (Traditional risk 
factors) 
1_Age; 2_BMI; 3_Sex 
(Biochemical 
measures) 
5_Urate

– 4_Dihomo-linolenate; 6_Cis-4-decenoyl 
carnitine; 7_Lactate; 8_Phenylacetylglutamine; 
9_Cortisol; 10_Histidine

Note: The Chinese study [47] was not included due to missing data [48];* = only top 10 features were compared; Feature order* = orders are corresponding to the 
SHAP values; Abbreviation: BP = blood pressure; BMI = body mass index; CI = confidence interval; FPG = fasting plasma glucose; GRS = genetic risk scores; HbA1c =
hemoglobin A1c; HDL-C = high-density lipoprotein cholesterol; MDI = mean decrease impurity; OR = odds ratio; PC = phosphatidylcholine; PRS = polygenetic risk 
scores; LPC = lysophosphatidylcholine; SNP = single nucleotide polymorphism; TAG = triacylglycerol; T2D = type 2 diabetes.
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calculated using OR for LR [45,46] and MDI for RF [46] (Table 4). 
Diverse techniques, including the Jackknife [45], the bootstrap [47], 
and the standard deviation of the 5-fold cross-validation [48], were used 
to estimate the 95 % CI for AUC [45,47] or R2 [48]. Nonetheless, the 
method for estimating the 95 % CI was not specified in the Korean study 
[46] (Table 4). Only two studies [46,48] performed calibration curve to 
assess the reliability of the prediction model.

3.6. Overview of data preprocessing and feature selections for clinical 
characteristics, genetics, and metabolites

Two studies [45,46] included data without missing values. One study 
[48] used various imputation methods, including KNN, twin genotype 
imputation, minimum imputation, and exclusion of 20 % missing values 
(Table A9). One study [47] did not report data preprocessing. The se
lection of clinical characteristics varied across studies, with some studies 
relying on previous association studies [45,46,48] or baseline p-values 
[47] (Table A9). Moreover, the selection of SNPs was based on previous 
GWAS related to T2D [45,47] or BP [48], with one study [46] con
ducting an ethnic-specific GWAS analysis (Table A9). The effect sizes of 
GRS or PRS on CMH outcomes were reported using β-coefficient [45,48] 
or OR [46], but it was not reported for one study [47]. Furthermore, the 
analysis of metabolites used diverse separation techniques combined 
with mass spectrometry (Table A9). The selection of metabolites also 

involved various approaches, including LR-based backward stepwise 
[45], the Boruta algorithm along with a sensitivity analysis [46], a 
combined LR and RF technique [47], and the inclusion of known me
tabolites [48] (Table A8).

4. Discussion

This systematic review highlights the advantages of integrating ge
netics, metabolites, and clinical characteristics as a multi-modal 
approach using ML algorithms to improve CMH prediction, out
performing both single-modal and paired-modal models. This integrated 
approach using ML applications could provide insights into better 
biomarker selection, thus improving CMH predictions in clinical prac
tice. However, the high cost of genetic and metabolite tests in research 
and clinical practice needs to be addressed with more advanced and 
efficient technologies to promote precision medicine and nutrition. 
Furthermore, the limited number of CMH studies and varied method
ologies used across them [45–48] present challenges in defining the 
optimal approach for predicting CMH outcomes. Thus, several solutions 
and suggestions are discussed in this systematic review.

The reviewed studies encompass both categorical (i.e., T2D [45–47]) 
and continuous (i.e., BP [48]) outcomes within diverse populations, 
including the US [45], Korea [46], China [47], and the UK [48]. External 
validation was also conducted on the Qatari population [48]. In both 

Table 4 
Summary of the methodologies for the machine learning prediction models of cardiometabolic health outcomes from the studies.

Study ML-based prediction model Evaluation method Evaluation metrics Notes

Algorithm Hyperparameter 
tuning

Feature 
importance

Internal 
validation

External 
validation

Discrimination/ 
General metrics

Reclassification 
metrics

Others Feature 
importance

95 % CI 
measurement

[45] LR – Calculated The 
Jackknife 
technique 
with 10 
random 
samples of 
90 % of 
cohort; 
Split ratio 
(90:10)

– AUC (entire 
cohort)

NRI – OR Jackknife 
resampling

[46] LR; RF Tree-structured 
Parzen estimator- 
based Bayesian 
optimization for 
LR; 10-fold 
stratified cross- 
validation for RF

Calculated 10-fold 
nested 
cross- 
validation 
with 100 
bootstrap 
replicates; 
Split ratio 
(not 
reported)

– AUC (average); 
Brier score; Log- 
loss

NRI; cNRI; IDI ROC curve; 
Precision- 
recall 
curve; NBD 
curve; 
Calibration 
curve

OR for LR; 
MDI for RF

Not clear

[47] Not 
reported

Not reported Not 
reported

10-fold 
cross- 
validation 
with 2000 
bootstrap 
replicates; 
Split ratio 
(not 
reported)

– AUC (average); 
Specificity; 
Sensitivity; 
Youden index

– – Not 
reported

(Bootstrapping) 
2000 bootstrap 
replicates of the 
10-fold cross- 
validation

[48] XGBoost Grid search Interpreted 
with SHAP 
values and 
PCA biplot

5-fold 
cross- 
validation 
in 
TwinsUK; 
Split ratio 
(80:20)

Replicated 
in QBB

R2; MAE; MAPE – Calibration 
curve 
(scatter 
plot)

– Standard 
deviation of the 
5-fold cross- 
validation

Note: although both studies [46,47] combined k-fold cross-validation with bootstrap, bootstrapping was performed within each fold for AUC calculation [46] or used 
after k-fold cross-validation to compare models’ AUCs [47]. Abbreviation: AUC = area under the curve; cNRI = category-free NRI; CI = confidence interval; IDI =
integrated discrimination improvement; LR = logistic regression; ML = machine learning; MAE = mean absolute error; MAPE = mean absolute percentage error; MDI 
= mean decreased impurity; NBD = net benefit-based decision; NRI = net reclassification improvement; OR = odds ratio; PCA = principle component analysis; QBB =
Qatari biobank; RF = random forest; ROC = receiver operating characteristic; SHAP = Shapley additive explanation.
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cases, the results consistently showed that the multi-modal approach 
using ML algorithms improved predictive performance compared to 
single-modal [45–48] or paired-modal models [45,46,48]. This finding 
aligns with recent studies using a similar multi-modal approach with 
various ML algorithms to predict other disease outcomes, including 
rheumatoid arthritis (RA) [61], polycystic ovary syndrome (PCOS) [62], 
non-alcoholic fatty liver disease (NAFLD) [63]. These studies [61–63] 
highlight the importance of adopting a multi-modal approach using ML 
algorithms in predicting disease incidence.

Regarding model contribution to the multi-modal approach, our 
findings [45,46,48] suggest that clinical characteristics contribute the 
most to the multi-modal approach, even though one study [47] may 
have a differing view, possibly due to variations in ethnicities and me
tabolites [64,65]. On the other hand, genetics [45,47,48] showed the 
lowest contribution, despite one study [46] holding a different 
perspective. It is noteworthy that PRS consists of numerous SNPs, while 
GRS comprises hundreds or fewer [66]. Therefore, the PRS data used in 
the Korean study [46], with over 200,000 SNPs, is expected to have 
higher predictive performance than the GRS-based data in the US [45] 
and Chinese [47] studies, which include fewer than 100 SNPs. This is 
because the PRS data incorporates most, if not all, heritable variants. 
However, a recent study [60] showed that while the PRS, consisting of 

721,911 variants, improved T2D prediction in individuals with normo
glycemia, those with a high PRS in the normoglycemic group still had a 
low absolute risk of developing T2D. Hence, caution is advised in 
interpreting the results with high predictive performance based on 
numerous SNPs. Notably, in the cases of RA, PCOS, and NAFLD, 
GRS-based data showed higher predictive performance than metabolite 
data when combined with clinical data [61–63], highlighting the vary
ing predictive performance across different disease outcomes.

Among the influential variables in the T2D prediction models [45,
46], FPG emerged as an important determinant within clinical charac
teristic data, which is unsurprising, given its fundamental role as a 
diagnostic criterion for T2D [67]. In addition, the absence of consistent 
SNPs or metabolites across the T2D studies [45,46] may be attributed to 
genetic heterogeneity [29,30], varied feature selection methodologies 
[32], diverse ethnic backgrounds and metabolite profiles [64,65], as 
well as different metabolomics approaches (i.e., targeted vs. untargeted; 
Table A9) [68]. Given that GRS or PRS primarily correlate with beta-cell 
function [45,46,69–71], and that metabolites are strongly associated 
with insulin resistance [57,58,69,72–74], the inclusion of both genetic 
and metabolite profiles remains essential in predicting T2D incidence. 
For BP prediction [48], clinical characteristics, particularly age and BMI, 
emerge as important determinants, aligning with existing literature 

Fig. 2. PRISMA flow chart showing the selection of articles for this systematic review. The literature search was conducted in five databases, including SCOPUS, 
PubMed, Web of Science, Science Direct, and Semantic Scholar, from January 1998 to September 2024. Four papers were included in this systematic review after 
identification and screening. Reasons for excluded papers were listed. T2D = type 2 diabetes; BP = blood pressure.

X. Zhu et al.                                                                                                                                                                                                                                      Computers in Biology and Medicine 186 (2025) 109661 

7 



[75–78]. Genetic data exert a limited impact on the multi-modal 
approach for BP prediction [48], which may be attributed to a small 
fraction (less than 5 %) of the explained variability in hypertension [79,
80]. Moreover, metabolite data only modestly improves the predictive 
performance of the multi-modal approach by 1 % [48]. In contrast, 
literature [59] showed comparable predictive performance between a 
single-modal model (metabolite) and paired-modal models (clinical +
PRS), suggesting the importance of including metabolite data in pre
dicting BP [31,81,82]. Overall, additional studies investigating BP 
through a multi-modal approach with ML algorithms are required to 
validate whether including genetic and metabolite profiles can improve 
predictive performance.

Various ML algorithms (i.e., LR [45,46], RF [46], and XGBoost [48]) 
were used to predict CMH outcomes, with LR being the primary model. 
Given the intricate pathophysiological mechanisms underpinning CMH 
outcomes, using LR along with other algorithms (e.g., RF, decision trees, 
neural networks, and SVM) may better capture both linear and 
non-linear patterns [83–86]. For data preprocessing, deletion [46,48] is 
a common imputation method for missing data under 5 % [54,87]. 
However, future research should use multiple imputation for clinical 
data to achieve the least biased result [54]. Other imputation methods 
should also be considered for genetic [88] and metabolite data [89] to 
improve predictive accuracy. For feature selection, previously associ
ated biomarkers [45,46,48] used for clinical characteristics may suffice, 
but including biochemical tests using ML techniques would add values 
and prevent overfitting. GRS calculated with previously identified SNPs 
[45,47,48] may suffice, as PRS does not necessarily outperform GRS in 
predicting CMH outcomes [45–48,60]. Given the dynamic nature of 
metabolites, which can change rapidly in response to environment and 
genetics, multivariate tests (i.e., Boruta [46], RF [47]) may better cap
ture complex relationships [90]. Additionally, least absolute shrinkage 
selection operator (LASSO) could be performed before RF for initial 
selection to prevent overfitting [90]. For model performance evaluation, 
three studies [46–48] used cross-validation methods, with two [46,48] 
incorporating hyperparameter tuning to optimize predictive perfor
mance and mitigate overfitting [34,35,91]. On the other hand, the 
Jackknife technique was performed in one study [45], which typically 
does not align with hyperparameter tuning, as its primary purpose is 
resampling [92]. While the Jackknife technique is more suited for 
assessing bias and variance in small datasets [92], the standard k-fold 
cross-validation is preferred for larger datasets [93,94]. Nevertheless, 
the combination of cross-validation with bootstrap [46,47], particularly 
nested cross-validation [46], may be favored as it enhances model sta
bility and robustness of confidence intervals [95–97], providing a more 
comprehensive assessment of model performance. Regarding evaluation 
metrics, all studies used appropriate metrics, including AUC [45–47] 
and R2 [48]. While AUC measures binary outcome discrimination, 
multiple metrics (i.e., specificity, recall, accuracy, precision, F1 score) 
offer a more comprehensive performance interpretation [98]. For 
continuous outcomes, while R2 explains the variance captured by 
different models, other metrics such as MAE and RMSE should also be 
reported to measure prediction accuracy [39]. Notably, only two studies 
[46,48] used a calibration curve to assess the reliability of the prediction 
model. Future research should include calibration curve, as poorly 
calibrated prediction model may lead to misleading clinical decisions 
[99]. As for feature importance, OR was used for LR [45,46], MDI for RF 
[46], and SHAP for XGBoost [48]. OR, commonly used in LR, provides 
insights into the individual effects of predictors on odds, although it is 
not directly comparable across predictors or models [100]. On the other 
hand, both MDI and SHAP offer valuable insights into feature impor
tance in prediction models. MDI, commonly used in ensemble models, 
provides the collective impact of features by aggregating impurity 
reduction across all individual models [101]. SHAP is suitable for mul
tiple models and assesses individual contributions by calculating the 
average impact of each feature across all model combinations [102].

Among the reviewed studies, three [45,46,48] had a low RoB, while 

one [47] had a high RoB due to missing data. All studies had low 
applicability concerns. However, the reviewed studies have several 
limitations. First, the absence of profiles for data preprocessing, feature 
importance, prediction models, and SNP weighting in one study [47] 
posed a challenge to a more comprehensive study comparison. Second, 
studies should also consider transparency when reporting 95 % CI 
measurements [46] and train-test split ratios [46,47] to enhance 
reproducibility. Lastly, while all studies reported prediction scores for 
the multi-modal approach, some did not assess genetic or metabolite 
data alone as single-modal models [46,48], nor did they examine other 
combinations of two data as paired-modal models [46–48]. This omis
sion hinders insights into the complementarity and synergy of 
combining various data.

Our systematic review comes with several limitations. First, this 
systematic review does not encompass other omics approaches, such as 
transcriptomics and proteomics, which could offer additional biological 
insights into CMH complexity. However, our review prioritized model 
simplicity for broader applicability across diverse settings rather than 
detailed biological deciphering. Second, given the intricate pathophys
iological mechanisms associated with CMH, we exclusively focused on 
outcomes that describe cardiovascular-metabolic interactions. Accord
ingly, outcomes such as PCOS [103], NAFLD [104], and chronic in
flammatory diseases [105], despite their components impacting both 
cardiovascular and metabolic health, were not within the scope of this 
review. Third, we did not assess decision curve analysis for the RoB 
assessment, as it was not a main component in TRIPOD and PROBAST 
guidelines. However, future research should include this analysis to 
optimize clinical decision-making [106]. Fourth, rapidly evolving ML 
applications may introduce selection bias, meaning the newest ML ap
plications might have been overlooked during screening. However, our 
focus on multi-modal or omics approaches makes this unlikely. By 
prioritizing these integrated approaches, we have minimized the risk of 
selection bias. Lastly, limited literature on CMH-related studies led to a 
focus on T2D predictions [45–47], constraining our insights into BP or 
other CMH prediction. However, this review adheres to PRISMA and 
TRIPOD guidelines, ensuring a comprehensive and comparative analysis 
that addresses critical knowledge gaps within the field.

5. Conclusions

Despite one study with a high RoB, the overall evidence suggests that 
a multi-modal approach—combining clinical, metabolite, and genetic 
data—using ML algorithms can improve predictive performance over 
single-modal or paired-modal approaches. While we have reviewed 
potential solutions to the challenges in CMH prediction, future research 
should remain cautious of these limitations and open to more advanced 
methodologies. Notably, adherence to the TRIPOD guideline is crucial 
when developing multi-modal CMH prediction models. Additionally, 
employing various ML applications to identify the best algorithm for 
CMH prediction, along with reporting feature importance and predic
tion scores for single-modal, paired-modal, and multi-modal models, can 
optimize biomarker selection. Such a strategy holds the potential to 
enhance model robustness, facilitate more accurate predictions, and 
deepen our understanding of CMH’s biological foundations, thereby 
advancing precision medicine and precision nutrition.
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