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Abstract

Atmospheric electricity has important impacts across a range of disciplines. On Earth, lightning

influences atmospheric chemistry, with related chemical processes considered important to the

origins of life. Atmospheric electricity can affect other atmospheric processes, such as the

stability, growth, and disintegration of cloud droplets. Previous investigations of atmospheric

electricity on Venus have primarily focused on detections of lightning. From comparison with

Earth, there are many other aspects of atmospheric electricity which require understanding,

such as the effects of cosmic ray ionisation and electric charges on the clouds of Venus.

Through an investigation of a point discharge sensor on Earth, it was discovered that the

operation of the sensor depended on both electrostatic and electrodynamic terms - interpreted

as both free and displacement currents being detected. Knowledge of these sensors was applied

to an investigation of the electrical discharges recorded by the Venera 13 & 14 spacecraft. It

was found, via electrical modelling of Venus’ atmosphere, that the best reproduction of the

Venera data required both low-atmosphere haze layers and a global atmospheric electric circuit.

Estimates were made for the strength of such a circuit, with the required conduction currents

between -1 and 7 fA/m2. Finally, space weather effects were investigated at Venus, with both

solar energetic particle events and heliospheric current sheet crossings detected at the planet.

It was found that space weather events associated with coronal mass ejections had a noticeable

impact on the atmosphere of Venus, causing significant increases in the albedo. These are some

of the first results demonstrating that there is a space weather effect in Venus’ atmosphere.

These results suggest electrical processes have effects in Venus’ atmosphere. Future investi-

gations are required to identify any charge separation processes which could produce a global

electric circuit, and to identify the mechanisms linking space weather variations to atmospheric

processes.
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Variables and Notation

Several of the acronyms used throughout this thesis are defined here.

Acronym Meaning

A Away
ADC Analogue to Digital Converter
ACE Advanced Composition Explorer
CR Cosmic Ray
CME Coronal Mass Ejection
DFT Discrete Fourier Transform
GCR Galactic Cosmic Ray
HCS Heliospheric Current Sheet
HMF Heliospheric Magnetic Field

HZE ions High atomic number ions
ICME Interplanetary Coronal Mass Ejection
IMA Ion Mass Analyser (Venus Express instrument)
KS Kolmogorov–Smirnov
L1 Lagrange point 1

LED Light Emitting Diode
MAG Magnetometer (Venus Express instrument)
MCP Multi-Channel Plate
MSL Mars Science Laboratory
PDC Point Discharge Current
PSD Power Spectral Density
RUAO Reading University Atmospheric Observatory
SEP Solar Energetic Particle
SIS Solar Isotope Spectrometer (ACE instrument)
T Towards
UV Ultraviolet
VEX Venus Express
VIRA Venus International Reference Atmosphere
VSO Venus Solar Orbit
VMC Venus Monitoring Camera (Venus Express instrument
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A range of notation has been used throughout this thesis. The meaning of individual symbols

should be defined in-text, however for reference these meaning of this notation has been stated

here. Note that some symbols share several meanings. The relevant meaning of such symbols

can be determined from context.

Symbol Meaning

a, b, c, d Constants / fit parameters

a, a1, a2 Particle radii

AT , BT Constants for Thompson Recombination on Venus

AB Constant for Binary Recombination on Venus

ar Rayleigh radius

A Area, fit constant

ADC Bin Size Size of ADC bins

Bin № ADC Bin Number

cD Drag coefficeint

cv Vacuum speed of light

C Capacitance

Cxy Coherence

C˘ Average thermal velocity of ions

e Elementary charge

E Electric field

E Electric field strength

Ebreakdown Breakdown field / dielectric strength

ECorona Corona field

Emax Maximum value of perturbed electric field

Etypical Unperturbed electric field

fpF q Electrostatic function

fangle Fraction of particles traveling in specified direction

fnyq Nyquist frequency

fspeed Fraction of particles with specified speed

fx Approximated Nyquist frequency for irregularly sampled data

F Force

F Potential gradient

FCampbell, FJCI Potential gradient recorded by specific sensors

FD Drag force

FG Force of gravity

G Gravitational Constant

Gxx, Gyy Auto-spectrum

Gxy Cross-spectrum

gpdF {dtq Electrodynamic function

h Height

i Imaginary unit
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i, j, k Indices

I Current, point discharge current

ID Displacement/Maxwell current

J Current density

Jc Fair weather conduction current density

kB Boltzmann Constant

m, c Linear fit parameters

m Mass of particle

mCO2 Molecular mass of CO2

mSC Spacecraft mass

mred Reduced mass

m1, m2 Masses

M Minimum PG for point discharge to occur

MB Mass of Venus

№ Number

n Sample size

nauto Sample size for autocorrelation calculations

nCO2 Number density of CO2

nMC Number of Monte-Carlo iterations

n50 Number of segments

n˘ Ion number density

N Aerosol concentration

N Number of datapoints in set

Ni´1, Ni, Ni`1 Count rate on given day

Nj Concentration of particles with charge j

Nseg Number of datapoints in segment

NT Total concentration of particles

N0 Concentration of neutrally charged particles

p Momentum

pn Number of independent variables

P Pressure

Pi Percentage change on day i

q Ionisation rate

Q Electric charge

QL Electric charge of lander

r Radial distance

RB Rigidity

R Resistance

R2 Coefficient of Determination (R-squared)

R̄2 Adjusted R-squared

Rc Columnar resistance

RB Radius of Venus
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S Area of surface

t Time

tPG, tPDC Time of x-axis crossings in given dataset

∆t Time separation of datapoints

∆txy Geometric mean of mean time separations

T Temperature

Tplanet Apparent solar rotation period observed from a planet

TSun True solar rotation period

u Horizontal velocity

vion Ion speed

v Velocity

vdrift Drift velocity

vw Lander speed

V Electric potential

Va Atmospheric potential

VL Lander potential

V0 Corona onset potential

W Wind speed

Wu, Wv Orthogonal components of the horizontal wind speed

x Ion asymmetry factor

xn Data

yc Maximal horizontal offset

Yplanet Orbital period (year) of a planet

ẑ Radial unit vector

z Altitude

O Order of magnitude

α Ion-ion recombination coefficient

αT Thompson recombination coefficient

αB Binary recombination coefficient

αHP High pressure recombination coefficient

β, β`, β´ Ion-aerosol attachment coefficient (general, positive ions, negative ions)

γT Surface Tension

γ Electric field enhancement

δ95 95% confidence limit

ϵ Permittivity

ϵ0 Permittivity of free space

ηcollision Collision efficiency

η Breakdown fraction

κ Polarisability

λ Energy parameter

λcollect Linear number density of collected ions

µ, µ`, µ´ Ion mobility (general case, negative ions, positive ions)
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µ0 Permeability of free space

ξ Attachment coefficient ratio

ρ Charge density

ρM Mass density

ρR Resistivity

σ Conductivity

σTotal, σ`, σ´ Conductivity (total, positive contribution, negative contribution)

τ Time difference

τRC RC Time Constant

χ Function

ψ Electric potential surrounding a particle

ω Angular frequency

(x,y,z) Cartesian co-ordinates

(r,ϕ,θ) Sperical polar co-ordinates

∇ Del operator (Vector derivative)

The value of several constants used in this thesis are presented here.

Constant Symbol Value

Boltzmann Costant kB 1.38 ˆ 10´23 JK´1

Elementary Charge e 1.6 ˆ 10´19 C
Gravitational Constant G 6.67 ˆ 10´11 Nm2kg´2

Mass of Venus MB 4.87 ˆ 1024 kg
Permittivity of free space ϵ0 8.85 ˆ 10´12 A2s4m´3kg´1

Radius of Venus RB 6051.8 km
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Fundamental Physical Formulae

A selection of fundamental formulae from classical physics, relevant to this thesis, have been

produced here.

Electromagnetism

Maxwell’s equations are given by:

Gauss’ Law ∇ ¨ E “
ρ

ϵ0
(1)

Gauss’ Law for Magnetism ∇ ¨ B “ 0 (2)

Faraday’s Law ∇ ˆ E “ ´
BB

dt
(3)

Ampere-Maxwell Law ∇ ˆ B “ µ0J `
1

c2v

BB

dt
(4)

where E,B are the vector electric and magnetic fields respectively, ∇ is the vector differen-

tiation operator, t is time, ρ is the free charge density, J is the free current density, ϵ0 is the

permitivity of free space, µ0 is the permeability of free space, and cv is the vacuum speed of

light, given by:

cv “
1

?
ϵ0µ0

(5)

The Lorentz force on a charge q, with velocity v is given by:

F “ q
`

pv ˆ Bq ` E
˘

(6)

The charge continuity equation is given by:

Bρ

Bt
` ∇ ¨ J “ 0 (7)

Ohm’s law is given by:

J “ σE (8)

for conductivity, σ.
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Newtonian and Keplerian Dynamics

Newton’s second law of motion is given by:

F “
dp

dt
(9)

where F is the force on an object, and p is the momentum of that object.

In classical physics, the gravitational force between on a given mass, caused by the presence

of another mass is given by Newton’s universal law of gravitation:

FG “ ´
Gm1m2

r2
r̂ (10)

where m1, m2 are the two relevant masses, and r is the displacement vector between these

masses, with r̂ the unit vector in this direction.

Kepler’s third law of planetary motion states that the ratio of the orbital periods of two

objects in orbit around the Sun is given by:

Y1
Y2

“

ˆ

a1
a2

˙3{2

(11)

where Y1, Y2 are the orbital periods of the two objects, and a1, a2 are the semi-major axes

of these orbits.
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Chapter 1

Introduction

Atmospheric electricity has been explored in detail for Earth, however there are still aspects

which are yet to be fully understood. The links that exist between atmospheric electricity

and other systems, such as cloud microphysics, are still under investigation. In addition to

this, detailed investigations of atmospheric electricity are still yet to be performed for the other

planets in our solar system. This thesis follows a series of investigations intended to remedy

this research gap for Venus, the sister planet to Earth.

1.1 Motivation

The topic of Atmospheric electricity describes many electrical processes in Earth’s atmosphere.

Perhaps the most obvious of these processes is lightning. This process is particularly dramatic,

releasing acoustic energy as thunder, as well as electromagnetic energy across much of the fre-

quency spectrum. The high energies present during lightning strikes are able to have significant

effects on atmospheric chemistry, allowing the production of certain chemical species [122]. It

is believed that the chemical processes facilitated by lightning strikes were responsible for the

creation of several chemical species which were essential for life to develop on Earth [131, 82].

Lightning is but one aspect of atmospheric electricity. There are many processes involving

the collection and separation of electric charge throughout the atmosphere of Earth, and the

atmospheres of other planets. The presence of electric charges on cloud droplets is able to

increase their stability - inhibiting evaporation - as well as encouraging growth via collisions

with other droplets [4]. For particularly large amounts of charge, the opposite can be true, with

the electric charge causing droplets to rupture [3]. The extent of the electrification of a planet’s

atmosphere can have significant implications across a wide range of processes, such as to the

chemistry and cloud microphysics present there.

For Venus, little is known about many of the atmospheric processes. From investigations of

atmospheric electricity on Earth, suggestions can be made for how similar processes may affect

Venus [5]. Many attempts have been made to observe lightning in Venus’ atmosphere, with the

understanding developed from terrestrial studies of lightning directing these [117]. It is likely

that if such a process was present, that it would have significant impacts on the atmosphere. As

for Earth’s atmosphere, however, lightning is not the only aspect of atmospheric electricity which

can affect the planet. Very few investigations of atmospheric electricity in Venus’ atmosphere
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have focused on these other aspects.

Recently, suggestions have been made that the clouds on Venus may be associated with the

presence of microbial life [55]. Such a claim has naturally been met with strong resistance,

however it has brought to light the limitations of our understanding of the cloud processes on

Venus. If microbial life was present in the clouds of Venus, then it follows that the lifetime

of these droplets would have significant implications. Based upon the influence that electric

charges have on the lifetime of droplets on Earth, we find that atmospheric electricity may be

important to the clouds (and maybe life) on Venus.

The fact that little is known of the electrical processes present in Venus’ atmosphere is

clearly an issue which needs to be solved. The work in this thesis aims to act as a step towards

remedying this gap in knowledge.

1.2 Research Aims

One of the few in-situ investigations of atmospheric electricity on Venus, that wasn’t attempting

to observe lightning, recorded data from a point discharge sensor. To begin our investigation into

the electrical processes on Venus we will consider the behaviour of such sensors on Earth. The

idea of studying point discharge sensors as part of a greater atmospheric electricity investigation

has been well established in the history of atmospheric electricity (as will be discussed in more

detail in Chapter 2). Through our investigation, we attempt to identify if any new information

on the operation of point discharge sensors could be gleaned, before investigating the data

recorded on Venus.

To investigate the operation of such sensors, data from a meteorological field site will be

considered. At this site the point discharge is monitored, along with variations in a number

of other atmospheric parameters. The aim of this work is to identify how to parameterise the

operation of such a sensor, to capture its behaviour most accurately.

Following this investigation, the data collected by the point discharge sensors onboard the

Venera 13 & 14 spacecraft will be investigated. To understand the source of the signals recorded

by these spacecraft, an electrical model of Venus’ atmosphere will be produced. This will then

allow calculations of the discharge currents expected for a spacecraft descending through the

Venusian atmosphere to be performed. By comparing the recorded data against the model

results, the properties of Venus’ electrical environment can be constrained.

Finally, Venus’ atmosphere will be investigated, by investigating the presence of any space

weather effects upon it. A number of previous investigations have considered such effects on the

Earth’s atmosphere. We will continue the practice of applying methodologies developed for ter-

restrial atmospheric studies to planetary atmospheric investigations by applying the terrestrial

space weather investigations to our investigation of Venus.

The investigation of space weather effects on Venus will be composed of two parts. Firstly, the

short term effects of various space weather events will be considered. Impacts to the atmosphere

will be identified by considering changes in the planet’s albedo. Secondly, longer term periodic

variations in the albedo of the planet will be considered. Coherence analysis will be used to

identify any atmospheric periodicities which are driven by cosmic ray variations.

In summary, the research aims are as follows:
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• Investigate the operation and parameterisations of point discharge sensors

• Investigate the presence and nature of the global atmospheric electric circuit on Venus

• Investigate the effects of space weather events on Venus’ atmosphere

• Investigate the effects of cosmic rays on Venus’ atmosphere

The links between several of the systems investigated in this thesis have been summarised

in the diagram in figure 1.1. This figure shows links between space weather and the electrical

environment of a planetary atmosphere, and further how this effects electrical observations.

Space Weather
e.g. Forbush Decreases, SEP Events

Cosmic Ray Ionisation Rate

Ion Concentrations

Electrical Processes
e.g. Lightning, Global Circuit

Observations
e.g. Point Discharge

Figure 1.1: Diagram showing the links between several systems investigated in this thesis.

In the remainder of this chapter, some of the core concepts relevant to this thesis are intro-

duced.

1.3 Core Concepts

1.3.1 Global Atmospheric Electric Circuit

The global atmospheric electric circuit of Earth is a conceptual model describing how the con-

ducting ionosphere and surface of the Earth are linked together via the partially conductive

atmosphere [158, 9]. A diagram of the global atmospheric electric circuit is shown in figure 1.2.

In disturbed weather “generator” regions, thunderstorm clouds transfer charge from the

atmosphere to the surface of the Earth, causing the surface to become negatively charged [158, 5].

There are several charge transfer mechanisms involved in this process, including cloud to ground

lightning strikes, charged rain, and point discharge currents [144]. In these disturbed weather

regions, charge additionally flows between the atmosphere and the conducting ionosphere. The

electrical processes above thunderclouds leads to a variety of transient luminous events (TLEs),

including sprites, elves, and blue jets [156, 50]. In disturbed weather regions, the net flow of

charge means that the ionosphere acquires a positive charge with respect to the surface [171, 9,

156]. The potential difference between the ionosphere and the surface is an important quantity
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Figure 1.2: Pictorial overview of the Earth’s global atmospheric electric circuit.

in atmospheric electrical studies, and is called the ionospheric potential, typically given symbol

VI [9, 66].

Since the ionosphere and the surface of the Earth are both conductive, the charge acquired

in disturbed weather regions is distributed globally, meaning that this ionospheric potential is

present in fair weather regions also. In these fair weather regions, ions created by cosmic rays

or from the Earth’s natural radioactivity cause the atmosphere to become slightly conductive

[66]. The potential difference between the ionosphere and the Earth’s surface causes an ohmic

current to flow between the two [66]. This “fair weather conduction current”, often given the

symbol JC , flows downwards with approximately constant magnitude across the world, and with

approximately constant magnitude with time.

1.3.2 Point/Corona Discharge

Electrical discharges can take a number of forms. For large electric fields, exceeding the dielectric

strength of a medium, electrical breakdown can occur - causing a spark discharge [115]. Other

discharge processes are able to occur at lower energies, however [115]. When a surface is highly

curved, such as at the tip of a sharp point, the electrical field near the point will be enhanced

since electrical field lines must be perpendicular when crossing the surface of a conductor [120].

This effect is shown in figure 1.3. This enhancement of the electric field causes the field to be

larger near to the point, decreasing away from it. This then allows localised discharge processes

to take place near the point, where the field is largest. Commonly, the term “Corona discharge”

is used to describe these sub-spark electrical discharges [115].

Corona discharge is a low energy plasma process, driven by the collisional ionisation from

electrons (and ions) [115, 94]. As these charges are accelerated by an electric field, they will

collide with neutral species. If the particle has been accelerated to a sufficient energy, it will

ionise the neutral species, and create additional ions and electrons. This will lead to a cascade
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Figure 1.3: Electric field enhancement at the tip of a needle. Dashed lines show electric field
lines. Figure taken from [130].

of ionisation, where these particles undergo further collisions, increasing the number of particles

able to collide with other neutrals [115].

As the charges are moved by the electric field, a space charge will be built up, which acts to

reduce the electric field present [94]. This can cause the ionisation process to be cut off, if the

charges are not removed at a sufficient rate [94].

The ionisation cascade also leads to the emission of light [115]. Typically, only a small

amount of light will be emitted, causing it to be difficult to observe by the unaided human eye.

On occasion though, when the corona discharge is particularly strong, it can cause the tips of

objects to glow. In these cases, the process is commonly referred to as “St Elmo’s fire”. Since

large electrical potentials will be required for the glow to be visible, typically St Elmo’s fire will

occur at the top of tall objects, such as the masts of ships. This relation to ships is responsible

for it being named after St Elmo; the patron saint of sailing.

Across the literature, the term point discharge has often been used interchangeably with

the term corona discharge. Other authors, instead prefer to use the term “point discharge” to

describe corona discharges which occur outside of a laboratory environment, particularly when

they have been created by the Earth’s atmospheric electric field. In the proceeding work, the

term “point discharge” will be used to emphasise the fact we are dealing with atmospheric

electric processes, rather than laboratory conditions.

1.3.3 Electrical Image Charges

The electrical force between two droplets can be influenced greatly by the presence of image

charges. These will be discussed here.

The force on a given electrical point charge, Q1, caused by the electric field of another point

charge, Q2, is given by Coulomb’s law:
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F “ ´
Q1Q2

4πϵ0r2
r̂ (1.1)

where ϵ0 is the permittivity of free space, and r is the distance from charge Q1 to Q2 in the

direction r̂. From Coulomb’s law, it can be seen that the force between point charges will be

repulsive if the two charges carry the same polarity.

When dealing with the electric field around an isolated spherical conductor, it is possible

to consider the conductor to be a point charge. One may naively then consider that when

considering the force on a given charge from an electrically charged spherical conductor, that

Coulomb’s law could again be used. This is in fact not the case, since the spherical conductor is

polarisable; the presence of another electrical charge will create “image charges” in the spherical

conductor, affecting the magnitude of the force between the two charges [89, 189]. These image

charges are illustrated in figure 1.4. At large separations, the effect of these image charges will

be negligible, however as the charges are moved closer together, they can cause a significant

change to the force between the charges [89]; in the case of like-charges, this can even lead to an

attractive force between the two charges, counter to what is expected from Coulombs law [89].

- ++

Induced Image 
Charge

+

No Additional Charge Additional Charge Present

Figure 1.4: Diagram explaining how image charges can form in a polarisabile object, due to
the presence of another charge. On the left, a positively charged spherical conductor is shown,
with no other electrical charges present. The electric field of this object can be described as
that of a point charge. On the right, an additional positive point charge has been introduced.
This causes the conductor to become polarised, and introduces image charges; near to the point
charge, a negative image charge is induced. Far from the point charge, an additional positive
image charge is induced, such that the net charge of the conductor is the same as before the
point charge was introduced.

In the case that there are two charged conducting spheres, image charges will again play an

important role. In this case, both conducting spheres will be polarised, leading to image charges

on both spheres. This complicates calculations of the electrical force between the charges,

however the general result is the same as in the case of a single charged sphere: The image

charges will affect the magnitude and possibly the polarity of the electrical force between the

charges. Since cloud droplets have a non-negligible polarisability, the effects of image charges

need to be considered when dealing with the electrical forces between them and other particles.
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1.3.4 Cosmic Rays

The term “Cosmic Rays” refers to energetic charged particles originating from outside of the

Earth [13]. These particles are primarily composed of atomic nuclei, of which the majority

component is protons (Hydrogen nuclei) with alpha particles (Helium nuclei) forming a smaller

component, and finally HZE ions (nuclei of atoms heavier than helium) forming an even smaller

portion [14, 13]. Cosmic Rays which originate from the Sun are referred to as Solar Energetic

Particles (SEPs), while particles originating outwith the solar system are referred to as Galactic

Cosmic Rays (GCRs) [14, 138]. The term “cosmic rays” can be ambiguous as it refers both

to GCR on their own, and to GCR & SEPs collectively. For clarity, the full term of “galactic

cosmic rays” will be used whenever we are referring specifically to particles produced outwith

the solar system, and the term “cosmic rays” will describe the general case of both GCR and

SEPs.

1.3.5 Heliospheric Magnetic Field

The shape of the Sun’s magnetic field is strongly affected by the solar wind. The outflow of

material in the solar wind acts to stretch magnetic field lines away from the Sun, according to

the “frozen-in flux theorem”. Additionally, the rotation of the Sun twists the shape of these

magnetic field lines into an Archimedean spiral. Such a shape is shown in figure 1.5a. Away

from the Sun, this magnetic field is referred to as the Heliospheric Magnetic Field (HMF). The

field lines in the HMF are directed either away from or towards the Sun. At the boundary

between regions where the HMF is pointed towards and away from the Sun, there is a current

sheet, referred to as the Heliospheric Current Sheet (HCS). A diagram showing the orientation

of this current sheet boundary is shown in figure 1.5b.

The Sun’s magnetic poles switch polarity in a periodic cycle, taking „11 years for each

change. This 11 year cycle is also associated with a change in the frequency of sunspots and

space weather events. Solar maximum is described as the time with the largest number of

sunspots, and also features an increase in space weather event rates. This occurs shortly before

the change in polarity of the magnetic poles. Solar minimum describes the time with fewest

sunspots/space weather events, and occurs at the opposing point of phase as solar maximum.

There is a larger periodicity of 22 years also associated with this reversal in the sun’s magnetic

poles, since the poles need to flip polarity twice in order for the starting polarity to be recovered.

The 22 year cycle can be seen in time series of sunspot numbers, since the peaks in consecutive

solar cycles are visibly differently shaped.

1.4 Structure of Subsequent Chapters

Following this introduction of several core concepts, the next chapter, Chapter 2, is a review

of literature relevant to the investigations in this thesis. Next, in Chapter 3, the investigation

into several terrestrial point discharge sensors is discussed. Following this, in Chapter 4, the

investigation into the Venera 13 & 14 point discharge data via the construction of an electrical

model of Venus’ atmosphere is described. In Chapter 5, the investigations into the effects of

space weather events and cosmic ray variations on Venus’ atmosphere are described. Finally, in
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(a) HMF Archimedean Spiral
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(b) Current Sheet

Figure 1.5: Diagrams showcasing the strucutre of the Heliospheric Magnetic Field. (a) shows the
Archimedean spiral which the HMF field lines follow. Red and blue solid lines show magnetic
field lines pointed towards/away from the Sun (innermost black circle). Figure altered from
[141]. (b) shows how a current sheet forms between magnetic field lines of opposing polarity.
Such a current sheet separates the regions of opposing HMF polarity.

Chapter 6, the results from these investigations are discussed, with the conclusions and possible

future work discussed in Chapter 7.

There are two appendices included in this thesis. Appendix A reproduces the derivation

performed by Chalmers [32] to obtain a theoretical parameterisation for the operation of a

point discharge sensor. Appendix B describes the logarithmic electrometer circuit used in one

of the two point discharge sensors at the Reading University Atmospheric Observatory.
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Chapter 2

Literature Review

This chapter is a review of the relevant literature to this thesis. First, the field of terrestrial

atmospheric electricity will be considered. In particular, attention will be brought to the topic

of point discharge sensors, their role in the history of atmospheric electricity, and how under-

standing of their operation has evolved. In addition to this, attention will be brought to the

effects of atmospheric electricity on the Earth’s atmosphere. Next, atmospheric electricity on

other planets in our solar system will be considered. Following this is a discussion of several as-

pects of Venus. An overview of several aspects of the planet is given, with comparisons made to

Earth. Additionally, investigations of lightning and other atmospheric electricity investigations

are discussed. Finally, space weather and its effects on planetary atmospheres will be consid-

ered. Attention will be brought to the nature of cosmic rays and their impacts on planetary

atmospheres, in addition to the nature of a number of space weather events, and their impacts.

2.1 Terrestrial Atmospheric Electricity

The field of Atmospheric electricity describes a range of electrical processes occurring naturally

within Earth’s atmosphere. Through dramatic processes, such as lightning strikes, it can be said

that atmospheric electricity has been observed for all of human existence. The understanding

of these processes took place more recently, however, with the links between several of these

processes in the global atmospheric electric circuit being developed in the early 20th Century.

Details of the Global Atmospheric Electric Circuit have been discussed in Chapter 1. In

the investigations leading to the discovery of this system, the process of point discharge has

appeared in several forms. A summary of how point discharge has factored into several of these

investigations has been discussed here.

2.1.1 The role of PDCs in Atmospheric Electricity History

Point discharge has been observed for a great many years, primarily through the phenomenon

of St Elmo’s fire. In the 1st Century BCE, De Bello Africo - attributed to Julius Caesar -

described several occurrences of the phenomenon, and in the 1st Century CE, Pliny the Elder

describes his understanding of the nature of it [28, 143]. As is also the case for early lightning

observations, however, these reports do not consider the electrical nature of the point discharge
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process, instead attributing it to the work of the gods. The 18th century work of Benjamin

Franklin helped to relate the process of lightning to that of electricity, and was a fundamental

step towards our current understanding of atmospheric electricity [49]. We will consider later

investigations, from the 20th and 21st centuries, where it was well accepted that both point

discharge and lightning were electrical processes.

Throughout the early 20th Century, there was disagreement in theories of the charge struc-

ture of thunderclouds, championed by two scientists: G.C. Simpson, and C.T.R. Wilson [204].

Simpson believed that the base of thunderclouds carried a net positive charge, with negative

charge situated above this, i.e a negative dipole. This argument was driven by observations

of charged rain, where a net positive charge was observed to be brought down from the clouds

[165]. Wilson on the other hand, believed that the positive charge in thunderclouds was situated

towards the top, with negative charge beneath, i.e. a positive dipole. Throughout this dispute,

investigations involving point discharge currents played a pivotal role. Several investigations rel-

evant to this topic, featuring both naturally occuring PDC processes and the analysis of PDC

sensors will be discussed here.

The observations by Simpson on charged rain found that at the surface, the predominant

charge of rain drops from thunderclouds was positive [165]. This suggests that the lower regions

of these thunderclouds carry a net positive charge.

In 1921, Wilson reported his findings of an investigation into the electric field during lightning

strikes [205]. Wilson found that the electric field changes observed during the majority of

lightning strikes were consistent with negative charge being brought from the cloud to the Earth,

which he named a “positive discharge” [205]. Wilson made arguments in favour of thunderclouds

following a positive dipole structure, based on the relative frequency of these positive discharges.

In this report, Wilson addressed Simpson’s evidence towards a negative dipole structure from

the observations of charged rain, arguing that the arrival of positively charged rain at the Earth’s

surface did not provide evidence that the rain was positively charged as it left the cloud [205].

Wilson argued that it was possible that some of the positive ions emitted from point discharge

processes on the ground caused a reversal of the charge of the rain droplets, causing them to

be observed to be positive at the surface, despite being negatively charged at the cloud base

[wilson20]. Wilson described the leaves of trees and blades of grass as possible sources for

these point discharge currents [wilson20]. The general upwards flow of positive ions from point

discharge processes, along with the negative charges carried downwards from the cloud by the

rain would together lead to a negative charge being brought to Earth by the thundercloud.

This, along with the positive charge brought to the upper atmosphere, would then be able to

maintain the charge separation between the surface and ionosphere, which is lost via the fair

weather conduction current. These mechanisms formed the basis of Wilson’s model of the global

atmospheric electric circuit.

In 1936, Whipple and Scrase reported their results of an investigation into the point discharge

data recorded at Kew Observatory [201]. The PDC data used in this investigation was measured

using a galvonometer connected to an sharp point on the tip of a tall mast. Whipple and Scrase

analysed both the PDC response of the sensor to atmospheric conditions, as will be discussed

in section 2.1.2, and several trends recorded by the PDC sensor in a period of continuous
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observation, which will be discussed here.

Whipple and Scrase observed that there was a diurnal variation in the net outflow of positive

discharge currents from the PDC sensor. These diurnal variations were then compared against

the diurnal variation of global thunderstorm frequency. It was seen that there was a close

relationship between these two variations, which led to the conclusion that there was a physical

link between the transfer of charge to the Earth in disturbed weather and the fair weather

conduction current. The figure Whipple and Scrase used to compare these diurnal variations

has been shown in figure 2.1.

Figure 2.1: Comparison of the diurnal variation in thunderstorm occurrence with the net outflow
of point discharge from Kew Observatory. Figure taken from [201].

Whipple and Scrase further went on to compare the diurnal variation in thunderstorm area

with the PG data recorded by the ship Carnegie. This data, oft referred to as the “Carnegie

curve”, showed a diurnal variation in PG dependent on Universal Time, not the local time [68,

70]. Whipple and Scrase found that there was a good agreement between the Carnegie curve and

the global thunderstorm area, suggesting that the two were related [201]. This result helped to

confirm that disturbed weather regions on Earth were in fact linked to fair weather regions, and

has been considered an important milestone in the history of atmospheric electricity: offering

confirmation to Wilson’s theory of a global atmospheric electric circuit [68].

In order to resolve the dispute over the thundercloud charge structure, it was desired to

observe the charge structure in-situ. To obtain this data, Simpson and Scrase [167] developed

an instrument able to determine the polarity of the potential gradient as it rose through the

atmosphere attached to a balloon. This instrument was named the alti-electrograph, with the

mixed Latin and Greek roots of this word being excused as the authors wished to convey the

meaning of “height” readily in its name [167]. The device additionally took measurements of

pressure and humidity [167].

The alti-electrograph recorded the polarity of the potential gradient of the atmosphere via

observations of the PDC occurring at electrodes extending above and below the instrument

[167]. It was known that for a long conductor in an electrical field, point discharge will occur

such that a conventional current will flow into the conductor at the end where the potential

is positive, relative to the conductor, and flow out from the conductor at the end where the

11



potential is negative. As such, the alti-electrograph was constructed such that the electrodes

formed a tall vertical conductor and measurements were taken of the polarity of current flowing

through the two electrodes. These measurements could then be used to infer the polarity of PG

in the atmosphere. The polarity of current was determined by connecting both electrodes to a

piece of pole finding paper. As the current flowed between the electrodes, a deposit of prussian

blue would be built up at the anode, with no such marking at the cathode. The polarity was

able to be determined as a function of time by moving the two electrodes across the paper.

Finally, by recovering the alti-electrograph after its sounding, it was possible to compare the

polarity data against the pressure data, providing a profile of the polarity with height. Since it

was required to recover the instrumentation in order to access the data collected, a system was

designed to release the alti-electrograph instrumentation from the balloon, and have it descend

to Earth using a parachute [167]. Typically, this separation was set to occur at an altitude of

8-9km, however in some cases this separation did not occur, and measurements were taken even

higher than expected. A photograph of the alti-electrograph as shown in the report by Simpson

and Scrase has been included in figure 2.2.

Figure 2.2: Photograph of the alti-electrograph being launched. Figure taken from [167].

The alti-electrograph apparatus described here was used in a number of atmospheric sound-

ings; from July 1934 to October 1936 70 of these soundings were performed, in a range of

weather conditions. Through analysis of the typical trends in the data, it was found that the

main body of thunderclouds were negatively charged, with the upper region being positively

charged. In addition, it was found that frequently there were smaller positively charged regions

below the negative region. These findings are in agreement with our modern understanding of
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thunderstorm charge distributions, where there are two regions of net positive charge, a smaller

one at the base and larger one in the upper cloud, with a region of negative charge in between

[203]. The experimental evidence that the bulk positive charge in a thundercloud lies above

the negative charge provided confirmation of Wilson’s model of the global atmospheric elec-

tric circuit, supplying a mechanism for the charge separation between the Earth’s surface and

Ionosphere to continually be regenerated.

Simpson and Scrase showed that there was a smaller region of positive charge at the base

of thunderclouds. The findings of the positive dipole above this were well accepted, however

the discovery of this lower charge region were initially met with difficulty. In a subsequent

paper, Simpson and Robinson [166] discuss the complaints against this finding by re-analysing

the data from the original soundings, again finding evidence for this charge region. In addition

to this re-analysis, multiple additional soundings using the alti-electrograph were performed. In

all of these soundings, the lower positive charge was identified, providing strong evidence for

its existence. In these additional soundings, Simpson and Robinson additionally attempted to

determine the nature of the charge separation process creating the positive dipole, by comparing

the estimated temperature with the charge structure. Through this analysis, it was determined

that the centers of the main charge regions were both below 0°C, suggesting that processes

involving ice crystals were important to this charge separation [166].

The region of positive charge at the base of thunderclouds is responsible for the production

of the positively charged rains which were observed underneath these clouds [165]. In order to

explain the presence of positively charged rains, Wilson had made the assertion that the ions

emitted by PDC at the surface could cause a reversal of negative charges carried by the rain

drops. Given that it is now accepted that these charged rains are positive when leaving the

clouds, it is important to note that although these point discharge currents are not required to

explain the observed polarity of charged rains, the effects of naturally occurring PDCs are still

considered to be important to the flow of charge in the Global Atmospheric Electric Circuit. A

number of studies published following the discovery of the tripolar structure of thunder clouds

have drawn importance to the effects of these PDCs, with them identified as an important

method by which a net negative charge is brought to the Earth’s surface from the atmosphere

[33, 120, 88].

In addition to these investigations early in the history of the global atmospheric electric

circuit, point discharge sensors have been used in a range of other investigations, some of which

will be described here.

Following the alti-electrograph soundings of Simpson and Scrase [167], point discharge sen-

sors have been used in a number of further investigations of the electrical structure of thunder-

clouds. As mentioned previously, the alti-electrograph designed by Simpson and Scrase required

the recovery of the instrumentation in order to retrieve the collected data. A subsequent in-

vestigation by Belin [16] managed to remove this limitation by modifying a radio-sonde to take

point discharge measurements. The radio-sonde would then transmit the data to a reciever on

the surface, removing the need to recover the instrumentation.

Later, Chapman [35] used a similar (radio-sonde based) method in order to investigate the

electrical structure of thunderclouds further. Chapman used this radio-sonde instrumentation to
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investigate how the electrical structure of thunderclouds aligns to the temperature profile inside

these clouds, since virtually all previous investigations had not measured the temperature and

the electric field directly. Additionally, Chapman used these modified radiosondes to investigate

the PGs inside blizzards [36]. Through this investigation, Chapman was able to show that the

electrification in these snowstorms was not limited to the ground [36].

Recognising the value of these previous studies, Weber and Few developed a similar instru-

ment in 1978 [199]. The authors described such an instrument, using a radio-sonde modified

to take point-discharge measurements, as a “corona-sonde”. The coronasonde was described as

inexpensive, easy to use, and was able to provide quantitative information on the PG inside

electrical clouds [199]. Later, in order to ensure the accuracy of this quantitative information,

laboratory experiments were performed to understand the influence of several atmospheric pa-

rameters - such as temperature, pressure, water vapor content, and wind speed - on the recorded

point discharge currents [26]. The utility of the coronasonde instrument meant that it was used

in a number of investigations [199, 200, 27]. These investigations helped to further the under-

standing of the charge structure inside thunderclouds, as well as provide more evidence for the

presence of an electrical tripole [199, 200, 27, 203].

Atmospheric soundings using point discharge sensors are not limited to balloon based mea-

surements. On Earth, a point discharge sensor package has been used to take measurements via

rocket soundings [153]. Additionally, these sensors can be used onboard spacecraft. The Ven-

era 13 & 14 missions utilised point discharge sensors on board their “groza-2” instrumentation

package, taking electrical measurements in the atmosphere of Venus [103]. Little information is

available on the specifics of these sensors, however the principal investigator of the instrumen-

tation package, Leonid Ksanformality, confirmed during a personal communication with Lorenz

[116] that it contained a point discharge electrode. Additionally, some recent work has been

performed to attempt to infer details on the sensor design by logical considerations [173].

Point discharge sensors have some appeal as modern atmospheric electricity sensors. These

devices are typically robust and very cheap to produce since they are mechanically simple, with

no moving parts. Since these sensors are so robust, they are suitable to be used in conditions

which would normally prohibit other atmospheric electricity sensors, such as electric field mills.

This advantage is what led to the use of such a sensor onboard a rocket [153]. Another example

of this utility is given in a 2016 investigation of the electrical properties of dust devils by Lorenz

[119]. In this investigation, an instrument package was deployed in the Chihuahuan desert, and

left to collect data for over a month without maintenance [119]. It was found that the point

discharge sensors operated well over this period, allowing electrical measurements of dust devils

as they passed overhead [119].

Finally, there is an advantage to monitoring when the process of point discharge is present.

At the Reading University Atmospheric Observatory (RUAO) in 2016, some anomalous wind

speed recordings were made by several anemometers [25]. The source of these anomalies was

able to be identified when the data was compared against point discharge readings, also made at

the field site. During the times of the anomalous readings, large amounts of point discharge were

being observed. This led to the conclusion that the anomalous readings were actually caused

by point discharge currents interacting with the data logger system, rather than corresponding
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to actual data.

In order to utilise PDC sensors effectively as atmospheric electricity instruments, it is im-

portant to understand the dependence of the measured current on the atmospheric conditions.

Several attempts in the literature to parameterise these sensors will be discussed in the subse-

quent section.

2.1.2 Parameterising PDC Sensors

It has long been desired to have a relation between the current recorded by a PDC sensor,

and the properties of the electrical environment of the sensor. Several attempts have been

made throughout the literature to parameterise these sensors in such a way. Oftentimes, both

the potential of the PDC sensor, V , and the PG of the atmosphere, F , are used in these

parameterisations. Assuming that the PG is constant with height between the point and ground,

it is expected that these two quantities should be related to the height of the sensor above the

ground, h, via:

F “ V {h (2.1)

For consistency, we will only use the PG in our reproductions of these parameterisations,

with terms dependent on the potential converted into PG.

It was also found that many parameterisations were dependent on the minimum PG requried

for the point discharge process to occur. In the equations reproduced here, this quantity will

be given by the symbol M .

An early attempt to parameterise a PDC sensor was performed by Whipple and Scrase

[201]. This investigation involved analysis of PDC data recorded at Kew Observatory, against

PG data. Figure 6 from Whipple and Scrase’s paper has been reproduced here in figure 2.3,

showing the PDC data against the PG data.

Figure 2.3: PDC vs PG data recorded at Kew Observatory. Figure taken from [201].
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From this empirical investigation, a power law relationship between the PG and PDC was

identified. This took the form:

I “ apF 2 ´M2q (2.2)

where a is some constant [201].

Later, Chalmers [30] derived this relationship from theoretical considerations. For this

derivation, it was assumed that the point discharge process was limited by the build up of

space charges, and that these charges were removed from the vicinity of the sharp point by

electrical forces alone.

Chalmers’ 1952 derivation made the assumption that wind had a negligible effect on the

point discharge process. Note that the literature makes the point that this assumption is not

the same as the assumption that the wind speed itself is negligible; the effects of the wind speed

on the space charge could also be assumed to be negligible if we are dealing with several PDC

sources close together [30, 94]. In this case, as the ions forming the space charge are removed

from the vicinity of a given point, the ions from another point’s space charge move to replace

them. As such, the wind speed does not act to greatly reduce the space charge around a given

point.

In the cases where the wind speed is not able to be neglected, the dependence of this

parameter on the PDC process is uncertain. Several studies have investigated this relationship,

and arrived at various parameterisations for PDC sensors:

In 1955, via theoretical considerations, Chalmers and Mapleton [34] derived an equation for

the parameterisation of PDC from an isolated point. This was given by:

I “ aphF qbW c (2.3)

where h is the height of the point above ground, and a, b, c are constants (with theory

providing b ` c “ 2). Note that it was identified at the time that since there is no term

dependent on M , the minimum PG for PDC to occur, as there is in equation 2.2, then this

equation will only be approximately accurate, and will diverge from observations at low PGs.

To verify the theoretical equation, Chalmers and Mapleton investigated the PDC detected by a

a captive balloon. The data found from this investigation reinforced that the form of equation

derived was a valid one.

Several subsequent reports, by a number of authors, cite a report by Chapman [35], crediting

it with the form of an additional PDC parameterisation. The present author has been unable

to find any extant copy of this report, so is limited in what can be discussed on the report. It

would be remiss, however, to skip over it completely, due to the the important role that this

parameterisation appears to have played in the development of others. The parameteristation

given by Chapman is of the form:

I “ apF ´Mqvion (2.4)

where vion is the velocity of ions away from the point, either from wind or electric field,

depending on the atmospheric conditions.
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In 1957 Large and Pierce [108], and Kirkman and Chalmers [94] reported the results from

2 investigations into these sensors. Kirkman and Chalmers’ experimental approach involved

measuring the PDC at the top of a tall mast, along with the PG and wind speed. The data

collected was divided into bins according to wind speed, allowing the effects of wind speed

and PG to be investigated separately. It was found that the PDC was dependent on the PG

according to:

I “ apF ´Mq (2.5)

with the constant a changing across wind speed bins. It was found that there was a linear

relationship between the wind speed and the value of a, such that the overall behaviour of the

PDC sensor could be described by:

I “ bpW ` cqpF ´Mq (2.6)

The investigation by Large and Pierce [108] took a different approach, with the PDC deployed

in the free atmosphere, able to be affected by varying wind speeds, but with an artifical electric

field present. This allowed the potential of the point to be regulated, allowing a range of PGs

to be investigated during otherwise fair weather.

During low wind conditions, Large and Pierce found that the PDC was given by:

I “ apF ´MqF (2.7)

i.e., it was independent of the wind speed. At larger wind speeds, it was found that there

was a linear relationship between the wind speed and the PDC, as was found by Kirkman and

Chalmers [94].

Large and Pierce compared the data collected from their investigation against equation 2.4.

From a suggestion from J.A. Chalmers, it was assumed that the ion velocity was given by a

vector addition of the horizontal wind speed, and some vertical term proportional to the PG -

describing the ion drift velocity. So, the term vion in equation 2.4 is given by:

vion 9 pW 2 ` bF 2q1{2 (2.8)

for some constant b.

Equation 2.4 would then be given by:

I “ apF ´MqpW 2 ` bF 2q1{2 (2.9)

Large and Pierce found that this equation represented the data well.

Following the investigation by Large and Pierce [108], Chalmers [31] investigated the data

from several of these previous investigations, attempting to see if an equation of the form of

that in equation 2.4 would fit the data. Data from the investigations of Chalmers and Mapleton

[34], Kirkman and Chalmers [94], Large and Pierce [108], and Chapman [35] were investigated.

It was found that for each of these datasets, it was required to adjust the parameters a, b, and

M , however in all cases, a good fit to equation 2.9 was found. As such, it was accepted that
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equation 2.9 provided a good parameterisation of PDC sensors, but theory was required in order

to understand the meaning of the parameters a, and b.

Chalmers later derived the form of equation 2.9 from theoretical considerations [32]. To

derive this equation, two limiting cases were considered, depending on the wind speed relative

to the drift velocity of ions in the atmospheric PG. The results from these two limiting cases

were then combined, to provide equation 2.9. Since this equation was arrived at via theoretical

considerations, it was possible to provide meaning to the constants a, b. According to theory,

these should be given by:

a “ 2πϵh (2.10)

where ϵ is the permittivity of air and h is the height of the point above ground, and:

b “ µ2 (2.11)

where µ is the ion mobility. This derivation allows two of the parameters in equation 2.4 to

be predicted by theory. These values are not in exact agreement with those found from other

investigations, however.

There are a number of assumptions made in the parameterisations discussed throughout

this section. Lab based investigations of the corona discharge process have shown that it is

dependent on properties such as the temperature, gas pressure, and atmospheric composition

[63, 19]. Typically, at the surface of Earth, there is not a severe change in these properties,

however care has to be taken when applying these results in general.

2.1.3 Electrical Effects on the Atmosphere

There are a number of mechanisms by which electric charges and electrical processes can affect

the Earth’s atmosphere. Several of these mechanisms will be discussed here, in turn.

Lightning is perhaps the most drastic and obvious natural electrical process in Earth’s at-

mosphere. This phenomenon has impacts across a wide range of fields. An obvious impact is

the threat to human life caused by lightning strikes [210]. The injury and fatality rates in the

caused by lightning strikes in the USA are recorded by NOAA; a report of these rates between

1959 and 1994 showed over 3,000 fatalities and almost 10,000 injuries in this time period [39].

This report described lightning as “the most constant and widespread threat to people and

property during the thunderstorm season” [39]. The frequency of lightning strikes in the future

is likely to be influenced by the effects of climate change. Currently there is research suggesting

that increased temperatures could cause either an increase or a decrease in the global lightning

rate [144, 66, 46, 90]. If the rate of lightning strikes does increase, then it follows that the rate

of injuries caused by the hazard of lightning will become more frequent as time goes on.

Lightning strikes can additionally have impacts on atmospheric chemistry [122]. The con-

ditions inside the plasma channel of a lightning strike are very high energy, allowing a range

of chemical processes to occur [122]. These processes can lead to the creation of a several im-

portant chemical species, such as nitrogen oxides and ozone [122]. Additionally, it has been

considered that lightning chemistry may have been important to the production of important
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chemical species in the early Earth, and as such the process of lightning is considered to be a

key process in the origin of life on Earth [131, 82]. The enabling of additional chemical processes

from atmospheric electricity is not restricted to lightning phenomena; point discharge currents

are additionally able to allow other chemical processes to occur. This is often noted in the

production of ozone, however it can also allow nitrogen oxides to be produced [10, 151].

Point discharge may also affect populations of airborne particulate matter: The atmospheric

ions produced from the point discharge process can reduce the concentration of particulate

matter in the atmosphere [92].

Particles, aerosols, and droplets in Earth’s atmosphere will be affected by the presence of

electric charge. These charges can originate from a number of processes. As mentioned previ-

ously, point discharge can be a source for atmospheric ions. Additionally, ionisation throughout

the atmosphere can occur from cosmic ray interactions which produce a large number of positive

and negative ions [158, 190]. Atmospheric ions can also be produced from radioactive decay

[158]. This is typically more prevalent near the surface, where radon concentrations are larger

[158]. Atmospheric ions can become attached to aerosols in the atmosphere through processes

of ion-aerosol attachment [190].

The charge separation in thunderstorms is described to occur via a two step process [149,

121]: First individual particles become charged. Next, there is a spatial separation of the

particles charged to different polarities. The method of charging for the individual particles has

previously been unclear, however there is now a growing consensus that it occurs due to collisions

between graupel and ice crystals [149]. These collisions lead to an exchange of charge between

the graupel and ice crystals, which then become separated spatially due to their differing sizes.

An additional charging mechanism for particles in Earth’s atmosphere is tribocharging [78].

This is a collisional process between particles, where differences in composition or particle size

will lead to an exchange of charge. The process of tribocharging is important to the electrical

charging of dust clouds [119, 78].

Finally, the presence of a global atmospheric electric circuit can also lead to droplets at cloud

edges acquiring an increased amount of charge [135, 74, 212, 186]. This effect is driven by the fact

that the conductivity inside clouds is significantly lower than the conductivity outside a cloud

[135, 212, 186]. The reason for this change in conductivity is the attachment of highly mobile ions

to cloud droplets, reducing the mobility of the ions [135, 212, 74]. This reduction in mobility

leads to a reduction in atmospheric conductivity. As discussed in chapter 1, in fair weather

conditions there is a vertical current flow between the ionosphere and surface of Earth, referred

to as the fair weather conduction current. Naturally, if electrically active clouds are present

then the conditions are not considered to be fair weather, however stratus clouds can be present

in fair weather conditions [135, 74]. If there is broken cloud cover, then the vertical conduction

current will flow along the path of least resistance, around the low conductivity clouds [135]. In

the case where there is continuous cloud coverage, however, the current is forced to flow through

the cloud [135]. This has been shown via analysis of the magnitude of the fair weather current

density in different cloud conditions, and during fog [135, 18]. These investigations have shown

that although the conductivity of the atmosphere varies in these conditions, the conduction

current remains approximately constant. The flow of current through resistive clouds leads to
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space charge effects at the edges of the cloud.

The space charge at the cloud edges can be described via considerations of Gauss’ law and

Ohm’s Law [212, 74]. Gauss’ law provides:

∇ ¨ E “
ρ

ϵ0
(2.12)

for electric field, E, charge density, ρ, and permittivity of free space, ϵ0. Ohm’s law allows

the electric field to related to the current density, J, via:

J “ σE (2.13)

We consider the current density as that of the fair weather conduction current, i.e.:

J “ ´Jcẑ (2.14)

where ẑ is a radial unit vector pointed outward from the Earth. Combining equations 2.12,

2.13, and 2.14, we can obtain an equation for the charge density in the atmosphere:

ρ “ ´ϵ0Jc
d

dz

ˆ

1

σ

˙

(2.15)

where z is the distance from the surface of the Earth, in the direction of ẑ, i.e. the altitude. At

the lower edge of the clouds, the resistivity - given by 1/σ - increases with altitude, z. Thus, from

equation 2.15, it can be seen that a negative space charge should be present. Similarly, at the

upper edge of the clouds, the resistivity decreases with increasing altitude. Again, considering

equation 2.15, it can be seen that a positive space charge should be present. These space charges

are illustrated in figure 2.15.

σCloud

σClear

σClear
JC

JC

+ + + + + + + +

- - - - - - - -

Ionosphere

Surface

Figure 2.4: Schematic diagram of how the fair weather conduction current leads to cloud edge
charging. Figure reproduced from [71].

Several studies have compared the space charges described by equation 2.15 against observa-

tions at the cloud edges. Zhou and Tinsley [212] constructed an ionisation model to investigate

this, finding average droplet charges of 50-100 elementary charges; these results were shown to

be in agreement with previous observations [212, 15]. Nicoll and Harrison [137] investigated the
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charge densities at cloud edges using a balloon based charge sensor. This investigation found

a general agreement between the observations and the theoretical predictions, however some

local variability was also observed [137]. It was thus concluded that dynamical processes, such

as turbulence and updraughts, play an important role in mixing the space charges within the

clouds [137].

The presence of electric charges can affect the stability and growth of cloud particles. The

growth of cloud droplets is affected by the evaporation/condensation of vapor, and collisions

with other droplets, both of which are affected by the presence of electric charges. The effects

of charge on these processes will be discussed here.

As a cloud droplet moves through the atmosphere, it will collide with a number of particles.

The collisional efficiency of the cloud droplet is determined by the fraction of particles in the

cylinder swept out by this droplet which collide with the droplet [187]. This collisional efficiency

is given by the equation:

ηCollision “
y2c

pa1 ` a2q2
(2.16)

where a1, a2 are the radii of the droplet and particle, and yc is the maximum initial horizontal

offset of the particle from the droplet which will lead to a collision [145, 189]. These parameters

are shown in figure 2.5. The collision efficiency of a droplet will typically be less than 1, since

the flow of air around the droplet will carry particles around it, without resulting in collisions

[145]; this effect is also shown in figure 2.5.

Figure 2.5: Schematic diagram of a collision between a particle and droplet. Grey arrows show
the streamlines of air flowing past the droplet. The radius of the droplet and particle are given
by a1, a2 respectively, while the initial horizontal offset of the droplet from the particle is given
by yc. Figure modified from [74].

Several investigations have modelled the effect that that electrical forces can have on the
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collision efficiency of droplets. In this modelling, two scenarios are often used: the case where a

charged sphere is interacting with a point charge, and where two charged spheres are interacting.

In a study by Semonin and Plumlee [162], the collection efficiencies of the collisions between a

droplet and particle were calculated, for differing charges on the droplet and particle, and for

varying background electric fields. This investigation did not consider the effect of image charges

in determinations of the electric forces, and as such found that when there was no background

electric field, the collection efficiency was decreased when the droplet and particle were charged

with the same polarity.

Later, Grover and Beard [57] investigated the effects on collision efficiency in two regimes;

firstly, the charges on the droplet and particle were considered to be point charges in the centre

of the objects, and next they were considered to be conducting spheres, with the effects of image

charges included. This was performed to investigate under what conditions the assumption of

point charges would be valid. It was found that as the Reynolds number decreases, the effects

of electric forces will become more important than the fluid flow, and cause the differences

between the “point charges” and “conducting spheres” descriptions to be larger. Grover and

Beard found that the collision efficiency was significantly improved for droplets and particles

with opposing charges.

Many further investigations have studied the collision efficiencies including the effects of

image charges. An investigation by Tinsley et al. [187], calculated the collection efficiency of

a droplet collecting aerosol particles, with varying charge on the two particles. This investi-

gation found that the collection efficiency was able to be greatly increased by the presence of

charge. This increase in efficiency was named “electroscavenging” by the authors. Importantly,

Tinsley et al. found that this increase in collection efficiency occurred even if the charges on

the droplet and aerosol were the same polarity; showing the importance of these image charges.

A subsequent investigation by Tripathi and Harrison [189], found similar evidence of this elec-

troscavenging. This study additionally showed that the charge on the droplet was unimportant,

since the attractive force between the droplet and aerosol was due to the image charges induced

in the droplet [189].

The process of electroscavenging can have important implications for weather modification

[93]. Rain enhancement has been used in certain situations, where there is a need for greater

rainfall. Additionally, in many situations, the presence of fog can be a hazard, so it is desired

to have a method to clear this fog from particular locations. Electroscavenging can be used to

achieve both of these goals. At larger droplet sizes, the main growth mechanism is via collisions.

As such, if electrical charges can be introduced to these droplets, their growth rate would be

increased. This would result in an increase in the number of rain droplets which are produced,

leading to an increased rainfall rate. In fog, the low visibility is caused by a large concentration

of small droplets. By encouraging collisions with these droplets, the concentration of small

droplets would decrease - leading to an increased visibility.

The viability of using electroscavenging to achieve these goals has been investigated. Khain

et al. [93] produced a numerical model to determine if charging some of the droplets in fog/clouds

would have beneficial results. This modelling approach found that the collision rate was greatly

increased in these conditions, and showed that electroscavenging could be beneficial for these
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purposes [93].

In addition to the enhancement of collision rates, the presence of electrical charges can

affect the microphysics of individual droplets. We will discuss two methods which increase and

decrease the stability of these droplets.

The condensation of vapor onto a droplet (or the evaporation of vapor from a droplet) is

described by Köhler theory [4]. Köhler theory allows the critical supersaturation of vapor which

would cause a droplet to become activated to be calculated [4]. This critical value is important,

since it defines the supersaturation which will lead to the onset of droplet growth. For charged

droplets, the repulsive electrostatic force between like charges leads to a decrease in the pressure

of the droplet [4]. The net result of this is that the critical supersaturation of the droplet is

decreased, meaning that droplet activation can occur at lower vapor supersaturations, and that

evaporation of vapor from the droplet is inhibited [4, 145]. This is named the Rayleigh effect

[4]. Several investigations have investigated the Rayleigh effect on Earth’s clouds, concluding

that it is able to have a significant impact on the cloud microphysics, particularly when the

dissolved salt concentration of the droplet is low [71, 74].

Although the repulsive electrostatic force acts to increase the stability of droplets, if a critical

charge is reached then these electrostatic forces may rip the droplet apart. This process has

often been referred to as “Rayleigh explosions”, following Lord Rayleigh’s 1982 investigation

[150]. In this work, Rayleigh derived a critical minimum radius for a droplet carrying a charge,

Q; under this radius, the droplet would be ripped apart by the electrostatic forces. The critical

radius was given by:

a3r “
Q2

64πϵ0γT
(2.17)

where ϵ0 is the permitivity of free space, and γT is the surface tension.

A number of investigations have been performed to investigate this Rayleigh explosion pro-

cess. Attempts have been made to to capture images of the droplet fission [2]. Additionally,

the charge of droplets undergoing Rayligh explosions has been investigated. Investigations per-

formed by Gomez and Tang [54] and Davis and Bridges [40] found that the break up of droplets

frequently occured at droplet charges smaller than the Rayleigh limit.

The effects of electric charge on droplet lifetime were investigated by Airey et al [3]. This

investigation compared the enhancement of a droplet’s lifetime by the Rayleigh effect inhibiting

evaporation to the reduction of its lifetime from these Rayleigh explosions. Overall, Airey et al.

concluded that the presence of large amounts of charge acted to reduce the droplet lifetimes,

through these Rayleigh explosions [3].

The effects of atmospheric electricity on the atmosphere are clearly varied. It should be

clear from these effects that understanding the nature of electrification in a planet’s atmosphere

is of significant importance. Particularly, atmospheric electricity can have varied effects on the

microphysics of droplets both in clouds, and in other regions, such as fogs.
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2.2 Planetary Atmospheric Electricity

So far, we have only considered studies of atmospheric electricity on Earth. Electrical effects

are present in the atmospheres of other planets in our solar system. The field of “planetary

atmospheric electricity” describes such effects.

More is known about some of these electrical processes than others. The ubiquitous nature

of cosmic rays means that for all planetary atmospheres there will be ionisation to some extent.

The amount of ionisation will vary, however, with the magnetic field strength, atmospheric

density, and presence or absence of radioisotopes being important factors.

Lightning observations have been made on other planets in our solar systems for many years

now [6]. The Voyager missions led to observations of lightning on all of the Jovian planets, via a

number of instruments [154]. The observations of lightning here ranged from optical detections,

to radio detections, and to the observation of whistler waves [154, 6]. These initial observations

of lightning have been confirmed by subsequent investigations, with the Gallileo spacecraft

observing lightning on Jupiter and the Cassini spacecraft observing lightning on Saturn [111,

47, 6].

As of yet, lightning has not been observed in Mars’ atmosphere, however it is believed to be

likely that this process is present there [6, 5]. On Earth, dust devils produce large electric fields,

however these fields do not exceed the breakdown field required for lightning [6, 5]. On Mars,

the low atmospheric pressure causes a reduction in this breakdown field, and so it is believed

that the electric fields created by these dust devils would be sufficient to allow lightning to occur

[6, 5, 44].

There have been a number of investigations of lightning on Venus, however there has been

no conclusive evidence either for or against the presence of lightning on the planet. Several of

these investigations into Venusian lightning are discussed in section 2.3.2.

2.2.1 Extra-Terrestrial Global Atmospheric Electric Circuits

It has been proposed that the concept of a global atmospheric electric circuit may not be unique

to Earth, and these systems may also be present on other planets [5, 44]. Several considerations

have been made for the requirements of such a system to exist. It has been stated that the

minimum requirements would include a conductive ionosphere and surface, a charge generation

region, and mobile charge carriers in the atmosphere [5, 44].

The presence of such a system has been investigated for the atmosphere of Mars [45, 41].

It is believed that such a system would be analogous but different to the global atmospheric

electric circuit on Earth [45, 41]. Dust storms would create a potential difference between the

ionosphere and surface of Mars, much like thunderclouds do on Earth [45]. Again, fair weather

regions would complete this circuit, with a vertical conduction current between the ionosphere

and surface [45].

The difference between the charging mechanism on Mars versus Earth leads to several differ-

ences between the two systems [45]. On Mars, the dust storms believed to be charge generation

regions have a strong seasonal dependence [45]. Global dust storms only exist for part of the

Martian year, meaning that at other times, the charge generation will occur as a result of smaller
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dust devil systems [45]. These dust devils would result in a lower amount of charge separation

than the global storms, and so a lower potential difference between the ionosphere and surface,

and a weaker fair weather conduction current [45].

Additionally, the polarity of the Martian global atmospheric electric circuit is believed to

differ from Earth’s circuit. As has been discussed previously, thunderstorms on Earth predom-

inantly have a positive dipole; meaning that there is a large positive charge towards the cloud

top, with negative charge towards the base [167]. The polarity of this dipole leads to the surface

of Earth gaining a net negative charge with respect to the ionosphere. Based on terrestrial

understanding, it is believed that the charge generation in Martian dust storms is driven by

the process of tribocharging [5, 69]. This process occurs where the collisions of particles with

different properties (e.g. size and material) causes an exchange of charge between them [69].

Laboratory studies of the triboelectrification of dust have shown that typically heavier dust

grains will acquire a positive charge, while smaller grains acquire a negative charge [45, 69].

It is additionally believed that the convective nature of the dust storms will lead to a vertical

separation between particles of different mass; lighter, negatively charged particles will be lofted

higher than heavier, positively charged particles [45, 69]. The combined effects of the charging

process and separation of particle sizes leads to a separation of charge in the dust storms, which

is expected to produce a negative dipole in these storms [45]. Note that this dipole is of the

opposite polarity to the dipole on Earth, and as such it is expected that the charge separation

between surface and ionosphere will also be opposite to that on Earth [45]. So, the polarity of

the vertical electric field and the fair weather conduction current are expected to be inverted

in the proposed Martian global atmospheric electric circuit, when compared to the Terrestrial

circuit.

Venus has been considered as another planet which may house an extra-terrestrial global

atmospheric electric circuit [5]. The following section discusses various comparisons between

Venus and the Earth, including a discussion of the atmospheric electric environment of Venus.

2.3 Venus

Venus has oft been described as a “sister” or ‘twin” planet to Earth [86]. In this section, we

describe several aspects of the planet and atmosphere, and draw comparisons between these

properties and those of Earth. Additionally, several attempts to observe lightning in Venus’

atmosphere are discussed in section 2.3.2, and an overview of further atmospheric electricity

investigations in Venus’ atmosphere is given in section 2.3.3.

2.3.1 Overview and Comparison with Earth

Global Properties

The mean distance between the Earth and the Sun is „150Gm, often stated simply as 1AU [86].

Venus is located closer to the Sun than Earth, at a mean distance of „0.72AU [86]. This close

proximity to the Sun has a number of impacts, such as a different charged particle environment

(discussed in section 2.4.2), and a greater incident solar energy flux. As is described by Kepler’s

third law of planetary motion, Venus’ closer orbit to the Sun leads to a shorter orbital period
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than on Earth, with a Venusian year taking only 224.7 Earth days [86]. Conversely a sidereal

day on Venus takes significantly longer than on Earth, at „243 days [86]. In addition, this is a

retrograde rotation, meaning that it is in the opposing direction to that of Earth. Venus is the

only planet in our solar system to rotate in such a way. The mass of Venus is comparable to

that of Earth, with Venus having a mass of 4.87ˆ1024kg compared to Earth’s 5.98ˆ1024kg.

It is also important to note that unlike the Earth, Venus has no intrinsic magnetic field [86].

The impacts of this difference on incident charged particles will be discussed in the section 2.4.2.

Images of the Earth and Venus taken from space have been shown in figure 2.6.

(a) Earth-Moon System (b) Venus

Figure 2.6: Images of the Earth-Moon system (a) and Venus (b) taken by the Mariner 10
spacecraft. Note that the two images do not show the same scale. Images taken from [126].

Atmospheric Properties

The temperatures at the surface of the Earth vary greatly with factors such as the latitude,

season, and local solar time, in addition to the current weather conditions. From reanalysis

data, the global mean temperature at surface of the Earth is calculated to be 287-289K, however

these temperatures can range greatly across the surface at any given time [164]. The surface

pressure on Earth additionally varies with the weather conditions, however the mean sea level

pressure is stated to be 101.3 kPa [128].

Relative to the surface temperatures on Earth, the surface of Venus is extremely hot, with

an average temperature of 760K. Latitudinal variations in the temperature of the surface are

not well constrained by in-situ observations [86, 24]. From the in-situ data available, and

from infrared observations made by the Akatsuki spacecraft, it is believed that the latitudinal

variation is of the order of magnitude of 1K [86, 24, 170]. Additionally, there is virtually no

diurnal variation in temperature at the surface, with any longitudinal variations driven primarily

by lithospheric mechanisms [86, 170]. The pressure at the surface of Venus is also significantly

greater than on Earth, with pressures reaching 9 MPa [24, 179]. These high pressures, along
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with the runaway greenhouse effect in Venus’ atmosphere, are responsible for the Very high

surface temperatures [179].

The atmosphere of Earth is divided into a number of layers according to the temperature

[11]. These include the troposphere, stratosphere, mesosphere, and thermosphere [11]. In the

troposphere and mesosphere, atmospheric temperature decreases with increasing height, while

in the mesosphere and thermosphere the temperature increases.

On Venus, the atmosphere is typically considered in three layers; the lower atmosphere (ex-

tending from the surface to the cloud tops), the middle atmosphere (extending from the cloud

tops to „100km) and the upper atmosphere (extending upwards of „100km) [86]. By anal-

ogy with Earth, these layers are often named the troposphere, mesosphere, and thermosphere

respectively, however they do not share the same temperature characteristics as on Earth [179].

Direct comparisons can be made between the temperature/pressure profiles of Earth and

Venus. In figure 2.7, atmospheric profiles of temperature with varying pressure have been

shown for both planets.

Figure 2.7: Profiles of temperature with pressure for the atmospheres of the Earth and Venus.
The surface of the Earth is indicated on the figure. Figure taken from [178]

From figure 2.7 the extreme conditions on the Surface of Venus can be seen, as the profile

reaches far greater temperatures and pressures than for Earth. During the overlapping pressure

range of the profiles, however, there is a reasonable agreement between the two temperature

profiles [178, 179]. The higher temperatures on Earth near to the 1mb level are due to the

absorption of UV sunlight in the Earth’s ozone layer, which does not have a Venusian analogue

[178, 179].

The atmosphere on Earth is primarily composed of a mixture of Nitrogen („78%) and oxygen

(„21%) with trace amounts of other gases [11]. On Venus, the atmosphere is primarily carbon

dioxide („96%) with a small amount of nitrogen („3%) and trace amounts of other gases [179].

It is interesting to note that the total abundance of nitrogen in both planets atmospheres’ is

broadly similar, however the very high amount of CO2 in Venus’ causes the relative abundance

to be significantly lesser [179].

Finally, we note that the atmosphere of Venus undergoes “super-rotation”; i.e. the atmo-

27



sphere rotates faster than the surface of the planet [86, 179]. At an altitude of 10km, typical

wind speeds are „ 10m/s [86]. These speeds increase with altitude, with speeds at the cloud

tops reaching over 100 m/s [86, 179]. This corresponds to a rotation period of „4 Earth days

(compare with the 243 days for the surface to rotate) [86, 179]. Above the cloud layer, the wind

speeds gradually decrease with altitude.

Clouds

Clouds on Earth are formed of droplets of water. These clouds can be highly variable with time,

forming and dissipating readily [128]. In addition, the vertical extent of clouds can be highly

variable, varying from tens of metres to the entire height of the troposphere [128]. The clouds

on Earth take a number of forms; ranging from highly electrically active cumulonimbus, to high

altitude altostratus clouds, and to wispy cirrus clouds [11].

In contrast, Venus is perpetually shrouded by a thick layer of clouds [188]. These clouds

are most easily compared with the stratiform clouds on Earth, however differ in the size of

particles present [86]. The size distribution of the cloud particles on Venus is considered to be

multimodal, with either two or three size modes [86, 188]. These particle sizes are significantly

smaller than those of terrestrial clouds, and are more often compared with the aerosols/hazes

present on Earth [86, 188]. The clouds on Venus are very tenuous compared to Earth’s, which,

combined with the low particle size, means that the optical density of Venus’ clouds is relatively

low [86]. The clouds have a very high optical depth, however, obscuring the surface from outside

observation, due to the very large physical extent of the clouds [86]. The main cloud layer on

Venus spans between „45 and „70km, and is often divided into an upper, middle, and lower

cloud layer [86, 188]. The exact composition of the cloud droplets is unknown, however it has

been observed that sulphuric acid droplets form a major component [86, 188]. In addition to

this main cloud deck, haze layers have been observed above and below the cloud layers. Since

they are located above the optically thick cloud layer, the upper hazes are able to be observed

ex-situ [86]. The upper haze region spans from the cloud tops at 70km to „ 90km [86, 188].

Since the lower haze lies beneath the optically thick cloud layer, they have only been able

to be observed by a limited number of in-situ investigations [86]. From spectrophotometric

observations, it has been identified that there is a haze layer spanning from the lower clouds

at „45km to „ 30km [86]. The limited observations of this lower haze appear to suggest that

this haze is variable, with some evidence found for aerosols down to an altitude of 10km [86,

148]. Spectrophotometric observations from Venera 13 and 14 additionally found a structure

at „ 2km which was interpreted to be a further haze layer [56]. The nephelometer instruments

onboard the four Pioneer Venus probes were used to investigate the clouds of Venus [147]. These

nephelometer instruments have made some observations of the sub-cloud haze. A prominent

feature was present in the data from two of these probes, at an altitude of „6km [147]. The

cloud particle size spectrometer onboard the Pioneer Venus “sounder” probe has also been used

to search for sub-cloud haze [98]. This instrument found evidence for a haze layer spanning

down to 30km [98].

On Earth, lightning has commonly been observed from the clouds [125]. Additionally, light-

ning has been observed during volcanic eruptions [125]. On Venus, there is great debate sur-
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rounding the presence of lightning of any form in the atmosphere [117]. This topic is further

discussed in section 2.3.2.

Recently, interest has been brought to Venus’ clouds, through suggestions that they may

harbour life [55]. This is a controversial claim, however it does show that further understanding

of the clouds on Venus is required.

Surface and Subsurface

The optically thick clouds of Venus conceal the surface from view by ex-situ optical measure-

ments [86, 24, 179]. As such, the conditions on the surface of the planet have been obscured

for a great many years, and even now still pose a challenge to investigate [86, 179]. For a

great many years, the conditions on the surface of Venus were a complete mystery, however it

is known now that the surface of Venus is very hot, dry, and rocky [86, 179]. The most obvious

difference between the surface of Venus and that of Earth is the lack of liquid oceans. On Earth,

approximately „70% of the surface is covered in liquid water, with no analagous feature on

Venus [179].

Very few images of the Venusian surface have been taken from in-situ spacecraft. The only

spacecraft missions to have achieved such a feat are Venera 9, 10, 13, and 14. Several of the

images taken from Venus’ surface are shown in figure 2.8. Following a reprocessing of the Venera

images, Ksanformality [104] reported the presence of several objects appearing in the images.

These objects were initially interpreted to potentially be Venusian flora and fauna, with names

such as “scorpion” and “mushroom” given to them [104, 106]. Later investigation has found

alternate explanations for these objects, with many explained as being image artefacts [133].

(a) Venera 9 (b) Venera 13

Figure 2.8: Images of Venus’ surface taken by the Venera 9 (a) and Venera 13 (b) spacecraft.
Images taken from [106].

As on Earth, there is evidence of volcanism on Venus [24, 179]. It is estimated that over

one million such volcanoes exist across Venus’ surface [179]. Unlike for Earth, however, these

volcanoes are not organised into linear chains along tectonic plate boundaries [24, 179]. This

difference in volcano clustering is interpreted as being evidence that plate tectonic processes do

not currently occur on Venus [24].

The “rock cycle” of a planet is commonly investigated in planetary geology [86]. This cycle

considers the balance between fresh rocks being supplied to the surface by volcanic and tectonic

processes, and the destruction of these rocks via processes such as erosion and transportation
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[86]. It has been reported that the rock cycles of the Earth and Venus vary substantially [86];

the processes driving chemical weathering of these rocks on Venus are significantly different than

those on Earth due to the high temperatures and lack of surface water [86, 53]. Meanwhile, the

low surface winds and lack of freeze-thaw effects mean that the effects of mechanical weathering

also differ greatly on Venus.

The surface of Earth is conductive relative to the atmosphere. Note that this conductive

surface with respect to the atmosphere is essential for the global atmospheric electric circuit

(described in section 1.3.1) to be formed [158]. On Venus, there is uncertainly in the composition

of the surface, however radar studies have made estimates of this [5, 86]. Based on these

investigations, it would appear that the surface of Venus is more conductive than its atmosphere,

as is the case for Earth [5]. In addition, it is believed that there may be deposits of heavy metals

on the surface, which would increase the conductivity further [5].

2.3.2 Venus Lightning

The presence or absence of lightning on Venus has been a very contentious subject [117]. There

are a number of investigations which claim to have detected lightning, however none of these

have been widely accepted as proof of lightning in the planet’s atmosphere. Additionally, several

investigations which attempted to observe lightning on Venus have been unable to detect any

evidence of it. A number of investigations into observations of lightning on Venus are considered

here.

The first optical detections of lightning on Venus occurred via the Venera 9 mission [24].

This spacecraft, along with its twin craft Venera 10, carried spectrometers with a wide field of

view [99]. While observing the nightside of Venus, the instrument onboard Venera 9 appeared

to detect optical signals of lightning [117]. Krasnopolsky [100] reports that the optical spectrum

detected was not significantly affected by Rayleigh extinction, so it could not have been emitted

from the lowest 20km of the atmosphere. This rules out volcanism as the lightning source

of these detections [100]. The detections of lightning from Venera 9 have been disputed; the

Venera 10 spacecraft was unable to detect lightning emission as Venera 9 did, however a similar

observation was made “off-disk” [117]. This observation was interpreted to be of the dust trail

of a comet, however Lorenz [117] suggests that both this observation, and the Venera 9 lightning

observation, may be caused by some spacecraft effect.

To refine the search for optical signatures of lightning, predictions have been made for the

emission spectrum of such a process in Venus’ atmosphere [21]. In 1983, Borucki et al. [21]

published their findings on the spectrum of a laboratory simulation of Venusian lightning strikes.

This investigation used a spark-gap to simulate the effects of lightning [21]. It was later reported

that this experimental method caused a contamination of the recorded spectrum, as emission

from the spark gap electrodes affected the recorded radiation [22]. A further study by Borucki

et al. [22] in 1985 considered the spectra from laser induced plasmas in several gas mixtures,

allowing the lightning spectra in different planetary atmospheres to be investigated. It was

found that this experimental method was able to describe the terrestrial lightning spectrum

well, and predictions were made for the lightning spectrum on Venus [22].

Attempts have been made to observe Venusian lightning from the surface of Earth [117]. In
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particular, we draw attention to an investigation by Hansell et al. [64]. This investigation made

use of the 153 cm telescope on Mt. Bigelow, Arizona, which is often referred to as the “61-inch”

[64, 117, 184]. This telescope is shown in figure 2.9. To attempt to observe the optical signatures

of lightning above the reflected light from the Sun, it was necessary to observe Venus only when

the night side dominated observations [64]. In addition, in order to receive the maximal amount

of energy from these lightning strikes, it was desired that the distance between Earth and Venus

was minimised [64]. These criteria led to a restriction of possible observing times to those near

to inferior conjunction (i.e. when Venus passes between the Earth and Sun) [64]. Coronograph

optics were utilised to block the light from the dayside portion of Venus [64]. Given knowledge

on the expected lightning spectrum from the investigation by Borucki et al. [22], a primary filter

was selected at 777.4 nm since this was expected to correspond to a strong lightning emission

line for Venus [64].

(a) Observatory Dome (b) Telescope

Figure 2.9: The “61-inch” telescope located on Mt. Bigalow. Images taken from [184]

Observations were taken of the night side of Venus from the 24th of February to the 15th of

March 1993 [64]. These observations consisted of 30 pixel ˆ 30 pixel images, with approximate

exposure times of 50 ms [64]. Following this, the data was processed to remove effects such as the

CCD sensitivity and bias [64]. Further, the images were filtered via a computer program to select

images which may show lightning strikes [64]. These images were analysed manually to identify

lightning flashes, with a requirement that lightning events had to be detected across more than

one pixel [64]. The selection criteria for what was considered a detection has been congratulated

by subsequent reviews as being highly rigorous [117, 24]. Across the observation time of this

investigation, several events passed the required criteria to be considered an observation of a

lightning strike [64].
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The Venera 11 & 12 landers included an instrumentation package, “Groza” (translated as

“Thunderstorm”) [101, 117, 102]. This package featured several instruments designed to observe

both lightning and thunder in Venus’ atmosphere during the descent of the craft, and from the

surface [87, 101]. To measure lightning, the Groza instrument featured a loop antenna, designed

to measure radio bursts caused by lightning strikes [87, 24, 103, 102]. During the descents of the

spacecraft, both Venera 11 & 12 detected radio signals similar to those detected on Earth from

distant thunderstorms [101, 102]. The signals recorded by the Venera 11 lander were suggestive

of stronger thunderstorm activity than those recorded by Venera 12 [101, 102]. The two landers

had similar trajectories through Venus’ atmosphere, at a similar location, but landed several

days apart [101, 102]. It was thus concluded that the difference between the data from the two

spacecraft was suggestive of a local nature of the electrical activity on Venus [102]. The analysis

of this data was performed before the detections of lightning from Venera 9 were analysed, so

it is considered that the Venera 11 & 12 instruments were the first detections of lightning on

Venus [117].

The instrumentation used on the Venera missions, including the Groza package, was im-

proved upon between the Venera 11 & 12, and 13 & 14 missions [87]. The Venera 13 & 14

landers carried an updated sensor package, “Groza-2”, featuring several new instruments in-

cluding a seismometer and a point discharge sensor [87, 103]. As Venera 13 & 14 descended

through Venus’ atmosphere, similar results to their predecessors were found [103]. It was re-

ported that the Venera 13 signal showed an electrical storm intensity between those of Venera

11 & 12 [103]. Additionally, it was noted that of the four landers, only Venera 12 recorded a

signal while on the surface of Venus [103].

Following the electrical observations of Venera 11, data from the Pioneer Venus orbiter was

analysed to search for evidence of lightning [183, 160]. Several impulsive signals were identified

from the electric field detector onboard this craft [183]. The impulsive nature of these signals

being similar to that of terrestrial lightning signals, and the consistency of the signal propagation

with that of whistler waves led to the interpretation of these signals as being evidence of lightning

events [183]. Further analysis of this dataset appeared to be consistent with this interpretation,

however other authors suggested that other plasma phenomena may be responsible for the

observations [160, 159, 182, 181, 180]. As Lorenz [117] describes, this disagreement led to an

“extensive debate in the literature”.

Further electromagnetic signals were detected from near-Venus space by the Galileo and

Venus express missions [62]. The plasma wave instrument onboard the Galileo craft was able

to take electric field measurements at a high frequency [62]. During a flyby of Venus, several

impulsive events were detected, which were interpreted as “strong evidence” of lightning in

Venus’ atmosphere [62]. Later, however, in a personal communication with Lorenz [117], the

lead investigator of this report stated that they no longer believe that lightning was responsible

for this detection, and offered a number of possible origins for the signals. The Venus Express

mission was inserted into a high inclination orbit of Venus, where it took measurements with

a suite of sensors. It was reported by Russell et al. [155] that the magnetometer onboard

Venus Express observed the presence of whistler waves, which was considered by the authors to

“resolve” the controversy of the presence of such signals originating from lightning processes. It
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was noted by Lorenz [117], however, that as for other electromagnetic observations of Venusian

lightning, there is an ambiguity in the origin of the detected signals.

The observations of whistler waves in Venus’ atmosphere are suggestive of a high flash rate of

lightning strikes [52]. This high flash rate does not appear to be in agreement with the relatively

uncommon optical observations of lightning strikes [52]. As such, it has been considered if some

non-lightning source could be responsible for the generation of these whistler waves. A study

by George et al. [52] considered data from the FIELDS instrument on board the parker solar

probe (PSP) during a flyby of Venus. The data from this instrument allowed the Poynting

vector of a burst of whistler waves to be determined, showing the direction of propagation of

these waves [52]. These waves were observed to be travelling planetward, meaning that they

could not have originated in the atmosphere of Venus, and so are not generated by lightning

[52]. This observation of non-lightning whistler waves in near-Venus space suggests that the

high lightning flash rate suggested by previous whistler observations may be an overestimate,

as non-lightning whisters will also be included in the detections [52].

In addition to these positive detections of lightning, there have been a number of investi-

gations which attempted to observe lightning on Venus and were unsuccessful. Several such

investigations are described here.

As part of the instrumentation in the Groza and Groza-2 packages onboard Venera 11-14,

microphones were included in an attempt to observe thunder in the Venusian atmosphere [117,

87]. Unfortunately, no such observations were able to be performed due to the high level of

noise [117]. The data from these sensors was able to be used, however, with estimates of the

wind speed in Venus’ atmosphere made from the ambient noise levels [105, 117].

During the spacecraft Cassini’s journey to the Saturnian system, two Venus flybys were

performed [61]. These flybys allowed for observations of both the night and dayside of the planet,

where a search for lightning was performed [61]. This search used the Radio and Plasma Wave

Science instrument onboard Cassini to search for impulsive radio signals caused by lightning

strikes [61]. Following these Venus flybys, the Cassini spacecraft additionally performed a flyby

of Earth, where a similar investigation was performed [61]. During this Earth flyby, many radio

observations were made at a high statistical significance. During the Venus flybys, however, no

such observations occurred. As this method had been demonstrated to be an effective search

for lightning signals on Earth, the non-detection for Venus carries a high significance. Following

this null result, the investigators, Gurnett et al. [61], arrive at the conclusion that “if lightning

exists on Venus it is either extremely rare, or very different from terrestrial lightning”. This

result does not remove the possibility of lightning processes in Venus’ atmosphere, only that

a process similar to terrestrial lightning did not occur during the period of observation by the

Cassini spacecraft [117].

Further, during the Galileo flyby of Venus, several images of Venus’ nightside were taken,

with no evidence of lightning obtained [17]. This non-detection is significantly less strong than

the Cassini non-detections, however, since the observation time was significantly lower [117].

Another investigation with a relatively short observation time was performed using the star

scanner instrument onboard Venus express [23]. This investigation was limited in its observation

time since the star scanner was often not pointed at Venus, as it was typically used for navigation
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of the craft [23]. Lightning was not able to be detected above the false alarm rate during this

observational period [23].

Following the controversial history of lightning detections on Venus, the Akatsuki spacecraft

carried a dedicated optical lightning detection instrument, the “Lightning and Airglow Camera”

[118]. This instrument is designed to observe brief flashes at the nightside of Venus, at a

wavelength of 777 nm [118]. As of 2019 it was reported that no lightning flashes had been

observed in the previous 3 years of deployment, allowing an upper limit on the flash rate to be

determined [118]. It was noted that this flash rate was not inconsistent with the observations

previously made in the ground based experiments of Hansell et al. [64, 118]. Following this, a

single lightning flash may have been observed by Akatsuki, with a publication of these results

in pre-print at the time of writing [177].

According to a personal communication reported by Lorenz [117], following the successful

optical detections of lightning by Hansell et al. at Mt. Bigelow, an additional attempt was

made to observe lightning the following year. This experiment did not result in an observation

of lightning, and the null result was not published [117]. Lorenz [117] raises the point that it is

likely that many such null-results from optical surveys exist, however there is a tendency to not

publish such results.

2.3.3 Venus Atmospheric Electricity

A large number of studies on atmospheric activity on Venus have been focused on investigations

of the lightning which may be present there. Despite this, there have been a small number of

investigations into other aspects of the electrical environment.

As discussed earlier, it has been proposed that there may be a global atmospheric electric

circuit in Venus’ atmosphere [5]. There are several issues with such a proposal, however. Firstly,

there is the lack of conclusive evidence for lightning on the planet [5]. Secondly, the dense

atmosphere near to the surface of Venus causes the breakdown voltage to be particularly large,

inhibiting cloud-ground lightning strikes if lightning did occur on the planet [5]. This removes

a mechanism for the surface of Venus to become charged with respect to its ionosphere. As was

mentioned in section 2.1, however, it is believed by many that point discharge, not lightning, is

the dominant method by which negative charge is brought to Earth’s surface in the terrestrial

global atmospheric electric circuit [33, 120]. As such, it is not necessary to have cloud-ground

lightning strikes in order to sustain this charge separation. Additionally, there are other possible

methods which may be of greater importance on Venus, such as charged rain (or some analogous

process). So, we conclude that the presence or absence of lightning does not fully govern the

presence of a global atmospheric electric circuit on the planet.

Several attempts have been made to model the electrical environment of Venus. Borucki

et al. [20] constructed a model of Venus’ atmosphere, numerically solving a set of ion and

electron-aerosol balance equations. From this model, estimates were able to be made of the

concentrations of positive ions, negative ions, and electrons, and a conductivity profile of Venus’

atmosphere was produced [20]. Michael et al. [129] produced a similar model, solving the ion

and electron-aerosol balance equations via a different method [129]. This model additionally

allowed polydisperse aerosol distributions to be used, as opposed to the model by Borucki et al.
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which was only able to consider a small number of monodisperse distributions [129, 20]. Both

these models broadly agree in their findings, in particular that the concentration of electrons is

negligible at low altitudes [129, 20]. No direct observations have been made on the conductivity

of Venus’ atmosphere, so the modelled conductivities found from these investigations are useful

for investigations which require some knowledge of the magnitude of conductivity present.

The presence of nitrogen oxides in the lower atmosphere of Venus has been investigated.

A study by Krasnopolsky [100] combined observations with a photochemical model of Venus’

atmosphere. The observations revealed the presence of NO in the lower atmosphere of Venus,

while the model allowed an estimate for the mixing ratio of this to be obtained [100]. As

mentioned previously, on Earth, lightning is a major source of nitrogen oxides in the atmosphere.

Further, on Venus, it is the only known source of NO in the lower atmosphere [100]. As such,

this investigation provides some indirect investigation of the presence of atmospheric electricity

processes in Venus’ atmosphere [100].

As mentioned previously, the Groza-2 instrument package on board Venera 13 & 14 featured

a point discharge sensor [103]. This sensor was used to measure electrical discharges from the

landers in order to ensure that the electrical signals recorded by other instruments were not

anomalous readings caused by the electrical discharges [103]. The point discharge readings

taken served this purpose, ruling out electrical discharges as the root of these signals [103].

The data recorded by these sensors was not used in any other investigations at the time. Only

recently has attention been brought back to the data recorded by these point discharge sensors

[116]. In 2018, Lorenz [116] discussed the shape of the point discharge profile recorded by the

two spacecraft; for both spacecraft profiles, the discharge currents increase with the spacecraft

descent between „35km and 15-20km before becoming approximately constant with height until

the surface, where the signal reduced to zero. The point discharge profiles that were reproduced

by Lorenz are shown in figure 2.10.

Figure 2.10: Point discharge profiles from Venera 13 & 14 reproduced from [103] by [116]. The
point discharge profile predicted by Lorenz [116] for a spacecraft encountering a constant charge
density in the atmosphere has been included as a dashed line.

It was noted by Lorenz that the point discharge profiles recorded by the Venera 13 & 14 lan-
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ders were “essentially the same”, and as such their shape would be controlled by the atmosphere

of Venus [116]. Thus, Lorenz considered what factors would control their behaviour, proposing

several scenarios. One such scenario was that the spacecraft was collecting charge via collisions

with a charged haze layer in the lower atmosphere. Lorenz’ interpretation of the point discharge

profile that would be caused by a profile of constant charge density is additionally shown in

figure 2.10. Lorenz additionally considered that the point discharge data could be driven by a

vertical electric field, caused by a global atmospheric electric circuit on Venus [116]. No firm

conclusions on the source of the Venera PDC observations were made by Lorenz, however this

paper did bring into consideration this mostly abandoned dataset from the Venera missions.

2.4 Space Weather Effects on Atmospheres

Space weather describes variations to near-Earth (or near-Planet) space. These variations are

driven by changes to the Heliospheric Magnetic Field (HMF) and to the cosmic ray environment.

Several of these space weather events are driven by coronal mass ejections. These will be

discussed first, followed by a discussion of cosmic rays and their effects, and then the impacts

of a number of types of space weather event.

2.4.1 Coronal Mass Ejections

Coronal mass ejections (CMEs) are large eruptions of plasma from the Sun [85]. These events

have often been observed to occur at the same time as solar flares, however the two phenomena

are different and able to occur separately [96, 65]. CMEs can occur from anywhere on the

Sun, however are most common at lower latitudes [85]. Once moved away from the sun into

the heliosphere, the collection of plasma and magentic field is referred to as an Interplanetary

Coronal Mass Ejection (ICME) [85]. These ICMEs are often supersonic with reference to the

surrounding solar wind, and so can cause shocks [85].

The majority of these ICMEs emitted are not directed at Earth [85]. ICMEs which do

collide with Earth’s atmosphere, however can have notable effects on the Earth’s space weather

environment. The magnetic field of the ICME can compress the magnetic field lines, causing an

expansion of Earth’s auroral ovals [85]. Additionally, the ICME can lead to an increase in the

rate of magnetic reconnection, allowing the Earth to be more exposed to solar wind plasma [85].

These two effects lead to the occurrence of geomagnetic storms [85, 208]. CMEs and ICMEs

additionally can affect the count rates of both solar and galactic cosmic rays; These effects will

be discussed in several of the subsequent sections.

2.4.2 Observation of Cosmic Rays

The energy distribution differs between solar energetic particles and galactic cosmic rays. GCR

tend to have energies between 107 eV and 1021 eV, while SEPs have energies up to 109eV [132].

The energy of cosmic ray particles will affect how they interact with a planet’s atmosphere. At

low particle energies, an incident cosmic ray will cause an atmospheric particle to become ionised

as it is absorbed by the atmosphere [193, 138]. At higher energies, however, it is possible for the

primary cosmic ray to produce a large number of secondary particles in an ionisation cascade
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[193, 138]. Additionally, the momenta of incident cosmic rays will affect their interactions with

Earth’s magnetic field.

The Lorenz force is able to curve the trajectory of a charged particle in the presence of a

magnetic field. For charged particles in Earth’s magnetic field, this force will act to deflect

particles away from the equator. The amount of deflection is related to the rigidity of the

particles, defined by:

RB ”
p

|Q|
(2.18)

where p is the particle momentum, and Q is the particle charge. Particles with a lower

rigidity will be deflected to higher latitudes than high rigidity particles [13, 14]. This leads to

an “energy screening” effect, where particles of all energies can reach the poles, but only high

energy particles can reach the equator [13].

For surface based observations of cosmic rays, it is possible to observe cosmic rays through

the particles produced from their collisions with atmospheric species. A report by Simpson et al.

[169] showed that the charged particle component of the secondary particles produced by cosmic

ray collisions were typically only dependent on the higher energy particles, with the effects of

low energy particles neglected. Simpson et al. argued that in order to monitor variations in

the lower energy primary particles, secondary particles which are able to travel to low altitudes

should be considered. Additionally, a study by Simpson [168] had shown that observations of

the secondary neutrons produced by cosmic ray collisions had a strong latitudinal dependence,

compared to charged particles. Since the minimum energy of incident cosmic rays is related to

the latitude, it can be seen that the observations of neutrons are sensitive to the particle energies

at the rigidity cut-off, rather than just higher energy particles. Following this investigation, a

worldwide network of neutron monitors has been produced, to observe variations in the cosmic

ray count rate at different rigidity cut-offs [13, 79, 193].

The latitudinal rigidity cut-off of cosmic rays on Earth is dependent on the Earth’s intrinsic

magnetic field. On planets lacking such a magnetic field, such as Venus, there is no such rigidity

cut off, and as such no energy-screening of cosmic ray particles occurs [138]; particles of all

energies are able to impinge on the atmosphere of Venus at all latitudes. Additionally, the

proximity of Venus to the Sun means that it is exposed to larger SEP fluxes than Earth [138].

These effects, combined with the dense atmosphere of Venus, mean that cosmic rays are able

to affect the ionisation in Venus’ atmosphere greatly [138]. As such, it is important to consider

how this ionisation rate varies, and the consequences of the variances in it.

As has been discussed previously, the ionisation caused by cosmic rays is important to

the conductivity of the atmosphere. This conductivity facilitates the fair weather conduction

current in Earth’s global atmospheric electric circuit. In addition to this, the role that ions play

in droplet nucleation has also been studied. Ion induced nucleation is a process where vapor

directly condenses onto an ion - i.e. the ion acts as a condensation nucleus [5]. This process

could mean that cosmic ray count rates would have a direct impact on cloud formation rates. It

has been shown that the process of ion induced nucleation requires a very large supersaturation

of vapour to be present, and as such it is not possible naturally in Earth’s atmosphere [5]. In

the atmospheres of other planets, in particular Uranus, Neptune, and Venus, it is believed that
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sufficient supersaturations of vapor would exist to allow this process to occur [5]. As such, the

variations in cosmic ray count rates are of particular importance to the understanding of the

cloud processes in these planets’ atmospheres.

Along with their different energies, the different sources of GCRs and SEPs lead to a dif-

ference in their arrival rates. SEPs have a very variable emission rate, with solar flares and

coronal mass ejections from the Sun causing bursts of particles to be emitted [193]. GCRs,

however, arrive at the solar system continuously, and have their arrival rate at the Earth (or

Venus) modulated by the heliospheric magnetic field (HMF) and the solar wind [193]. There are

several different periodic variations exhibited by the GCR count rate, which will be considered

here.

Firstly, the solar cycle affects the cosmic ray count rate. This causes a periodic variation in

observed GCR count rate, with „11 year period [197, 13]. This periodic variation is anticorre-

lated to the sunspot number; i.e. the GCR count rate is highest at solar minimum, and lowest

at solar maximum. In addition to the „11 year periodicity, the full „22 year cycle of the Sun’s

magnetic field can affect the GCR count rate [197, 13]. This causes the peaks of the count rate

to differ between subsequent „11 year cycles [197, 13].

The GCR count rate additionally varies as a result of Solar rotation [13]. Variations with a

period of „27 days have been observed in the cosmic ray data recorded at Earth [13]. Any given

point on the equator of the Sun will appear to complete a rotation of the Sun every 27 days, as

viewed from Earth, meaning that regions of fast solar wind will have a periodicity of „27 days

from the Earth’s observational frame. This periodic variation has been shown to be correlated

to the „27 day periodic variation occasionally visible in the cosmic ray data [13, 197]. These

effects are occasionally described as “Forbush decreases”, a term which is also used for a type of

space weather event with different origin. This other type of Forbush decrease will be discussed

in section 2.4.5. For clarity, the periodic variation caused by the rotation of the Sun will not be

referred to as a Forbush decrease in this work.

Finally, it has been observed that there is a „1.68 year periodicity present in cosmic ray

count rates [194, 152]. It has been shown that this cosmic ray variation shows a close relationship

to variations to coronal holes and active regions on the Sun [194]. Intriguingly, unlike the 11

year periodicity, this 1.68 year variation does not exist in the radiative emission from the Sun

[67].

2.4.3 Effects of Cosmic Rays

The impacts of cosmic rays on planetary atmospheres has been investigated. As discussed

earlier, the ionisation caused by cosmic ray collisions is important to the conductivity of the

atmosphere. This conductivity directly affects the magnitude of the fair weather conduction

current [76]. As such, this ionisation provides a mechanism for solar effects (impacting cosmic

ray count rates) to affect the lower atmosphere (from atmospheric electricity effects) [76].

The connection between the cosmic ray count rate and fair weather conduction current has

been investigated. A series of measurements of the conduction currents made at the Lerwick

Observatory have been analysed along with cosmic ray data [76]. This analysis showed that there

was a statistically significant difference in the conduction current at the cosmic ray minimum
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(associated with solar maximum) and cosmic ray maximum (associated with solar minimum)

[76]. It was observed that at the cosmic ray maximum the conduction current was greater than

at the cosmic ray minimum. This is to be expected, since the increased cosmic ray count rate

will cause an increase in the ionisation rate, and so an increase in the atmospheric conductivity.

Additionally, investigations have been made on the effects that cosmic rays have on the

Earth’s clouds. A number of such investigations have identified a correlation between cosmic

ray count rates and the global cloud cover, following the 11 year solar cycle [175, 124]. Links

have also been made between this variation to cloud cover and variations in the Earth’s climate

[175, 124, 191]. These results are somewhat controversial, however, with other investigations

either not observing the correlation between these variations, or observing that the variations

to cloud cover are driven by a different source [107, 91, 43, 113]. As such, care must be taken

when considering these effects.

One issue with using the 11 year variation in cosmic ray count rates to investigate the

effects of cosmic rays on the atmosphere is that this 11 year variation is also present in other

datasets, such as the solar irradiance [67]. This leads to an ambiguity in the cause of any

observed variations [67]. To avoid this issue, other variations in the cosmic ray count rate can

be investigated. As discussed before, the 1.68 year periodicity in GCRs is not present in the solar

irradiance, and so provides an ideal candidate for investigating cosmic ray effects. Additionally,

the 27 day periodicities caused by the rotation of the Sun can provide clear variations in the

cosmic ray data which can be searched for in other datasets. These two periodicities have been

identified in cloud data recorded at Lerwick Observatory in addition to the cosmic ray data,

showing some relationship between the cosmic ray variations and Earth’s clouds [73, 67].

The effects of cosmic rays have been investigated for other planetary atmospheres. On

Uranus and Neptune, the impact of periodicities in the cosmic ray count rate have been investi-

gated [7, 8]. Initially, an 11 year periodic variation in Neptune’s brightness was found [7]. Since

there is a well known 11 year cycle in charged particle count rates, it was proposed that a source

of this periodicity could be from GCR interactions with Neptune [7]. As for the terrestrial

investigations, there was an ambiguity in the source of this variation, since the variation was

also present in the optical emissions from the Sun. As for Earth, the effects of the „1.68 year

cosmic ray periodicity were investigated. It was found that this periodicity was also present in

the brightness data of Neptune, suggesting that there is some cosmic ray effect on the planet’s

atmosphere present [7].

In addition to this, the brightness data of Neptune was investigated using multiple regression

methods for a number of scenarios [7]. These scenarios considered which terms were important

in describing Neptune’s brightness variations [7]. It was found that the brightness variations

of Neptune are best described if both the optical and GCR variations are considered together,

with the GCR interacting with Neptune’s atmosphere via the process of ion induced nucleation

[7]. A similar investigation was performed for Uranus’ atmosphere [8]. Again, this investigation

found that the variations in Uranus’ brightness were best described by an optical effect, along

with a GCR effect, driven by ion-induced nucleation [8].

The importance of cosmic rays on Venus have been considered in terms of the ionisation rate.

This rate has been modelled by Nordheim et al. [138]. This study considered the ionisation
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from SEPs and GCR, as well as from ground radioactivity and EUV/Xrays. The ionisation

rate profiles found showed that there would be strong amounts of ionisation in the main cloud

deck of Venus, with the peak ionisation rate at around 60km. Nordheim et al. considered that

there was a high ionisation rate at the altitudes where ion-induced nucleation would be likely,

however also mentioned that the ionisation rate was not particularly variable at this altitude,

and so the rate of this process is unlikely to fluctuate drastically [138].

2.4.4 SEP Events

Solar energetic particles are charged particles accelerated by energetic energy releases from the

Sun [132]. These can include solar flares, coronal mass ejections, and the shocks caused by

ICMEs [132, 146]. Bursts of emission of these SEPs are referred to as SEP events. The majority

of SEPs are of low energies, and as such do not penetrate far into the atmosphere. As such,

satellite based measurements of SEP fluxes are important in determining the number of particles

which impinge on the Earth’s atmosphere [132].

As for the periodic variations in GCRs, the change of cosmic ray count rate caused by these

SEP events can affect the Earth’s atmosphere [132]. These effects can take a range of different

forms. A number of investigations have noticed chemical changes to the atmosphere caused by

these events. Several studies have shown that following SEP events, the concentrations of ozone

and nitrogen oxides are significantly impacted [80, 163, 211]. Additionally, an investigation has

shown that following a SEP event, the abundance of odd-hydrogen was enhanced [37].

It has additionally been observed that SEP events can impact the fair weather conduction

current on Earth [136, 42]. Potential impacts of perturbations to the conduction current have

been discussed in the context of cosmic ray variations already.

2.4.5 Forbush Decreases

The movement of an ICME past an observer can impact the observed GCR count rate. Interac-

tions between the ICME and any shocks generated by the ICME are able to cause a reduction

in GCR counts lasting for several days [29]. This effect was first observed by Scott E. Forbush,

leading to the events being named “Forbush Decreases” [48]. Forbush decreases are typically

characterised as a rapid decrease in GCR count rate, followed by a slow exponential recovery

[29]. Since CMEs can occur at any time throughout the solar cycle, so can Forbush decreases.

These events occur most often at solar maximum, however, with the largest decreases only

occurring near to this time [29].

As discussed in section 2.4.3, it can often be difficult to differentiate atmospheric effects

caused by cosmic rays from effects caused by other sources such as the radiative emission from

the Sun [75]. For Forbush events, however, we observe a rapid change in GCR counts which is

not associated with a change in radiative emission [75]. As such, these events can be useful case

studies for investigating the atmospheric effects of cosmic ray variations [72, 75]. A number of

investigations have used these Forbush events to identify any cosmic ray effects on the Earth’s

atmosphere.

In an investigation by Harrison and Stephenson [75], the diffuse fraction (related to local

cloud cover) was investigated at the times of Forbush events. This analysis was performed
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by compositing the cosmic ray and diffuse fraction data across all events. This allowed the

general trend of cosmic ray data during these events to be observed, along with the trend of

the perturbations to the diffuse fraction caused by these events. This method was additionally

used later by Harrison and Ambaum [72] in an investigation of the diffuse fraction recorded

at Lerwick Observatory. An advantage of this methodology was that it allowed the statistical

significance of the perturbation caused by these events to be calculated. In both investigations it

was found that the there was a statistically significant (above the 95% confidence limit) decrease

in the diffuse fraction, coincident with the Forbush decrease [75, 72].

Although typically detected using neutron detectors on Earth, it is possible to detect Forbush

decreases using spacecraft, both near Earth and in other areas of the solar system [112]. A

number of observations of Forbush events located away from Earth will be highlighted here. In

1992, Van Allen and Fillius [195] reported observations of Forbush decreases detected by the

pioneer 10 and 11 spacecraft, located 53 and 34 AU from the Sun respectively. It was believed

that these Forbush decreases were caused by the same ICME, which was also detected by

Voyager 1. In 2017, Witasse et al. [207] reported observations of Forbush decreases observed by

a number of spacecraft, including MAVEN (at Mars), Rosetta (3.1 AU from the Sun) and Cassini

(at Saturn). Again, it was believed that the same ICME was responsible for these decreases, and

data from these spacecraft were compared to investigate how these events changed as the ICME

propagated away from the Sun. In 2018, Winslow [206] observed Forbush events at Mercury,

Earth and Mars, using a range of spacecraft. Again, the changes to the Forbush decrease as it

propagated away from the Sun was investigated.

These Forbush events have additionally been observed within the atmosphere of Mars, via the

Mars Science Laboratory (MSL) [59]. A number of these Forbush events have been investigated,

comparing the data from MSL to that from the MAVEN spacecraft [59]. Additionally, these

forbush events have been used to evaluate any risks to human exploration of Mars, from radiation

hazards [60].

2.4.6 Heliospheric Current Sheet Crossings

As discussed in Chapter 1, the heliospheric magnetic field typically comprises two regions of field

lines - those directed towards the Sun and those directed away - with a current sheet separating

these regions. This current sheet is referred to as the Heliospheric Current Sheet (HCS). At

solar minimum this current sheet lies predominantly in the ecliptic plane, however its shape

becomes more warped towards solar maximum [185, 97]. The shape of the current sheet is not

constant with time, instead it fluctuates; passing above and below the ecliptic [142].

As the Sun rotates, the twisted shape of HCS the will sweep past observers in the ecliptic

plane. At Earth, a given point passes by approximately every 27 days. At any given time, an

observer in the ecliptic plane will typically observe the HMF to point either towards or away

from the Sun [139]. As the ripples in the HCS pass by an observer, however, they may pass from

one side of the current sheet to the other [97]. This would be observed as a change in polarity

of the HMF. These HCS crossings typically happen to Earth every 7-14 days [97, 139]. The

polarity of the HMF has important implications for the interactions between the HMF and the

magnetosphere of planets, so these HCS crossings will be associated with different behaviours.
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In addition to the polarity of the HMF being important, changes caused by the passage

of the HCS have also been investigated. It has been documented that as the HCS passes

over Earth, changes occur in the cosmic ray environment [185, 209]. Through consideration of

neutron monitor data during several of these events, the typical form of this variation has been

identified; as a HCS passes, the neutron count rate will increase briefly before decaying to a

level lower than before the event [185, 209]. This behaviour has been observed for crossings of

either polarity - where the HMF polarity changes from pointing away from the sun to towards

the sun, or vice versa. It has been noted, however, that there appears to be a greater impact

to the cosmic ray environment for events where the magnetic field changes direction from away

from the Sun to towards the Sun [185].

Investigations have been made into the impact that these current sheet crossings have on

the atmosphere of Earth. In 2004, Kniveton and Tinsley [97] reported tentative results from

their investigation of a number of HCS crossings. This investigation showed that under certain

conditions they observed perturbations to the cloud cover of Earth following these crossings

[97]. Additionally, investigations have been made on impacts to atmospheric electricity pro-

cesses. Owens et al. [139] investigated the lightning rates for different HMF polarities. This

investigation found that the lightning rate was significantly greater when the HMF was in the

towards direction, rather than the away direction [139]. In a subsequent investigation, Owens

et al. [140] found that the lightning rate was enhanced at the time of HCS crossings, as well as

at the time one solar rotation before and after these crossings.

2.5 Summary

The effects of atmospheric electricity and space weather on a planet’s atmosphere are varied,

and can be of importance to other atmospheric processes. It is clear that many investigations

of Venus’ electrical environment have been fixated on the lightning phenomenon, and this has

stalled progress into furthering the understanding of other electrical processes on the planet.

Following the many successful investigations of Earth’s electrical environment using point dis-

charge sensors, it is hoped that analysis of data from several of these sensors will help to further

our electrical knowledge of Venus.
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Chapter 3

Terrestrial Point Discharge

Investigations

Point discharge current (PDC) sensors have been used as atmospheric electricity instruments for

many years. These sensors measure the magnitude and polarity of point discharge currents (dis-

cussed in chapter 1), produced due to ambient atmospheric conditions. Several key atmospheric

electricity investigations utilising such sensors have been discussed in chapter 2. Recently, at-

tention has been brought to the point discharge data recorded in-situ in Venus’ atmosphere from

the Venera 13 & 14 spacecraft. This dataset is of great interest due to the limited amount of

in-situ electrical data which exists for Venus. To understand the physical meaning of this point

discharge data, the operation of terrestrial sensors was investigated.

Despite the long history of point discharge sensors as atmospheric electricity instruments,

the response of these instruments to atmospheric conditions has not been well understood [120].

Early investigations found that the current recorded by a PDC sensor was strongly dependent

on the Potential Gradient (PG) - i.e. the negative of the electric field. These investigations

found a power law relationship between the PDC and the PG, of the form:

I “ apF 2 ´M2q (3.1)

where I is the PDC, F is the PG, and a, M are constants, with M corresponding to the

minimum PG required for PDCs to be produced [201, 30].

Later parameterisations have identified the wind speed as an important term in the descrip-

tion of the PDC process. Chalmers [32] derived an equation including the effects of both the

PG and wind speed, given by:

I “ apF ´MqpW 2 ´ bF 2q1{2 (3.2)

where W is the wind speed, and b is an additional constant.

In this chapter we will investigate the response of a PDC sensor to atmospheric conditions,

using the parameterisations given by equations 3.1 and 3.2 to inform our initial expectations.

Additionally, the quality of several parameterisations, including the two provided here, will be

investigated.

In section 3.1 the apparatus used for this investigation, along with the required calibration
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analysis will be described. In section 3.3 the data from a logarithmic PDC sensor will be used to

compare variations in the PDC process against variations to the potential gradient. In section

3.4, the data from a linear PDC sensor will be used to investigate several parameterisations of

PDC sensors. In section 3.5 the results from sections 3.3 and 3.4 will be discussed, and finally,

the conclusions of this work will be described in section 3.6.

3.1 Apparatus

For this investigation, the data collected from several instruments deployed at the Reading

University Atmospheric Observatory (RUAO) was used. This field site is in a semi-rural lo-

cation, at a latitude of 51.44 ° N and longitude of 0.94 ° W. The RUAO site houses a large

number of meteorological instruments, with measurements logged at a frequency of 1 Hz. This

data is available on the RUAO website at https://research.reading.ac.uk/meteorology/

atmospheric-observatory. The data from two electrical field mills, two PDC sensors, and a

set of three anemometers was used. Images of these instruments in their deployment at the

RUAO are shown in figure 3.1.

(a) Electric Field Mills, and PDC sensors (b) Anemometers

Figure 3.1: Photographs of instruments at the RUAO. (a) shows the electric field mills and PDC
sensors which are used in this investigation. From left to right is the Chubb JCI 131 electric
field mill, logarithmic PDC sensor, linear PDC sensor, and Campbell Scientific CS110 field mill.
(b) shows the set of 3 anemometers which are used in this investigation.

The operation of these sensors, along with preliminary analysis performed on their data, is

discussed in the following section.
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3.1.1 Electric Field Mills

The Potential Gradient (PG) has been observed at the RUAO since 2004 using a Chubb JCI

131 electric field mill mounted on a 3m mast. This instrument has been set-up to record the

PGs typical to fair weather conditions with a high resolution. As such, the sensor has a limited

operational range, meaning that it is only able to detect PGs up to a certain magnitude. Often

during disturbed weather events, the PG of the atmosphere will be out of range of this sensor,

so a reading cannot be taken.

To make up for this shortfall, in March 2024 an additional electric field mill was deployed

at the RUAO site. This instrument was a Campbell Scientific CS110 field mill. This is an

auto-ranging instrument, able to record PGs across a wide range of values. As such, it is able

to record the large PG signals present during disturbed weather events, while also measuring

lower magnitudes of PG with a reasonable accuracy. Due to the nature of electric field mills, an

additional geometric calibration is often required after deployment, to account for the disruption

of the local electric field. Such a calibration was not performed for the deployment of the CS110

field mill, so a similar calibration has been performed as part of the analysis described here.

PG Calibrations

The Chubb JCI 131 instrument has been well calibrated in its deployment at the field site, via

comparison against a passive wire electrode. As such, we assume that the PG values recorded

are accurate within its operational range. In order to calibrate the Campbell instrument, the

recorded data will be compared against that from the JCI instrument. Since the JCI field mill

has a relatively small operational range, care must be taken to identify datapoints which lie

outside of its range. The data recorded by the two instruments in a several hour, disturbed

weather, period is shown in figure 3.2:
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Figure 3.2: Time Series of PG data from two electric field mills in a several hour period. The
data from the Chubb JCI 131 field mill is shown in blue, with data from the Campbell CS110
mill is shown in orange.
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In figure 3.2, the data from the JCI instrument appears to follow the Campbell instrument

within a certain range, but is “clipped” outwith this range. In order to understand the nature

of this clipping, a subset of the data will be investigated. Figure 3.3 shows the PG data from

the two instruments over a half hour period, along with points showing the NaN (not-a-number)

values recorded by the JCI instrument.

02:45 02:50 02:55 03:00 03:05 03:10 03:15
Time

1500

1000

500

0

500

1000

1500

PG
 (V

/m
)

Comparison of Field Mill Data
JCI
JCI NaN values
Campbell

Figure 3.3: Time Series of PG data from two electric field mills in a half hour period. The data
from the Chubb JCI 131 field mill is shown in blue, with data from the Campbell CS110 mill
shown in orange. Additionally, for each datapoint recorded as a NaN by the JCI instrument, a
red dot has been plotted at the time of the datapoint.

From inspection of figure 3.3, it can be inferred that the clipping behaviour is different for

different polarities of PG. For positive PGs, it can be seen that the JCI instrument will record

a NaN for any datapoints which are outwith its range. this can be clearly seen between 03:00

and 03:05 in figure 3.3. For negative PGs, however, it appears that the JCI instrument instead

records some saturation value when the signal becomes clipped. This can be seen in figure 3.3

between 03:05 and 03:10. It should also be noted in figure 3.3 that the time-series of data from

the Campbell instrument appears to follow the same shape as the JCI instrument, but is scaled

by some factor. This relationship will be investigated, once the range of the JCI sensor has been

identified. The value of the maximum PG recordable by the JCI instrument, and the saturation

value for minimum PGs will be investigated first.

The data recorded by both instruments over the course of 1 day has been investigated. For

demonstration here, the data from the 2nd of May 2024 has been used, as the data from this day

is considered further in this investigation. The PG values recorded by the Campbell instrument

have been compared against the values recorded by the JCI instrument at the same time, in

figure 3.4a.

As can be seen, the majority of the points in figure 3.4a lie along a straight line. Note that

the points which lie away from this line are likely due to short timescale perturbations which

have been detected by the two sensors at slightly different times. In order to calibrate the

sensors, these perturbations will be removed via re-sampling of the data. In the left hand side
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(a) Full x-axis Range

940 920 900 880 860
JCI PG (V/m)

10000

7500

5000

2500

0

2500

5000

7500

10000

C
am

pb
el

l P
G

 (V
/m

)

Comparison of Field Mill Datapoints

(b) Reduced x-axis Range

Figure 3.4: Comparison of data collected by the JCI field mill to the CS110 field mill. In both
figures, results from each field mill have been plotted against each other, with the JCI data
on the x-axis and the CS110 data on the y-axis. In (a), the x-axis range was set such that all
datapoints are visible. In (b), a reduced x-axis range was used, focusing on the lower end of the
JCI data.

of figure 3.4a, there are several datapoints spread across a range of y values, which all appear

to have the same x value. From our considerations so far, we would expect this x value to be

our saturation value. To investigate this saturation value we focus on a subset of the data, with

x values near to this minimum. The PG data in this subset is shown in figure 3.4b.

From figure 3.4b it can be seen that there is not only one saturation value; instead, as the PG

exceeds the range of the JCI sensor, the PG recorded by the sensor begins to increase again. As

such, we find that there are some values recorded by the JCI instrument which are not uniquely

mapped to a single PG input - i.e. it is possible that two different potential gradient values

would cause the same reading to be taken by the JCI instrument. Since there is an ambiguity

in the PG at these values, we are unable to use these datapoints in our calibration of the two

sensors. To remedy this, a lower bound was set for the JCI data, such that datapoints which

correspond ambiguously to an input PG are neglected from the dataset. From inspection of

figure 3.4b, this lower limit was set at -910 V/m.

Following this, the JCI field mill data was used to calibrate the Campbell data. To remove

the short timescale perturbations in the data, the data from both sensors was re-sampled, finding

the average PG detected in a 1 minute period. This time averaging was only performed for times

where the PG was within the range of the JCI instrument, to ensure that the resulting average

was not affected by data points which were not recorded properly. The time averaged data from

both sensors has been compared in figure 3.5.

As can be seen in figure 3.5, there appears to be a linear relationship between the data from

the two sensors, as should be expected. This relationship is of the form:
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Figure 3.5: Calibration line for the JCI and CS110 field mills on a selected day (2nd May 2024).
The PG data,time averaged in 1 minute periods, from both sensors has been compared. Error
bars for these time-averages have been neglected for visibility, due to their small size. A linear
fit has been performed on this data, indicated by a black dashed line.

FCampbell “ mˆ FJCI ` c (3.3)

where m and c are some constants. Through least squares fitting, these constants were

determined to be 1.51 ˘ 0.01 and -47.5 ˘ 0.5 V/m for m and c respectively for the data from

02/05/24.

Following this calibration procedure, the data from the Campbell instrument was used when

available due to its large operational range being advantageous. Data from the JCI instrument

was used when data from the Campbell instrument was not available.

3.1.2 Logarithmic PDC Sensor

A logarithmic PDC sensor was deployed at the observatory, also on a 3m mast. A brief evaluation

of this sensor has previously been reported by Marlton et al [123]. Such a sensor has a voltage

response which is proportional to the logarithm of the point discharge current. This response is

advantageous, since it allows a wide range of currents to be observed, spanning across several

orders of magnitude.

The logarithmic point discharge sensor used in this investigation consisted of a logarithmic

electrometer attached to an upwards pointing tapestry needle, used to enhance the atmospheric

electric field. A close up image of this sensor is shown in figure 3.6, in which this needle is

visible. The logarithmic electrometer utilised an operational amplifier (op-amp) in an inverting-

amplifier configuration, with an arrangement of LEDs used as a feedback resistor. The nature

of these feedback LEDs was such that the output voltage from the amplifier was proportional to

the logarithm of the input current. The electrometer circuit additionally included a temperature
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Figure 3.6: Close up image of the logarithmic PDC sensor deployed at the RUAO.

compensation circuit, to account for changes in the ambient temperature, and a polarity switch-

ing circuit, which allowed both polarities of input current to be recorded. Since this electrometer

converted the input point discharge current into a voltage proportional to the logarithm of this

current, it allowed point discharge currents to be measured across several orders of magnitude.

The logarithmic PDC sensor has been deployed at the RUAO site since 2012, however the

sensor has been adjusted and re-calibrated several times in that period. The dates of the initial

deployment and recalibrations have been summarised in table 3.1:

Sensor Status Date

Initial deployment/calibration 14/01/2012
Re-calibration „ 2015

Sensor removed from deployment 17/04/18
Sensor re-calibrated and returned to site 11/02/20

Table 3.1: Summary of the operation of the logarithmic PDC sensor operating at the RUAO.
The dates of each known calibration of the sensor have been listed.

For this investigation, we have investigated the data from the most recent calibration of the

sensor, in 2020. Since this calibration, the relationship between the logged voltage and the input

current was given by:

I “ ´10p´8.023ˆV ´4.831q (3.4)

for positive currents/voltages, and
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I “ 10p8.282ˆV ´4.632q (3.5)

for negative currents/voltages, where I, V are in Amps and Volts respectively.

The convention that we will use in this chapter is that a positive current corresponds to a

positive conventional current flowing into the sensor.

3.1.3 Linear PDC Sensor

Recently, an additional PDC sensor has been deployed at the RUAO site. This sensor was of a

simpler design to the logarithmic sensor, providing a linear response between the input current

and the logged voltage. Due to the linear response, a polarity switching circuit was not required

for both polarities of current to be logged. As for the logarithmic sensor, a upwards pointing

tapestry needle (of the same approximate size) was used in order to enhance the atmospheric

electric field. Again, this sensor was mounted on a 3m mast, nearby to the other atmospheric

electricity sensors.

As for the logarithmic sensor, we use the convention that a positive current corresponds to

a positive conventional current flowing into the sensor.

3.1.4 Anemometers

Several anemometers are deployed at the RUAO site, providing a range of information on

the wind speed. For this investigation, the data collected by a set of 3 orthogonal propeller

anemometers was used. Two of these sensors measured the horizontal wind speed in orthogonal

directions, with the third measuring the vertical wind speed. These anemometers were posi-

tioned 3m off of the ground, allowing for the wind speed at the height of the PDC sensors to be

measured directly.

The PDC parameterisations investigated in this study are dependent on the magnitude of

the horizontal wind speed. This was calculated from the recorded wind speed from the two

horizontal sensors, using equation 3.6:

W “
a

W 2
u `W 2

v (3.6)

where W is the horizontal wind speed, andWu andWv are the wind speeds in two orthogonal

horizontal directions.

3.2 Methodology

The data from the two point discharge sensors deployed at the RUAO site will be analysed in

different ways.

An advantage of the logarithmic sensor was that it was able to measure discharge currents

over a wide range of magnitudes. As such, the sensor is able to detect the faint currents present

at low PGs. We will use this property to investigate a time series of the PDC, and how it

compares to the time series of the PG at the same time. This allows us to compare the timing
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of variations between the two sensors. This investigation is described in section 3.3. The work

described here has been published as a peer reviewed conference paper [127].

The large operational range of this logarithmic sensor allows various point discharge pro-

cesses, occurring at different magnitudes, to be observed. It has previously been reported that

the behaviour of point discharge will be varied for different magnitudes of current [115]. As

such, we find that this sensor, which is able to observe a wide range of magnitudes, is not

ideally suited to an investigation into parameterising the PDC process.

To develop a parameterisation of the PDC process, the data from the linear PDC sensor will

instead be considered. In this investigation, we will compare the PDCs recorded by the sensor

against the atmospheric conditions, namely the PG and Wind speed. Through doing this, we

will evaluate the quality of several different parameterisations for the sensor.

3.3 Logarithmic PDC Investigation

The parameterisations of PDC sensors given by equations 3.1 and 3.2 both show that the PDC

should be proportional to the PG. As such, we would expect that any variations in the PG

would be coincident with changes to the PDC recorded. We will investigate the timings of these

variations, for a subset of the PDC data. For this investigation a 15 minute period on the 1st

of March 2020 was used.

3.3.1 PDC Timeseries

The PDC data has been shown as a timeseries in figure 3.7. Since the PDC is varying over several

orders of magnitude, a log y axis was desired. However, both positive and negative currents

were being considered, so this would require separate plots for these different polarities. Instead,

a symmetric log y axis was used, with linear scale between -10´15 and 10´15 A. This allowed

a wide range of magnitudes of current to be visible, while also allowing both polarities to be

shown on the same figure.

It was observed that the PDC data varied at a high frequency, often changing polarity

between one datapoint and the next. This high frequency variation made it difficult to identify

features in the PDC timeseries. To remedy this, the data was resampled at a frequency of 0.2

Hz by finding the mean PDC value across a range of 5s bins. This allowed the high frequency

variation to be removed.

3.3.2 PG Timeseries

Next, the timeseries of the PDC data was compared against a time series of the PG data. The

time series of the two datasets are shown on the same axes in figure 3.8. Symmetric log axes

have been used for both datasets, with linear range between -1ˆ10´12 and 1ˆ10´12 A for the

PDC data, and -10 and 10 V/m for the PG.

From inspection of figure 3.8, it can be seen that the time series for the PDC and PG do

not appear perfectly aligned in time; at several points, changes to the PDC time series appear

to precede changes to the PG. To investigate this apparent misalignment in time, key features

were compared between the two time series. The times when each time series crossed the x-axis
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Figure 3.7: Time series of the PDC data recorded by the logarithmic PDC sensor in a 15 minute
period. A symmetric logarithmic y-axis was used, with a linear range between ˘ 1fA.
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Figure 3.8: Time series of PDC data (green) and PG data (black) on the same x-axis. For both
time series, symmetric y axes were used, with a linear range between ˘1pA for the PDC, and
˘10 V/m for the PG.

were selected as the features to compare, since these should occur at the same time according

to both of the parameterisations given by equations 3.1 and 3.2.

To compare the timing of the x-axis crossings between these two datasets, first the axis

crossings for the PDC time series were found. This was performed by locating any datapoints

which had a different polarity to the previous datapoint, and finding the midpoint between the

two datapoints. Note that due to the 0.2 Hz sampling rate being used, the exact time of the

axis crossing is uncertain within ˘2.5s of this identified time. In order to ensure that we are
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considering easily identifiable features, we have considered a subset of these axis crossings, where

the polarity of the PDC data is constant for 15s on either side of the axis crossing. For the

dataset considered here, 4 such axis crossings were selected. These will be used for the analysis

in this section.

Next, we wish to compare these axis crossings with the corresponding features from the PG

time series. As for the PDC data, axis crossings were identified by finding the times where the

polarity of the PG signal changes sign. As for the PDC crossings, the time of these axis crossings

will carry some uncertainty, however since the PG data is sampled at 1 Hz, this uncertainty

range will be ˘ 0.5s.

Next, for each axis crossing in the PDC dataset, the nearest axis crossing in the PG dataset

was identified. The time difference between each of these crossings, and the corresponding

crossing for the PDC data was calculated via equation 3.7

τ “ tPG ´ tPDC (3.7)

where tPG and tPDC are the times of the x-axis crossings for the PG and PDC profiles

respectively. The time offsets calculated from equation 3.7 are shown in table 3.2.

PDC & PG

Axis Crossing № 1 2 3 4

Time Offset (s) 54 ˘ 3 40 ˘ 3 11 ˘ 3 8 ˘ 3

Table 3.2: Time differences between several x-axis crossings in the PDC data and the corre-
sponding axis crossings in the PG data. Positive values represent the axis crossing occurring
in the PDC data before occurring in the PG data, with negative values representing the axis
crossing occurring in the PG data before the PDC data. The uncertainty in each time difference
has been quoted.

Note that due to the sampling uncertainties of the two datasets, an uncertainty of ˘ 3s is

assumed on these values. This uncertainty is given by the sum of the uncertainties from the two

datasets, rather than performing traditional error propagation, since these uncertainties are not

Gaussian in nature.

The results shown in table 3.2 agree with the observations found from inspection of the two

time series; the x-axis crossings of the PG trace lag behind the crossings for the PDC trace

by a considerable time. The Root Mean Squared Error (RMSE) for these offsets has also been

calculated, giving a value of 34s.

3.3.3 Timeseries of Rate of Change of PG

To understand why there is a time offset between the two time series in figure 3.8, the theoretical

assumptions behind previous parameterisations of PDC sensors were considered. These param-

eterisations only described electrostatic dependencies, neglecting any electrodynamical effects

which influence the recorded discharge current. As such, we consider if these electrodynamic

effects could be important.

One well known electrodynamical effect is the electric displacement current (also known as

Maxwell current). The Maxwell current, ID, crossing a surface S is given by equation 3.8:
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ID “

ĳ

S

ϵ
BE

Bt
¨ dS (3.8)

where ϵ is the permittivity, S is the area of the surface, and BE{Bt is the rate of change of

electric field with respect to time. To be consistent with our sign convention for the discharge

currents, discussed in section 3.1, the Maxwell current flowing into the PDC sensor will be given

by:

ID “ Aϵ
dF

dt
(3.9)

where A is a constant, dependent on the geometry of the sensor.

To explore if an electrodynamical effect, such as the Maxwell current may be important,

the rate of change of PG was compared against the PDC, as shown in figure 3.9. Symmetric

log y-axes were once again used, with a linear region between -10 and 10 V/sm for the rate of

change of PG.

18:00 18:05 18:10 18:15
Time

10
8

10
10

10
12

0

10
12

10
10

10
8

PD
C

 (A
)

Rate of Change of PG Time Series

10
2

10
1

0

10
1

10
2

R
at

e 
of

 C
ha

ng
e 

of
 P

G
 (V

/s
m

)

PDC
dF/dt

Figure 3.9: Time series of PDC data (green) and the rate of change of the PG (black) on the
same x-axis. For both time series, symmetric y axes were used, with a linear range between
˘1pA for the PDC, and ˘10 V/sm for the PG.

From inspection of figure 3.9, the shape of the two time series appear significantly closer

than for figure 3.8. It now appears, however, that changes to the PDC data are succeeding

changes to the rate of change of PG. As before, in order to investigate this effect, the locations

of axis crossings were investigated.

As was done previously, the location of the x-axis crossings in the rate of change of PG

profile which are closest to the crossings for the PDC profile were identified. The time difference

between these crossings and the PDC crossings are shown in table 3.3:

Note that the large error in the offset for axis crossing 4 is due to a lack of data in the

relevant time period, caused by the PG being out of the range of the electric field mill.

It can be seen that for all of these axis crossings, the time offset is negative, showing that
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PDC & dF/dt

Axis Crossing № 1 2 3 4

Time Offset (s) -11 ˘ 3 -9 ˘ 3 -2 ˘ 3 -17.5 ˘ 14.5

Table 3.3: Time differences between several x-axis crossings in the PDC data and the cor-
responding axis crossings in the rate of change of the PG. Positive values represent the axis
crossing occurring in the PDC data before occurring in the rate of change of PG data, with
negative values representing the axis crossing occurring in the rate of change of PG data before
the PDC data. The uncertainty in each time difference has been quoted.

the PDC axis crossings are occurring after the rate of change of PG. The RMSE calculated for

these crossings was 11s, however, which was a marked improvement over the result for the PG

timeseries.

3.3.4 Combined Fit

It was found that the axis crossings from the electrostatic PG data were preceding those in the

PDC data, while the crossings from the electrodynamic rate of change of PG were succeeding

them. As such, it was proposed that the best description of the PDC data may arise from a

combination of both electrostatic and electrodynamic terms. To investigate this, a fit to the

PDC data was considered of the form:

I “ fpF q ` g

ˆ

BF

Bt

˙

(3.10)

where I is the point discharge current, F is the potential gradient, BF {Bt is the rate of

change of PG with respect to time, and f and g are functions describing electrostatic and

electrodynamic behaviours respectively.

Simple functions for f and g were selected for this investigation, according to equations 3.11

and 3.12:

fpF q “ aF (3.11)

g

ˆ

BF

Bt

˙

“ b
BF

Bt
(3.12)

where a and b are some constants. It should be noted that the effects of wind speed have

been neglected from the electrostatic term in equation 3.11. It is likely that including the wind

speed could allow a better fit to the data, however, this would necessitate multiple terms being

included in the fit, increasing its complexity.

The optimal parameters for the parameters a, b in equations 3.11 & 3.12 were determined

using least squares minimisation. Initially, the value of the ratio a{b was fit for by considering

the x-axis crossings, as has been done for the PG and rate of change of PG in this section.

The value of a{b which minimised the RMSE between the axis crossings for the PDC data and

the fit from equation 3.10 was determined. Next, the optimal value of a (and therefore b) was

determined by minimising the RMSE between the value of the PDC and the fitted PDC across

the entire dataset. This process yielded optimal values for a and b as 1.19 ˆ10´14 Am/V and
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1.15 ˆ10´12 Asm/V respectively. The time series of the modelled PDC using these parameters

has been compared against the time series for the PDC data in figure 3.10.
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Figure 3.10: Time series of PDC data (green) and the PDC fit described by equation 3.10
(black) on the same x-axis. A symmetric y axes was used, with a linear range between ˘1pA.

The time offsets for the axis crossings between the fitted PDC and the PDC data are shown

in table 3.4.

PDC data & PDC fit

Axis Crossing № 1 2 3 4

Time Offset (s) 0 ˘ 3 -2 ˘ 3 -2 ˘ 3 -17.5 ˘ 14.5

Table 3.4: Time differences between several x-axis crossings in the PDC data and the corre-
sponding axis crossings in the PDC fit described by equation 3.10. Positive values represent
the axis crossing occurring in the PDC data before occurring in PDC fit, with negative values
representing the axis crossing occurring in the PDC fit before the PDC data. The uncertainty
in each time difference has been quoted.

The RMSE of these offsets was calculated to be 9s. Since this is lower than the previous

two RMSEs found, we can conclude that the shape of the PDC profile is best reproduced when

both electrostatic and electrodynamic terms are included in our fit.

3.4 Linear PDC Sensor Investigation

Following the investigation into the logarithmic PDC sensor using the JCI field mill, a new linear

PDC sensor and wide range CS110 field mill were deployed at the RUAO. We will investigate

the data collected by these sensors in this section. Since these sensors were deployed at the field

site only recently, a limited amount of data was available. Following the deployment of both

sensors, a day featuring a large amount of disturbed weather was identified on the 2nd of May

2024. We have investigated the PDC data collected on this day.

56



First in our analysis of the PDC dataset, we identified two classes of datapoints: those

corresponding to the point discharge process, and those which were background readings. This

was done by examining time series of the data from the PDC sensor. An example of these time

series is shown in figure 3.11. The PG during the same period was plotted on the same x axis.
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Figure 3.11: Time series of the linear PDC data (blue) and the PG recorded by the CS110 field
mill (black), shown on the same x-axis. These time series have been shown for a 10 minute
period.

As can be seen in figure 3.11, for some of this data (e.g. near 03:10, 03:12, and 03:13)

a change in PG is coincident with a change in PDC. This data can be interpreted as actual

measurements of PDC. At other times, however, we find that the PG will vary while the PDC

is largely unaffected: sitting at values between -0.01 and 0.01 µA. This can be seen in figure

3.11 between 03:05 and 03:10. These readings were interpreted to be background values, not

corresponding to PDC. For our investigation, we will only consider data greater than 0.02 µA,
to ensure that these background values are removed from our dataset.

It is known that the positive and negative PDC processes behave slightly differently [115].

Because of this, we have separated the positive and negative PDC data, to deal with them

individually. In doing this, it was found that the subset of positive datapoints was appreciably

larger than the subset of negative data, so the investigation has only focused on this positive

data. The PDC data used in this analysis is shown in figures 3.12a and 3.12b, where it has been

compared against the PG and wind speed respectively.

We will analyse this PDC data to evaluate several parameterisations of PDC sensors. From

inspection of figure 3.12b it can be seen that our dataset corresponds to relatively low wind

speeds only, with the maximum wind speed in the dataset as 3.6 m/s. This factor is important

to consider in the conclusions from this work.
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Figure 3.12: Scatter plots showing how the PDC data varies with potential gradient in (a), and
with wind speed in (b). Note “wind speed” refers to the horizontal wind speed.

3.4.1 Simple Power Law Fits

The first parameterisation of PDC sensors to be considered was the “Power Law” fit, with the

PG as the only independent variable. We will test how well a fit based on this relationship is

able to explain the PDC data recorded. The fit considered was given by:

I “

$

&

%

apF 2 ´M2q if |F | ą |M |

0 otherwise
(3.13)

Since only one independent variable was being considered, we can find the expected shape

of the relationship between the PG and PDC by considering a lowess fit to the data. The shape

of this fit will then be compared against the shape of the fit given by equation 3.13. This lowess

fit is compared against the PDC and PG data in figure 3.13.

Next, the power law was fit to this data. The optimal values for the parameters a and M

were determined from non-linear regression. Initially, the square of the residuals was used as

the cost function for this regression (i.e. least squares regression was used). The parameters a

and M were determined to be 1.6 ˆ 10´8 µAm2/V2 and 3.2 ˆ 10´6 V/m via this method. The

power law fit using these parameters is compared against the PDC data in figure 3.14a. Note

that the lowess fit has been included in this figure, in order to showcase the expected shape of

fit.

From figure 3.14a, it can be seen that the least squares fit deviates significantly from the

lowess fit. Additionally, the fit does not appear to pass through the bulk of the points. In order

to explore the the quality of this fit, a goodness of fit metric was developed. For each data point,

the recorded PDC value was compared against the expected value from the fit. This comparison

is shown in figure 3.14b. Next, the coefficient of determination (i.e. R2) was determined for
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Figure 3.13: Scatter plot of the PDC data against the PG data, with a lowess fit to the data
shown as a black dot-dashed line.
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(a) Power law fit to data
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Figure 3.14: Power law fit to the PDC data using a least squares method, and an evaluation of
this fit. (a) shows a scatter plot of the PDC data against the PG. The lowess fit from figure 3.13
has been shown as a black dot-dashed line. The power law fit to the data has been shown as
an orange line. (b) shows the expected value of the PDC from this power law fit line compared
against the value from the PDC data, for each PDC datapoint. The 1:1 line has been indicated
on this figure using a black dashed line.

this data, for the 1:1 line passing through it. We will later wish to compare the goodness of fit

for fits with a differing number of independent variables. In these cases, the adjusted R2 (R̄2)

should be used, to account for the increase in R2 caused by these additional variables. The

adjusted R2 is given by:

59



R̄2 “ 1 ´ p1 ´R2q
n´ 1

n´ pn ´ 1
(3.14)

where n is the sample size of the dataset and pn is the number of independent variables

used. For consistency with later analysis, we will use R̄2 as our goodness of fit metric here.

For the least squares method shown in figure 3.14, the R̄2 was found to be -0.30. Since this

value is less than 0, it suggests that this is a particularly bad fit to the data. To investigate why

this fit was so poor, we have tested the same shape of fit with different parameters. The fit to

the data with the parameters a & M set as 2.8 ˆ 10´8 Am2/V2 and 900 V/m respectively is

shown in figure 3.15.
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Figure 3.15: Power law fit to the PDC data, with manually specified fit parameters. The PDC
and PG data have been shown as a scatter plot, and the lowess fit from figure 3.13 has been
shown as a black dot-dashed line. The power law fit has been shown as an orange line.

By inspection, this fit appears to fit the data better than the fit determined via least squares

regression. The fit line agrees more closely to the lowess curve, and notably, the fit line passes

through the bulk of the datapoints. In order to identify why this fit was not selected by this

regression, distributions of the residuals for the two fits were compared. These are shown as

histograms of the absolute value of the residuals, in figure 3.16. The root mean squared, and

root median squared of the residuals have been indicated as solid and dashed lines respectively.

From inspection of the two histograms in figure 3.16, it can be seen that the distributions

of residuals are very different shapes for the two fits. In the least squares case, the distribution

is rather wide, with a modal value significantly distanced from zero. There are also relatively

few “outlier” points in the tail of the distribution. In the manual fit case, the distribution

appears to be narrower, with a modal value close to zero, however there is a large tail to this

distribution. This leads to many “outlier” values being present. The result of these outliers in

the distribution tail is that the root mean squared value is significantly larger than for the least

squares case. Since the least squares cost function is based on the root mean squared value, this

cost function is strongly affected by these outlier points. As such, we conclude that a different
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(a) Least squares method
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(b) Manually specified parameters

Figure 3.16: Histograms of the absolute value of residuals of two power law fits, using different
fit parameters. In (a), the residuals are for the fit in figure 3.14a, where the fit parameters have
been determined using a least squares method. In (b), the residuals are for the fit in figure 3.15,
where the fit parameters were specified manually. The values of the root mean squared, and
root median squared of the residuals have been indicated on both figures by solid and dashed
vertical lines respectively.

cost function will need to be used, in order to diminish the effect of the outlier points.

Two solutions have been proposed for this. Firstly, it is possible to identify the outlier points,

and remove them from the mean squared calculation. This “outlier removed root mean squared”

can then be minimised in order to find the best fit. The other proposed solution is to use the

root median squared. As can be seen in the histograms in figure 3.16, the root median squared

value appears to represent the distributions well, being largely unaffected by the outliers in the

long tail. The fits achieved using these two cost functions will be evaluated.

Firstly, the outlier-removed least squares method was utilized. The outlier points were

identified by considering the distribution of the squared residuals between the fit and the data.

The values which were greater than 1.5 ˆ the interquartile range + the third quartile were

specified as outliers. The mean of the remaining datapoints was then minimised. Through this

process, the parameters a and M were determined to be 2.9 ˆ 10´8 Am2/V2 and 878 V/m

respectively. As for the least squares regression, the fit and evaluation of the fit have been

shown in figure 3.17. It was found that the R̄2 for this fit was 0.27.

Next, the same analysis was performed for the root median squared cost function. In this

case, the parameters a, M were found to be 3.1 ˆ 10´8 Am2/V2 and 922 V/m respectively.

The fit and evaluation were shown in figure 3.18. The R̄2 for this fit was 0.28.

From inspection of the the fits to the PDC data in figures 3.14a, 3.17a, and 3.18a, it can be

seen that both the outlier-removed least squares and median of squares methods provide better

fits to the data than the least squares methods. In these two cases, the fit lines broadly agree

with the lowess curve. This conclusion is also reinforced by the R̄2 values for the three fits;
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Figure 3.17: Power law fit to the PDC data using an outlier-removed least squares method, and
an evaluation of this fit. (a) shows a scatter plot of the PDC data against the PG. The lowess
fit from figure 3.13 has been shown as a black dot-dashed line. The power law fit to the data
has been shown as an orange line. (b) shows the expected value of the PDC from this power
law fit line compared against the value from the PDC data, for each PDC datapoint. The 1:1
line has been indicated on this figure using a black dashed line.
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Figure 3.18: Power law fit to the PDC data using a median of squares method, and an evaluation
of this fit. (a) shows a scatter plot of the PDC data against the PG. The lowess fit from figure
3.13 has been shown as a black dot-dashed line. The power law fit to the data has been shown as
an orange line. (b) shows the expected value of the PDC from this power law fit line compared
against the value from the PDC data, for each PDC datapoint. The 1:1 line has been indicated
on this figure using a black dashed line.
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the R̄2 value for the median of squares fit is the largest, followed by the outlier removed least

squares value, with the least squares value being very poor. As such, these two methods will be

used for the subsequent analysis.

We next wish to investigate other fits to the PDC data. The two cost functions for non-linear

regression which returned good fits to the data will be now be applied to these other fits.

3.4.2 Chalmers’ Fit

The parameterisation developed by Chalmers [32], incorporating both wind speed and PG into

the fit for the PDC will now be investigated. This fit is given by:

I “

$

&

%

apF ´MqpW 2 ` bF 2q1{2 if |F | ą |M |

0 otherwise
(3.15)
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(a) Outlier-Removed Least Squares Method
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Figure 3.19: Evaluation of two fits to the PDC data using Chalmers’ derived fit, with fit pa-
rameters found via different methods. In both figures, the expected value of the PDC from
the fit has been compared against the value of the PDC data. The 1:1 line has been shown on
each figure as a black dashed line. The fit parameters used for the fit in (a) were found using
an outlier-removed least squares method. The fit parameters used for (b) were found using a
median of squares method.

As for the power law fit, the parameters a, b, and M will be determined via non-linear

regression. Again, the expected PDC values from the fit were compared with the recorded PDC

data, and an R̄2 was determined for the 1:1 line. The comparisons found for the outlier removed

least squares, and median of squares methods are shown in figures 3.19a and 3.19b.

The fit parameters a, M , b found via both of these methods have been reported in table 3.5.

The R̄2 values found for the outlier removed least squares and median of squares methods were

found to be 0.22 and 0.22 respectively.

Note that both of these R̄2 values are worse than those for the power law fits. We thus
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conclude that for the dataset considered here, we do not gain an improvement in the parameter-

isation of the sensor if we include the wind speed, rather than just considering the PG. This is

surprising, since many previous investigations have reported that the inclusion of wind speed is

important for describing the point discharge process. It is important to note that for the entire

dataset considered, the wind speed was relatively low. We can investigate the low wind speed

limit of equation 3.15; in the case that W 2 ! bF 2, and |F | ą |M | we find:

I « ab1{2pF ´MqF (3.16)

Comparing this against the power law fit in equation 3.13, we find that these equations

have sightly different forms. At large wind speeds, the Chalmers’ fit may include the effects

of wind, however at low wind speeds it alters the relationship between PG and PDC from the

power law parameterisation. We can conclude that at these low wind speeds, the power law

parameterisation given by 3.13 is a better fit to the data than Chalmers’ parameterisation.

3.4.3 Addition of Maxwell Terms

Next, the inclusion of Maxwell currents on the operation of PDC sensors was investigated. Based

on our investigation in section 3.3, the PDC signal matches up to a PG signal better if there is

an additional term proportional to the rate of change of the PG added. We will investigate if

including these terms in the parameterisations will provide a better fit to the PDC data than

neglecting them.

We first consider this additional term in the power law fit. The resulting fit will be of the

form:

I “

$

&

%

apF 2 ´M2q ` cdFdt if |F | ą |M |

cdFdt otherwise
(3.17)

Again, the same analysis as before was performed for this fit. The comparison of the expected

PDCs against the recorded PDCs is shown for the two cost functions in figure 3.20.

The R̄2 values found for the outlier removed least squares and median of squares methods

were found to be 0.32 and 0.36 respectively.

From comparison to the R̄2 values found from the power law fit, it can be seen that the

inclusion of the Maxwell term has a significant improvement on the paramerisation of the sensor.

This reinforces the conclusion found from section 3.3; it is important to consider Maxwell

currents in the considerations of the response of a PDC sensor.

Finally, the inclusion of this maxwell term on Chalmers’ fit was investigated. The fit took

the form:

I “

$

&

%

apF ´MqpW 2 ` bF 2q1{2 ` cdFdt if |F | ą |M |

cdFdt otherwise
(3.18)

The comparison of the expected PDCs from this fit against the recorded PDCs is shown for

the two cost functions in figure 3.21.
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Figure 3.20: Evaluation of two fits to the PDC data using a Power law with an additional
Maxwell current term, with fit parameters found via different methods. In both figures, the
expected value of the PDC from the fit has been compared against the value of the PDC data.
The 1:1 line has been shown on each figure as a black dashed line. The fit parameters used
for the fit in (a) were found using an outlier-removed least squares method. The fit parameters
used for (b) were found using a median of squares method.
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Figure 3.21: Evaluation of two fits to the PDC data using Chalmers’ derived fit with an addi-
tional Maxwell current term. (a) and (b) show the evaluations of fits using fit parameters found
from different methods. In both figures, the expected value of the PDC from the fit has been
compared against the value of the PDC data. The 1:1 line has been shown on each figure as a
black dashed line. The fit parameters used for the fit in (a) were found using an outlier-removed
least squares method. The fit parameters used for (b) were found using a median of squares
method.
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The R̄2 values found for the outlier removed least squares and median of squares methods

were found to be 0.31 and 0.31 respectively.

As for the power law fit, it can be seen that the inclusion of these terms provides a con-

siderable increase in the R̄2 value for the fit. However, we find again that the R̄2 values for

the Chalmers’ fit including the Maxwell term are worse than for the power law including the

Maxwell term.

The four fits considered in this investigation, along with the value of the parameters deter-

mined for them have been summarised in table 3.5:

Fit Name Fit Equation Fitted Parameters
Outlier-Removed Median

Power
Law

I “ apF 2 ´M2q a = 2.9 ˆ 10´8 µAm2/V2

M = 878 V/m
a = 3.1 ˆ 10´8 µAm2/V2

M = 922 V/m

Chalmers’ I “ apF ´Mq

ˆ pW 2 ` bF 2q1{2
a = 3 ˆ 10´6 µA/Vs
M = 609 V/m
b = 1.0 ˆ 10´4 m4/V2s2

a = 3.1 ˆ 10´6 µA/Vs
M = 631 V/m
b = 9.0 ˆ 10´5 m4/V2s2

Power
Law +
Maxwell

I “ apF 2 ´M2q

` cdFdt

a = 2.5 ˆ 10´8 µAm2/V2

M = 779 V/m
c = 3.7 ˆ 10´5 µAsm/V

a = 3.1 ˆ 10´8 µAm2/V2

M = 920 V/m
c = 6.5 ˆ 10´5 µAsm/V

Chalmers’
+
Maxwell

I “ apF ´Mq

ˆ pW 2 ` bF 2q1{2

` cdFdt

a = 3 ˆ 10´6 µA/Vs
M = 635 V/m
b = 1.1 ˆ 10´4 m4/V2s2

c = 4.4 ˆ 10´5 µAsm/V

a = 2.9 ˆ 10´6 µA/Vs
M = 604 V/m
b = 1.0 ˆ 10´4 m4/V2s2

c = 4.9 ˆ 10´5 µAsm/V

Table 3.5: Fit parameters found for the 4 PDC paramerisations considered in this investigation,
for the two fitting methods considered. The form of each parameterisation has been shown,
along with the fit parameters found for both the outlier-removed least squares cost function,
and the median of squares cost function for each parameterisation.

The R̄2 values found for each of the fits in table 3.5 have been summarised in table 3.6

Fit Name R̄2 Value
Outlier Removed Median

Power Law 0.27 0.28

Chalmers’ 0.22 0.22

Power Law + Maxwell 0.32 0.36

Chalmers’ + Maxwell 0.31 0.31

Table 3.6: R̄2 values found for each of the 4 parameterisations considered in this investigation,
for the two utilised fitting methods: Outlier-removed least squares, and median of squares.

3.5 Discussion

From investigation into the time series of PDC data, it was found that including terms based

on both the PG and the rate of change of PG provided an improved description of the recorded

PDC than just considering one of these terms. The dependence on PG is not unexpected since

many previous parameterisations have included electrostatic terms dependent on some power of

the potential gradient. The dependence on the rate of change of PG was unexpected, however,
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since it implies that some electrodynamic effect is important, which has been neglected from

these previous parameterisations.

The candidate suggested for this electrodynamic effect is the electric displacement current.

If this was the case, then it would mean that the sensor is responsive to both “free currents”,

caused by the movement of charges in the discharge current, and displacement currents, caused

by the changing atmospheric electric field. It is unclear, however, why previous attempts to

parameterise these sensors have not encountered effects caused by displacement currents. Among

other factors, it is possible that some geometric aspect of this particular sensor is enhancing

the currents, the high sampling frequency of the sensor makes it particularly sensitive to these

variations, or that the large observational range of this sensor means it is well suited to detecting

these effects.

Following this investigation, several parameterisations of a linear PDC sensor were evaluated.

To perform this evaluation, a selection of PDCs recorded under low wind speed conditions were

used. Two discoveries were found; firstly, it was discovered that in these low wind conditions,

the parameterisation derived by Chalmers [32] is unable to describe the PDC data better than a

simpler power law description. There have been many studies showing that in high wind speed

conditions, the effects of wind speed are very important to descriptions of the point discharge

process. As such, we arrive at the conclusion that the inclusion of these wind speed terms could

offer an improvement on the power law description at high wind speeds, however our dataset

lies in the low wind speed limit of the parameterisation, and that the low wind speed limit of

Chalmers’ parameterisation is a worse description of the PDC process than a simple power law.

Additionally, it was shown that the inclusion of a Maxwell current term in the parameterisa-

tions of the PDC sensor led to an improvement of the quality of the parameterisation, This was

true for both the power law fit and the fit derived by Chalmers. This conclusion reinforces the

previous work in investigating the timing of variations in the PDC time series, showing that we

require both electrostatic and electrodynamic terms in order to fully describe the PDC process.

As was mentioned before, these Maxwell currents have not been identified by previous PDC

sensor investigations. To investigate if these currents have a universal importance, rather than

just affecting the sensors in our field site, it is important to carry out future investigations

on other datasets. For such an investigation, we would require data with a high temporal

resolution, from co-located electric field mills and PDC sensors (and ideally anemometers also).

The availability of such a dataset has not been currently identified (outside of the data from

the RUAO which was used in this investigation). It is hoped that such datasets are produced

by further investigations into atmospheric electricity.

The inclusion of both electrodynamic and electrostatic terms in a parameterisation of the

PDC sensor is problematic if this sensor is to be used alone as an atmospheric electrical instru-

ment. Since the output signal is dependent on both the electric field and its derivative, it would

be difficult to recover the electric field from just a point discharge measurement. The issues

caused by the inclusion of electrodynamic effects would likely be worse for sensors moving ver-

tically in the atmosphere, such as Coronasondes (radiosondes carrying a point discharge sensor)

and spacecraft with point discharge instrumentation (e.g. Venera 13 & 14) [26, 103]. The po-

tential difference between the sensor and the atmosphere for these instruments is fundamentally
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dependent on electrodynamic processes, which would add additional complexity to any attempt

to recover the atmospheric electric field signal. The presence of both electrostatic and electro-

dynamic effects can have an advantage in these deployments however. If it is unclear if there is

any electric signal to look for, then the inclusion of both electrostatic and electrodynamic terms

means that a detector has a higher chance of detecting the presence of electric effects, even if

their precise nature cannot be obtained.

3.6 Conclusions

The operation of two point discharge sensors were investigated via different means.

First, the time response of a logarithmic point discharge sensor was investigated. The loga-

rithmic nature of this sensor allowed observations to be taken across many orders of magnitude

of current. From inspection of the timing of several features in the point discharge time series,

it was found that the point discharge data was best described by both a an electrostatic term,

dependent on the PG, and an electrodynamic term, dependent on the rate of change of PG.

Next, several parameterisations of a linear point discharge sensor were evaluated. These

evaluations were performed by considering the goodness of fit for parameterisations with dif-

ferent forms. It was found that for data at low wind speeds, a power law parameterisation

describes the operation of the sensor better than the parameterisation developed by Chalmers

[32]. Additionally, these parameterisations were evaluated with additional electrodynamic terms

dependent on the Maxwell current included. As for the previous investigation, it was found that

the inclusion of these electrodynamic terms, alongside electrostatic terms, provided the best

description of the operation of the point discharge sensor.
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Chapter 4

Venera 13 & 14 Point Discharge

Reanalysis

The Venera 11-14 spacecraft have taken the only in-situ measurements of atmospheric electricity

from Venus’ atmosphere, using the “Groza” (thunderstorm) and “Groza-2” instrumentation

packages. These observations have been introduced in chapter 2. Following the impulsive

electrical signals detected by Venera 11 & 12, a concern was raised that electrical discharges from

the spacecraft themselves could be responsible. To address this concern, the Groza instrument

was updated before the subsequent Venera 13 & 14 missions. As part of this updated “Groza-2”

instrument, point discharge current (PDC) sensors were included, allowing electrical charges

from the spacecraft to be measured during the descent through Venus’ atmosphere. Terrestrial
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Figure 4.1: (a) Image of the Venera 13 Lander. Image taken from [202]. (b) Discharge current
data from the Venera 13 & 14 landers, reproduced from [103]. The Venera 13 data is shown as
blue circles, with the Venera 14 data as orange diamonds. Both datasets show an increase in
discharge current as the lander descends, with a peak being reached at around 25km, with the
data becoming more consistent with height between 25km and the surface.
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versions of these PDC sensors have been introduced in chapter 2, and investigated in chapter 3.

The Venera 13 lander is shown in figure 4.1a, in which the Groza-2 instrument can be identified

from the loop antena in the bottom right of the image. The electrical discharges recorded by the

Venera 13 & 14 spacecraft during their descents through the Venusian atmosphere are shown in

figure 4.1b.

The Venera 13 & 14 landers reached Venus 4 days apart, and landed on the surface 950km

apart [87]. Despite these differences in time and position, the discharge currents recorded by both

landers had remarkably similar shapes. These similar shapes, at different times and positions

suggest that there may be some structure present in the lower atmosphere of Venus which is

responsible for the shape of the discharge current profiles [116].

To understand the electrical discharges from the Venera 13 & 14 landers more fully, and

to identify any implications for Venus’ electrical environment, an electrical model of Venus’

atmosphere has been produced. This modelling approach compared modeled point discharge

currents against the observed currents with the intention of determining the electrical structure

of Venus’ atmosphere.

The steps involved in this modelling approach have been described in section 4.1. Following

this, the Venera PDC data is discussed further in section 4.2. In sections 4.4 and 4.5 the cal-

culations involved in the electrical modelling of Venus, and of a spacecraft descending through

the atmosphere are described. In section 4.6, the results from the electrical modelling are com-

pared against the observed data, to investigate features which must be present in the Venusian

atmosphere. Finally, in section 4.7, the implications of this investigation are discussed.

4.1 Modelling Approach - Venus Aerosol Ion Model

In this investigation, the point discharge data recorded by the Venera 13 & 14 landers will be

used to probe the electrical environment of Venus. To pursue this, an electrical model of Venus’

atmosphere was constructed to determine the point discharge signals which would be expected.

An overview of this modelling approach will be provided here.

The model of Venus’ atmosphere was named VAIL (Venus Aerosol Ion modeL). This model

determined the local ion concentrations of Venus’ atmosphere, by calculating the equilibrium

solution to a set of ion-aerosol balance equations analytically. These ion concentrations were

further used to determine the conductivity and columnar resistance of Venus’ atmosphere. Addi-

tionally, as a model input the presence of a global atmospheric electric circuit could be specified.

This would allow the atmospheric potential, and electric field as a function of altitude to be

determined. The calculations involved in finding these electrical parameters are described in

section 4.4.

Using the electrical parameters found for Venus’ atmosphere, the effects on a spacecraft

descending through Venus’ atmosphere (as the Venera 13 & 14 landers did) were determined.

The electric potential of such a spacecraft was determined, by considering several charging and

discharging mechanisms. Additionally, by applying knowledge of terrestrial point discharge

sensors, the point discharge current which would be emitted by the spacecraft were determined.

These charging/discharging considerations are described in section 4.5.
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Finally, these results from the electrical modelling were compared against the point discharge

signals recorded in-situ by Venera 13 & 14. Through this comparison, the model inputs are able

to be adjusted in order to determine the atmospheric conditions which reproduce the Venera

results best.

4.2 Venera 13 & 14 Point Discharge Data

There exists very little information on the Venera instrumentation. In particular, there is very

little known of the design of the discharge electrode. Additionally, the original data has been

destroyed, with the only extant data in a figure in a paper discussing the Venera electrical

measurements. Through correspondence with the now late Leonid Ksanformality - principal

investigator of the Groza-2 instrument - Lorenz [116] was able to glean some more information

on how the sensor operated. From this correspondence, it was determined that the discharge

electrode was likely similar in design to the point discharge sensors used for atmospheric elec-

tricity measurements on Earth. Specific information on the size or location of this sensor are

still unknown, however.

From inspection of the datapoints in figure 4.1b, it can clearly be seen that the recorded PDC

takes one of several discrete values. This was believed to be due to the nature of the analogue to

digital conversion (ADC) that occurred as part of data collection onboard the lander. In order

to investigate the nature of this ADC, we have considered the magnitude of these discrete values.

In figure 4.2a, we have plotted all the Venera 13 & 14 PDC values normalised by the smallest

PDC value, against themselves. From this figure, it can be seen that all of the datapoints lie

very close to integer values, which have been indicated by grid lines. The ADC bin number can

then be found for each of these datapoints, as it is the gridline which is closest to the point.

The number of datapoints associated with each ADC bin number is shown by the histogram in

figure 4.2b.

Next, the size of each ADC bin was determined. This was found by finding the average value

of each datapoint divided by its bin number, i.e:

ADC Bin Size “
1

n

n
ÿ IPDC

Bin№
(4.1)

for n datapoints. This allowed a bin size of 6.11 ˘ 0.01 nA to be identified, with the

uncertainty calculated as one standard error on the mean. In figure 4.2, we can see that we

have datapoints in 10 of the ADC bins. We would expect however, that every integer multiple

of the bin size (up to the max value) would correspond to an ADC bin, including 0. As such,

we would expect 2 further bins to be counted, which had no datapoints observed in them (bins

0 and 5). Additionally, it is expected that the number of ADC bins will be some power of 2.

The nearest power of 2 which is greater than 12 (the number of bins we require) is 16. As such,

we make the logical assumption that a 4-bit ADC was used, which would provide 16 possible

bins.

The largest datapoint that was recorded by either Venera lander was in bin 11. Since we

would expect the largest possible recording to be bin 15, we can draw the conclusion that the

discharge currents recorded were not saturation values, since it would have been possible for
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Figure 4.2: Analysis of the magnitudes of the Venera 13 & discharge current datapoints. (a)
shows each datapoint as a multiple of the smallest datapoint recorded. From this plot it can
be seen that every datapoint is approximately an integer multiple of this smallest value. This
allows ADC bin number of each datapoint to be determined. (b) shows the number of datapoints
recorded in each ADC bin.

larger currents to be recorded than were actually recorded.

Additionally, we consider that the size of these ADC bins leads to a reading error in the

PDC data. From our analysis we have determined that the ADC bins likely have a size of 6.11

nA, so we find that the PDC data has a reading error of ˘ 3.06 nA.

Unfortunately, no polarity information has been recorded for the Venera 13 & 14 discharge

currents. From the profiles shown in figure 4.1b, it can be seen that the PDC varies smoothly

with height. As such, we would expect that the recorded PDC signals are all of the same

polarity, as the signal does not appear to cross 0. So, although it is unknown what polarity of

signal is present, we can make the reasonable assumption that all recorded PDCs were of the

same polarity.

Through personal communication with Galina Bazilevskaya [12] from the Russian Academy

of Sciences, it was discovered that the electronics on the Venera 13 & 14 spacecraft utilised

semiconductor devices, rather than vacuum tubes. Based on this information, it may be pos-

sible to make some assumptions on the polarity of signal which was observed, however these

assumptions would not be rigorous.

4.3 Model Input Data

There are a number of datasets used for our analysis of the Venera PDC data. These datasets

are summarised in the following section, along with the calculations which were performed

to provide inputs to the model. In many cases interpolation was required in order to have

data at the desired altitude. For the majority of this work, the results will be shown using
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a Piecewise Cubic Hermite Interpolating Polynomial (PCHIP) function. To verify that the

choice of interpolator did not impact the model results, several interpolators were considered in

this analysis, with the results from the different interpolators compared in section 4.4.6. The

PCHIP interpolator was chosen since it had a number of desirable properties; this interpolation

function preserves the monotonicity of the data input, meaning that it does not suffer from

“overshoot” in the same way that typical cubic interpolation does, instead acting more similar

to a linear interpolation. In contrast to a linear interpolation, however, PCHIP interpolation

will be smoothly varying and differentiable, in a similar fashion to a cubic interpolation. These

properties have been demonstrated in figure 4.3:
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Figure 4.3: Demonstration of the behaviour of different interpolation methods on example data.
The PCHIP interpolator (blue) passes through each datapoint smoothly without overshooting.
The Cubic Interpolator (orange) passes through the data smoothly but has several overshoots.
The linear interpolator (grey dashed) passes through the datapoints without overshooting, how-
ever the line does not change direction smoothly, meaning that there are discontinuities in its
derivative.

4.3.1 Venera PDC

The Venera 13 & 14 PDC data discussed previously will be used for our analysis. For this analysis

we wish to draw comparisons to the general atmosphere of Venus, rather than a specific case for

one or other of the landers. As such, we wish to consider the average discharge current from the

two landers at a particular altitude. Since the altitude of the datapoints differs between the two

datasets, in order to find the average discharge current we first fit an interpolation through each

of the datasets. The average PDC profile was then identified by finding the mean of the two

interpolations, at the desired altitudes. The interpolations created, as well as the mean profile

are shown in figure 4.4:
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Figure 4.4: Interpolations of the Venera 13 & 14 discharge current data (blue and orange
respectively), along with the mean of the two interpolations (green dot-dashed line). The
original discharge data for both Venera 13 & 14 has been shown using black crosses.

4.3.2 Standard Atmospheric Properties

Firstly, some atmospheric parameters for Venus’ atmosphere were required. For our purposes

we assumed that the atmosphere of Venus was 100% CO2. This is a reasonable assumption to

have made, since in actuality the concentration of CO2 is „96% [179].

To obtain information on atmospheric profiles, the Venus International Reference Atmo-

sphere [95] (VIRA) was used. This is a model of Venus’ atmosphere, and provides data for

parameters such as the temperature, pressure, and atmospheric density at several altitudes,

for a range of latitudes. For our work, data for the latitudes 0-30°were used. The profiles for

temperature, pressure, and density are shown in figure 4.5.

As well as the mass density of the atmosphere, we also require the number density of

molecules in the atmosphere. Since we have assumed a 100% CO2 atmosphere, this is triv-

ial to obtain. The concentration of CO2 can be obtained by dividing the mass density by the

molecular mass of CO2, i.e.:

nCO2 “
ρM
mCO2

(4.2)

where nCO2 is the number density of CO2 molecules, ρM is the mass density of the atmo-

sphere, and mCO2 is the molecular mass of CO2, i.e 44 amu.

4.3.3 Cloud Data

There is a limited amount of in-situ data on the clouds of Venus. The Pioneer Venus probes

carried instrumentation to detect the size and concentration of particles in the Venusian atmo-

sphere. From the pioneer data, it was discovered that there was likely a trimodal size distribution

of particles in the atmosphere, however this claim has been contested with claims that one of
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Figure 4.5: Figures showing the temperature (a), density (b) and pressure (c) of the Venusian
atmosphere, as given by the Venus International Reference Atmosphere [95].

the three modes is just the tail of the distribution. In our analysis we will use the dataset of

particle sizes and concentrations produced by Knollenberg and Hunten [98], which assumes that

there is indeed a trimodal distribution. This dataset provided details of the size distributions

for each of these three modes, with the largest and smallest modes corresponding to log-normal

distributions, and the central mode corresponding to a normal distribution.

Through much of our analysis, we will consider these size distributions to be monodisperse;

i.e. we assume that each aerosol mode can be well described by considering all the particles in

that mode having the same size. The mean size and total number density of particles in each

of these three modes has been shown in figure 4.6.

In section 4.4, the impact of the assumption of monodisperse size distributions on the model

results is investigated.

4.3.4 Ionisation Rate

The ionisation rate in Venus’ atmosphere has previously been determined by Nordheim [138],

using a numerical model of a cosmic ray cascade. Nordheim produced several profiles for the

ionisation rate, for different times in the solar cycle. Since the Venera 13 & 14 landers reached

Venus near to the solar maximum, for our purposes the ionisation rate calculated at solar

maximum was used. The profile of this ionisation rate is shown in figure 4.7:

4.3.5 Ion Properties

For our work, several assumptions needed to be made about the properties of ions in Venus’

atmosphere.

Following Borucki et al’s work [20], it was assumed that only two species of ion were present:

One describing the average positive ion, and one describing the average negative ion. The mass
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Figure 4.6: Figures showing the total number density of aerosols in Mode 1 (a), Mode 2 (b) and
Mode 3 (c). The mean radius of particles in each of these modes have been shown in (d), with
blue, orange, and green lines describing modes 1, 2, and 3 respectively.

of each positive ion was assumed to be 80amu, and the mass of each negative ion was assumed

to be 125amu.

Borucki et al’s work found that electrons exist in very low concentrations in Venus’ upper

atmosphere. This concentration of free electrons dropped off rapidly with decreasing height. Due

to their high mobility, these electrons provided an important contribution to the atmospheric

conductivity at altitudes above „65 km, however at lower altitudes, their effect was negligible.

For our work, we are mainly concerned with the lower atmosphere, since this is the location

where the Venera PDC data was recorded, so we have neglected electrons from our model.

Instead it was assumed that the electrons produced from ionisation will rapidly form negative
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Figure 4.7: Ionisation rate at solar maximum, as a function of altitude, as calculated by [138].

ions.

As well as the mass of ions, we are also required to obtain the mobility of these ions in the

atmosphere. The ion mobility is defined as the proportionality factor between an electric field

and the the drift velocity of the ion in that electric field. This relation is described in equation

4.3:

E “ µ vdrift (4.3)

where E is the electric field strength, vdrift is the drift velocity of an ion in that electric field,

and µ is the mobility of the ion. To calculate the mobility of ions, the same method as outlined

by Borucki et al. has been used [20]. The ion mobility for positive/negative ions is given by:

µ˘ “ 3.74 ˆ 1016pmred,˘ ¨ κq´1{2 nCO2 (4.4)

where κ is the polarisability of CO2, nCO2 is the number density of CO2 in the atmosphere,

and mred is the reduced mass of the ion and a CO2 molecule. Note, that the reduced mass of

two masses, m1 and m2 is given by equation 4.5:

mred “
m1m2

m1 `m2
(4.5)

A profile of the mobilities of positive and negative ions is shown in figure 4.8.

4.3.6 Spacecraft Descent Speed

To model the electrical charging of a spacecraft descending through Venus’ atmosphere, we

require information on the descent speed of such a craft. Unfortunately, the descent speed of

the Venera spacecraft as a function of altitude is unknown. It was reported, however, that the

spacecraft landed at a speed of 7.5 m/s [87]. Additionally, it is known that for the final 47km of
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Figure 4.8: Profiles of the ion mobilities used in the VAIL model. (a) shows the positive ion
mobility profile, and (b) the negative.

descent, the spacecraft were in the “post-parachute phase” of their descent [87]. At this point,

the parachutes which had been slowing the spacecraft since an altitude of 62 km were jettisoned,

with the spacecraft using Venus’ thick atmosphere to aerobrake [87]. As such, we can estimate

the descent speed of the spacecraft, by assuming they were travelling at terminal velocity from

47 km down to the surface.

While at terminal velocity, the forces of weight and drag on the spacecraft will be balanced.

Considering the mass of the atmosphere as negligible compared to the mass of the planet, the

force of gravity is given by:

FGpzq “ ´
GMBmsc

pRB ` zq2
ẑ (4.6)

where G is the constant of gravitation, MB is the mass of Venus, msc is the mass of the

spacecraft, RB is the radius of Venus, and z is the distance from the surface of the planet, i.e.

the altitude. Assuming the spacecraft is travelling vertically downwards, the force of drag will

act upwards on the spacecraft. Generally, the force of drag is given by:

FDpzq “
1

2
ρMv

2ACDr̂ (4.7)

where ρM is the mass density of the atmosphere, v is the speed of the spacecraft, A is the

cross sectional area of the spacecraft perpendicular to the spacecraft velocity, and CD is the

drag co-efficient.

At terminal velocity, the downwards force of gravity and the upwards drag are balanced, so

we obtain:

0 “ FG ` FD “ ´
GMBmsc

pRB ` zq2
`

1

2
ρMv

2ACD (4.8)
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Rearranging equation 4.8, the descent speed of the spacecraft can be written:

v2 “
1

pRB ` zq2 ρM pzq

ˆ

2GMBmsc

ACD

˙

“
1

pRB ` zq2 ρM pzq
k (4.9)

Where k is a collection of constants. We can find the value of k using the landing speed of

the spacecraft, vland « 7.5 km as a boundary condition. At the surface of Venus, we find z “ 0,

so:

k “ pRB vlandq2 ρM p0q (4.10)

This value for k, can then be used in equation 4.9 in order to calculate the terminal velocity

at any altitude, using the atmospheric density as provided in section 4.3. The spacecraft speed

calculated for the final 50km of descent is shown in figure 4.9. Note that since RB " z, this

profile is approximately proportional to the inverse of the density profile in figure 4.5b.
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Figure 4.9: Descent speed of the Venera spacecraft, as calculated using equations 4.9 & 4.10.

Note that equations 4.9 & 4.10 will only be valid for the lowest 47km of the atmosphere, as

this is where the spacecraft were in their “post parachute” phase. Above this altitude the drag

coefficients of the spacecraft will be different due to the presence of parachutes. We have not

uncovered any data on the descent speed of the spacecraft at these altitudes, however, so for

our purposes we will extend these equations up to the top of our model space. In doing this,

processes which are dependent on the spacecraft speed (such as the charging rate, and emitted

PDC) will be affected, so we will not consider these properties to be modeled well at altitudes

above 47 km.

4.3.7 Corona Onset

The corona onset potential describes the minimum electrical potential required for an object to

undergo point discharge. This quantity is dependent on the geometry of the object, as well as

the atmospheric medium surrounding it. As mentioned previously, the geometry of the groza-2
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discharge electrode was unknown. Additionally, even if details such as the length and sharpness

of the electrode were known, it is still non-trivial to determine what the corona onset potential

would be. We will develop equations to determine the corona onset potential for the Venera 13

& 14 discharge electrodes, making several approximations.

The breakdown field or dielectric strength of a medium is the maximum electric field which

can be present before electrical breakdown occurs. We estimate the size of this breakdown field

on Venus via extrapolations from Earth’s atmosphere. On Earth, at a pressure of 1 atm (101325

Pa), the dielectric strength of air is 3 MV/m. The dielectric strength of CO2 is reported to be

0.95 ˆ the dielectric strength of air. Additionally, We can assume that the dielectric strength

of a gas is directly proportional to its pressure. This assumption is motivated by Paschen’s Law

- an empirical relationship which how the pressure and size of the gap between two electrodes

affects the potential difference required for breakdown between them [115].

Based on these properties, We can determine the breakdown field for Venus’ atmosphere via:

Ebreakdownpzq “ 0.95 ˆ pEbreakdownq|pair,1atmq

P pzq

P p1atmq
(4.11)

Ebreakdownpzq “
0.95 ˆ 3 ˆ 106

101325
P pzq (4.12)

for P pzq in Pascals. A profile of the calculated breakdown field has been shown in figure

4.10
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Figure 4.10: Profile of the electrical breakdown field calculated for Venus’ atmosphere.

The onset of corona discharge is expected to occur when the electric field is below this

dielectric strength. For our purposes, we assume that when the maximum electric field is some

fraction of the dielectric strength, point discharge will occur. We express this required electric

field as:

ECorona “ ηEbreakdown (4.13)
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where η is some constant, referred to as the “breakdown fraction” in this work. The impor-

tance of the value of the breakdown fraction is investigated in section 4.6, however a value of

0.001 will typically be used, based on considerations from terrestrial investigations.

The magnitude of the maximum electric field is dependent on both the electric potential of

the spacecraft and the geometry of the point discharge electrode. From electrostatic modelling,

estimates have previously been made of the electric field enhancement of the Venera discharge

electrodes [173, 176]. The electric field enhancement is a quantity given by the ratio of the

maximum electric field surrounding an object to the typical electric field that would be expected

if not for the perturbation to the field, i,e:

Emax “ γEtypical (4.14)

where γ is the electric field enhancement, Emax is the maximum electric field, and Etypical is

the electric field that would be present if not for the perturbation. The electrostatic modelling

of the Venera spacecraft yielded an electric field enhancement « 10 at the tip of the discharge

electrode.

If we model the spacecraft as being approximately spherical, then we can find the undisturbed

electric field surrounding the spacecraft in terms of the spacecraft potential, V :

Etypical “
V

r
(4.15)

where r is the distance from the center of the spacecraft. Combining equations 4.14 and

4.15, we can find the maximum electric field (at the tip of the discharge electrode) in terms of

this potential:

Emax “ γ
V

r
(4.16)

where r is the distance to the tip of the discharge electrode.

Finally, we would expect point discharge to occur when the electric field at this electrode

is equal to the electric field required for point discharge. This can be shown by equating the

maximum electric field from equation 4.16 to the corona field from 4.13 to give:

ηEbreakdown “ γ
V

r
(4.17)

Re-arranging, we find the minimum spacecraft potential required for point discharge to occur

is given by:

Vcoronapzq “
rη

γ
Ebreakdownpzq (4.18)

where the corona onset potential, Vcorona, is a function of altitude, z, due to the pressure

dependence of the breakdown field.
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4.4 VAIL - Electrical Environment Calculations

As a first step in our modelling approach, the electrical properties of Venus’ atmosphere were

determined. This involved first determining the concentration of positive and negative ions in

the atmosphere, before considering properties such as the conductivity and electric field. The

calculations involved to determine these parameters are outlined in the following section.

The production of ions in the atmosphere occurs as a result of ionisation processes producing

positive ions and free electrons. For our work, we assume that all free electrons will readily form

negative ions, so this ionisation process produces positive and negative ions in equal amounts.

The production rate is thus given by:

ˆ

dn˘

dt

˙

P

“ q (4.19)

where n˘ is the concentration of positive/negative ions, and q is the ionisation rate. This

ionisation rate has previously been calculated for Venus, as was discussed in section 4.3. This

profile of ionisation rate with height will be used for our analysis.

Ion-ion recombination occurs when positive and negative ions combine, and neutralise each

other’s electric charge. The rate of this process is dependent on the number of ions of each

polarity present in the atmosphere, given by:

ˆ

dn˘

dt

˙

R

“ ´αn`n´ (4.20)

where α is the ion-ion recombination coefficient. The evaluation of this coefficient is discussed

in section 4.4.1.

Finally, ion-aerosol attachment occurs when an atmospheric ion is collected by a relatively

massive aerosol particle, reducing the mobility of the ion significantly. This process does not

reduce the space charge caused by the presence of the ion, however the reduction in mobility

means the ion no longer has a significant effect on the atmospheric conductivity. The rate of

this process is given by:

ˆ

dn˘

dt

˙

A

“ ´n˘β˘N (4.21)

where N is the concentration of aerosol particles, and β is the ion-aerosol attachment coef-

ficient. The evaluation of this coefficient is discussed in section 4.4.2.

The total rate of change of ion concentration can be determined by combining equations

4.19, 4.20, & 4.21. We find the total rate of change is given by:

dn˘

dt
“

ˆ

dn˘

dt

˙

P

`

ˆ

dn˘

dt

˙

R

`

ˆ

dn˘

dt

˙

A

(4.22)

dn˘

dt
“ q ´ αn`n´ ´ n˘β˘N (4.23)

The equilibrium ion concentration is derived from this equation in section 4.4.3.
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4.4.1 Ion-Ion Recombination Coefficient

Ion-ion recombination proceeds via a number of processes. Each of these processes has a different

recombination rate. For Venus’s atmosphere, the important terms are the 3-body Thomson term,

αT nCO2 , the binary term, αB, and the high pressure diffusion controlled term, αHP [20]. The

total ion-ion recombination coefficient is found by taking the reciprocal sum of these individual

terms [20]:

1

α
“

1

αT nCO2

`
1

αB
`

1

αHP
(4.24)

Thomson Recombination

The 3-body Thomson term describes ions recombining with the assistance of an atmospheric

molecule. For Venus, this would typically be a CO2 molecule. The rate of ion-ion recombination

will depend on how readily available these CO2 molecules are, hence the inclusion of the CO2

number density in the recombination rate term. The recombination coefficient for the 3-body

Thomson process on Venus is given by equation 4.25 [20].

αT “ AT ˆ

ˆ

BT

T

˙2.5

(4.25)

where T is the atmospheric temperature, AT = 2ˆ10´37 m6s´1, and BT = 300 K.

Binary Recombination

The Binary recombination term describes a complex process where two ions will neutralise one

another, without the influence of an atmospheric molecule. This term is given by equation 4.26

for Venus [20]:

αB “ AB ˆ T
1
2 (4.26)

where T is again temperature, and AB = 9ˆ 10´13 m3s´1.

High Pressure Recombination

The High Pressure diffusion controlled term describes ions of opposite polarity drifting towards

one another via the Coulomb force. This mechanism was the first process proposed to explain

ion-ion recombination on Earth [114]. It was found, however, that the process requires very low

temperatures or a very dense gas for it to occur, and thus the mechanism is not important for

recombination at Earth [114]. It is believed, however, that this term would be important for

ions in the deep atmosphere of Venus, where the pressures greatly exceed those on Earth. The

high pressure term is given by equation 4.27 [20]:

αHP “
e

ϵ0
pµ` ` µ´q (4.27)

where ϵ0 is the permittivity of free space, e is the elementary charge, and µ`, µ´ are the

mobilities of positive and negative ions respectively.
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Overall Considerations

The profiles of the three recombination terms, with height, are shown in figure 4.11.
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Figure 4.11: Profiles of the three ion-ion recombination rates as calculated by VAIL. (a) shows
the Thomson recombination rate, (b) the Binary recombination rate, and (c) the High Pressure
recombination rate.

The total ion-ion recombination rate as calculated in equation 4.24 has been shown in figure

4.12. In order to see the relative importance of each of the terms in calculating this result,

the profiles of each recombination rate have been overlaid on the same axes. At all altitudes

considered, the binary term is significantly larger than the other terms, thus it is never dominant

in the reciprocal sum. It can be clearly seen in figure 4.12 that the total recombination rate is

strongly dependent on the high pressure term at low altitudes, and on the three body term at

high altitudes.

4.4.2 Ion-Aerosol Attachment

The ion-aerosol attachment term in equation 4.23 is largely simplified. In reality, the coefficient

β will vary depending on the charge and size of an aerosol, and we will often need to calculate

this term when considering aerosol distributions where there are a range of charges and sizes

present. In order to capture this complexity, the ion-aerosol attachment can be written as:

β˘N “
ÿ

i

ÿ

j

pβi,j˘ N i,jq (4.28)

where i,j are indices corresponding to the radius and electric charge of the aerosol particle.

We will need to determine both the ion-aerosol attachment coefficient and the aerosol number

density as functions of aerosol size and charge. These will both be discussed in this section.
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Figure 4.12: Height profiles of the total recombination rate, and the three component terms on
the same axes.

Attachment Coefficient

Previously, several methods for calculating the ion-aerosol attachment coefficient have been

developed. Some of these equations incorporate effects such as image charges and the ambient

electric field [83]. For simplicity, and the ability to be calculated via the analytical approach

used here, the simpler equations, developed by Gunn [58] will be used. The approach used by

Gunn to derive these equations will be discussed here.

Gunn noted that the ion-aerosol attachment coefficient can be determined by considering the

“current” of ions flowing onto the surface of an aerosol. This current is related to the ion-aerosol

attachment coefficient via equation 4.29:

nNβ “
IN

e
(4.29)

where n, N, β and e are as before, and I is the ion current.

Gunn determined the value of this current by first considering the effects of ion diffusion and

drift velocity. The current transported to an aerosol (in units of esu/s) is given by equations

4.30 and 4.31 for positive and negative ions respectively.

I` “
πa2eC`n`exp

“

´e
kBT pψb ´ ψ0q

‰

1 `
a2C`

4Qµ`

␣

1 ´ exp
“

´e
kBT pψb ´ ψ0q

‰(

(4.30)

I´ “
πa2eC´n´exp

“

´e
kBT pψb ´ ψ0q

‰

1 `
a2C´

4Qµ´

␣

exp
“

´e
kBT pψb ´ ψ0q

‰

´ 1
(

(4.31)

where a is the aerosol radius, Q is the aerosol charge, and n, C, and µ are the number density,

average thermal velocity, and mobility of the ions respectively, with the subscript differentiating

between positive and negative ions. ψb and ψ0 describe the electrical potential at one free path

above the surface of the aerosol, and at a far field distance of R0 from the aerosol.
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Gunn went on to make the assumptions that the molecular diffusion was large compared

to eddy diffusion, and that the spacing of aerosols was large compared to the radius of these

aerosols. These assumptions allow the currents to be written in simpler forms, as:

I` “
4πQeN`µ`

exp
“

eQ
akBT

‰

´ 1
(4.32)

I´ “
4πQeN´µ´

1 ´ exp
“

eQ
akBT

‰ (4.33)

Finally, by using equation 4.29 and equations 4.32 and 4.33, and by converting the current

from esu/s to amps, we can find equations for the ion-aerosol attachment coefficient [190]:

β` “
1

ϵ0

Qµ`

exp
“

Qe
4πϵ0a

1
kBT

‰

´ 1
(4.34)

β´ “
1

ϵ0

Qµ´

1 ´ exp
“

´Qe
4πϵ0a

1
kBT

‰ (4.35)

Note that these equations are undefined for zero aerosol charge (Q=0). In order to find an

equation for the ion-aerosol attachment in this case, we can expand the Taylor series of the

denominator to give equation 4.36 for positive ions.

β`

ˇ

ˇ

Q“0
“

4πakBTµ`

e
(4.36)

An equivalent equation is found for negative ions, but with µ´ in place of µ`.

Aerosol Size Distributions

As mentioned in section 4.3, instead of considering a full distribution of all aerosol sizes, several

modal values were identified. The ion-aerosol attachment coefficient was then determined for

each of these modal values, and used to find the full ion-aerosol attachment term.

Aerosol Charge Distributions

In order to calculate the ion-aerosol attachment term, we require some information on the

charge distribution of aerosols. Since positive ions are more mobile than negative ions in Venus’

atmosphere, it is expected that they will more readily become attached to aerosols, and as such,

the average charge of aerosols will become offset from zero. The equilibrium aerosol distribution

which would be obtained in this way has been studied previously by Clement and Harrison [38].

This investigation led to an equation for the ratio of the concentration of particles carrying a

given charge j, Nj to the concentration of uncharged particles, N0:

Nj

N0
“
xj

jλ
sinhpλjq expp´j2λq (4.37)

where x is the ion asymmetry ratio given by:

x “
n`µ`

n´µ´

(4.38)
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for positive (negative) ion number density n` (n´), and mobility µ` (µ´), and λ is given

by:

λ “
e2

8πϵ0kBT

1

a
(4.39)

where T is the temperature, a is the radius of the particle, and e, ϵ0, kB are the elementary

charge, permittivity of free space, and Boltzmann constant respectively.

The form of equation 4.37 means that to determine the number density of particles with a

certain charge, we need to know the number density of uncharged particles. To get around this,

we can instead find the ratio of Nj to the number density of particles of all charges, NT :

Nj

NT
“

ˆ

NT

N0

˙´1Nj

N0
“

ˆ i“8
ÿ

i“´8

Ni

N0

˙´1Nj

N0
(4.40)

where Ni{N0 is determined using equation 4.37. We can then find the number density

of particles of a particular charge, j, from equation 4.40 if we are given the total particle

concentration. In reality, we are not able to calculate Ni{N0 across an infinite range of is, in

order to calculate NT {N0. As such, care has to be taken to ensure that a sufficient range of is

are used, such that the limit is being approximated correctly.

To calculate the charge distribution in this way we require knowledge of the equilibrium

ion asymmetry ratio. This is determined via calculations of the positive and negative ion

concentrations, which in turn depend on the aerosol distribution. As such, we are unable to

analytically determine the aerosol distribution.

For the remainder of this work, we will instead consider the net charge on aerosols to be

neutral when considering the attachment rate of ions, and so set the ion asymmetry ratio to 1.

Note that when we consider the effects of space charge in the atmosphere, then we do not make

this assumption of neutral aerosol charge; instead the assumption is made that the total charge

density (from both aerosols and free ions) is zero.

4.4.3 Ion Concentration Calculation

From equation 4.23, we find the rate of change of the concentration of positive and negative

ions are given by:

dn`

dt
“ q ´ αn`n´ ´ n`β`N (4.41)

and

dn´

dt
“ q ´ αn`n´ ´ n´β´N (4.42)

respectively. In our equilibrium state, these rates of change are zero, so can write:

q ´ αn`n´ “
ÿ

pβ`Nqn` (4.43)

and for negative ions,
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q ´ αn`n´ “
ÿ

pβ´Nqn´ (4.44)

combining equations 4.43 and 4.44 gives:

n´ “

ř

pβ`Nq
ř

pβ´Nq
n` “ ξn` (4.45)

where ξ is the ratio of the total positive ion-aerosol attachment coefficient to the negative

ion-aerosol attachment coefficient.

if we substitute equation 4.45 into equation 4.43, then we find:

0 “ q ´ αpn`q2ξ ´
ÿ

pβ`Nqn` (4.46)

We can solve to find the quadratic roots for this equation. Disregarding the unphysical root,

we find a result for the number density of positive ions:

n` “

b

`
ř

pβ`Nq
˘2

` 4qξα ´
ř

pβ`Nq

2αξ
, (4.47)

and for negative ions we find:

n´ “

b

`
ř

pβ´Nq
˘2

`
4qα
ξ ´

ř

pβ´Nq

2α
ξ

(4.48)

4.4.4 Electrical Parameters

There are additional electrical parameters that can be determined for Venus’ atmosphere once

the ion number densities have been found. First is the conductivity of the atmosphere; the

positive and negative ions in the atmosphere both contribute towards the atmospheric conduc-

tivity. Assuming that all ions of a given polarity have the same mobility, the contribution to

the conductivity from each ion polarity is given by:

σ˘ “ eµ˘n˘ (4.49)

where µ˘ is the ion mobility for positive/negative ions, and e is the elementary charge. The

total atmospheric conductivity is then given by:

σTotal “ σ` ` σ´ (4.50)

Next, we are able to determine the columnar resistance of the atmosphere. The columnar

resistance at an altitude z is given by the integral of the resistivity of the atmosphere up to that

altitude, where the resistivity is given by the inverse of the conductivity. That is, the resistivity

is given by:

ρR “
1

σTotal
(4.51)

and the columnar resistance at an altitude z is given by:
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RCpzq “

ż z

0
ρR dz

1 (4.52)

4.4.5 Effect of Global Atmospheric Electric Circuit

As has been discussed in Chapter 2, it is unknown if a global atmospheric electric circuit is

present in Venus’ atmosphere. If such a circuit was present, then the fair weather conduction

current would have important effects on the movement of ions in the atmosphere. For a given

atmospheric conductivity, σTotal, we can use Ohm’s law to determine the atmospheric electric

field when a constant current density J flows vertically in the atmosphere:

E “
J

σTotal
(4.53)

Additionally, we can determine the atmospheric potential at a given altitude using the

definition of electric potential given by:

V “ ´

ż

E ¨ dl (4.54)

If we set the atmospheric potential to be equal to zero at the planet’s surface, we can write:

Vapzq “ ´

ż z

0
Edz1 (4.55)

Then, for an upwards flowing current density of magnitude JC , we can write:

Vapzq “ ´

ż z

0

JC
σTotal

dz1 “ ´JC

ż z

0
ρR dz

1 (4.56)

so,

Vapzq “ ´JCRCpzq (4.57)

These electrical parameters will be used to determine the charge collected by a spacecraft

descending through the atmosphere. The calculations involved in this will be discussed in section

4.5.

In addition to requiring a changing atmospheric potential with height, the presence of a

vertical conduction current will imply a drift of ions of both polarities in the atmosphere. This

means that the ion number densities calculated via equations 4.47 and 4.48, as well as the

atmospheric conductivities derived from these values, will be perturbed. The change to the ion

number densities is governed by the continuity equation:

Bρ

Bt
“ ´∇ ¨ J (4.58)

for charge density ρ and current density J. We can consider the contributions to the con-

duction current density, JC , from the positive and negative ions separately. Again, using ohms

law, we find the current density for positive ions as:

J` “ en`µ`E (4.59)
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and for negative ions, we find:

J´ “ en´µ´E (4.60)

The current densities J`, J´ are related to the total conduction current density via:

JC “ J` ` J´ (4.61)

So, using equation 4.59 along with equation 4.60, we find that the rate of change of the

number density of positive ions, driven by the atmospheric electric field, is given by:

ˆ

dn`

dt

˙

E

“ ´∇ ¨ J` “ ´
d

dz
pen`µ`Eq (4.62)

and for negative ions,

ˆ

dn´

dt

˙

E

“ ´
d

dz
pen´µ´Eq (4.63)

If we return to equation 4.22 and include the additional rate of change terms for the vertical

movement of ions, given by equations 4.62 and 4.63, we find:

dn˘

dt
“

ˆ

dn˘

dt

˙

P

`

ˆ

dn˘

dt

˙

R

`

ˆ

dn˘

dt

˙

A

`

ˆ

dn˘

dt

˙

E

(4.64)

so, we obtain differential equations for the positive and negative ion number densities:

dn`

dt
“ q ´ αn`n´ ´ n˘β`N ´

d

dz
pen`µ`Eq (4.65)

dn´

dt
“ q ´ αn`n´ ´ n˘β´N ´

d

dz
pen`µ`Eq (4.66)

Given that E is a function of both the positive and negative ion number densities, it can

be noted that the additional terms in these equations are dependent on the number densities of

both positive and negative ions, and their gradient; i.e:

´
d

dz
pen`µ`Eq “ χ

`

n`, n´,
dn`

dz
,
dn´

dz

˘

(4.67)

´
d

dz
pen´µ´Eq “ χ

`

n´, n`,
dn´

dz
,
dn`

dz

˘

(4.68)

for some function χ. It can be seen that the ion-aerosol balance equations for a particular

altitude now have a complicated dependence on the balance equations at other altitudes. It has

been concluded that unlike for equations 4.41 & 4.42 there is not a simple analytical solution to

these equations. In future it would be desirable to include these terms explicitly by determining

the solution to the ion-aerosol balance equations numerically, however for our purposes we will

evaluate the electrical parameters while assuming the vertical flux of ions is negligible compared

to the recombination and attachment terms.

As such, when we consider a global circuit / conduction current to be present in the atmo-

sphere, this will not perturb the ion concentrations in the atmosphere; the effects of this global
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circuit will be to imply the presence of a vertical electric field, and an atmospheric potential

which varies with altitude.

4.4.6 Model Evaluation

Comparison Against Previous Model

In order to confirm that our model was performing as expected, we have compared some of

the results against the values obtained by Borucki et al’s numerical ionisation model [20]. In

order to make this a reasonable comparison, the model inputs used by Borucki et al. were

used, rather than the inputs described in section 4.3. This involved changing the temperature,

pressure, ionisation rate, and aerosol size and concentration profiles.

The number density of positive and negative ions produced from Borucki et al’s model are

compared here, along with the total conductivity of the atmosphere.
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Figure 4.13: Model results from the VAIL model developed here, compared against the previous
ionisation model developed by Borucki et al. [20]. (a) shows the mean ion concentration profile
from VAIL in blue compared against the ion concentration profile from Borucki et al. in orange.
(b) shows the total atmospheric conductivity calculated by VAIL in blue, with this result from
Borucki et al. in orange.

As can be seen, our VAIL model provides values at a similar order of magnitude to Borucki

et al’s model. We thus confirm that the results which are being output are reasonable.

Aerosol Distribution Assumptions

Next, we investigated the validity of the assumption made in section 4.3.3; i.e that the aerosol

size distributions for each mode were well described by a single particle size. To test this

assumption, a better approximation of the full particle distribution for each mode was used

- with multiple particle sizes selected for each mode. The size and concentrations of these

particles were found by reproducing the distributions described by Knollenberg and Hunten.
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These were lognormal distributions for the mode 1 & 3 aerosols, and a Gaussian distribution

for the mode 2 aerosol. These distributions found the aerosol concentration as a function of

aerosol radius. The distributions of aerosol sizes are shown for an altitude of 55km in figure

4.14a, where the distribution for each mode was calculated for positive radius values in the range

rµ ´ 2σ, µ ` 2σs, where µ and σ are the mean and standard deviations for each distribution,

respectively. Additionally, profiles of the mean size and standard deviation for each aerosol

mode are shown in figure 4.14b; For each mode, the mean size is shown as a solid line, with the

region corresponding to ˘ 1 standard deviation indicated by a shaded area.
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Figure 4.14: Shape of the aerosol size distributions used. (a) shows the shape of the size
distributions for each of the three aerosol modes at 55km. The mode 1, 2, and 3 aerosols are
shown using blue, orange, and green lines respectively. The distributions have been shown for
positive radius values in the range of ˘ 2 standard deviations from the mean. (b) shows the
profiles of the size of each of the 3 aerosol modes, with shaded areas corresponding to ˘ 1
standard deviation from this value. The mode 1, 2, 3 aerosols are shown using blue, orange,
green lines/shaded areas respectively.

The positive ion number density calculated using these size distributions was then compared

against the results found when monodisperse distributions were assumed. The comparison is

shown in figure 4.15.

It was found from this comparison that there is a slight change to the ion number density

when the full aerosol size distribution was included. The ion concentrations found when the full

aerosol distribution was used were a similar order of magnitude, but slightly decreased from the

concentrations found for the monodisperse distributions. For the remainder of this work, the

monodisperse approximation will be used, however the limitations of this approximation should

be noted. In section 4.7, the implications of this approximation are discussed further.
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Figure 4.15: Comparison of the positive ion number densities calculated for two different aerosol
size distribution regimes. The result found from assuming monodisperse distributions is shown
in blue, and the result found from considering the size distributions fully is shown in orange.

Interpolators

In order to show that our results from the VAIL model are independent of the interpolation

function used, we have determined the ion number density using a number of these interpolators.

The positive ion concentration determined using a linear, cubic, and PCHIP interpolator are

compared in figure 4.16.
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Figure 4.16: Positive ion number density profiles as calculated using different interpolators. (a)
shows the result found using the PCHIP interpolator which is used in the remainder of this
work. (b) shows the result found using a linear interpolator. (c) shows the result found using a
cubic interpolator.

93



As can be seen in figure 4.16, the ion concentrations found using each of the three interpo-

lators broadly agree, however there is some deviation between the cubic interpolator and the

other two interpolators in the cloud layers; the ion concentration found for the cubic interpolator

features several sharp peaks at certain altitudes. It is believed that the reason for these sharp

peaks is the overshoots that were discussed in section 4.3. These overshoots are likely only

present within the cloud layer since the cloud data was provided at a very coarse resolution.

At other points in the atmosphere, the cubic interpolator is able to smoothly fit to the data,

without large overshoot. For the remainder of the work, the PCHIP interpolator will be used,

due to the advantages discussed in section 4.3.

4.4.7 Model Results

A number of results as calculated by the VAIL model are reported in this section. First, the

number density of positive and negative ions were determined. Profiles of these quantities are

shown in figure 4.17.
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Figure 4.17: Ion concentration profiles as calculated by the VAIL model. (a) shows the profile
for positive ions, and (b) the profile for negative ions.

From these quantities, the conductivity of the atmosphere was calculated. The profile of

this conductivity is shown in figure 4.18a. This quantity allows the columnar resistance of the

atmosphere to be calculated, as is shown in figure 4.18b.

If we assume that there is a global atmospheric electric circuit present, then we can find

further electrical results. Given the magnitude and polarity of the conduction current, we are

able to find profiles for the atmospheric electric field, and the atmospheric potential. These

results are shown in figures 4.19a and 4.19b respectively for a conduction current comparable

to that on Earth: a conventional current of 2pA/m2 in a downwards direction.
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Figure 4.18: Results calculated by the VAIL model. (a) shows the profile for atmospheric
conductivity. (b) shows the profile for columnar resistance.
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Figure 4.19: Results calculated by the VAIL model, assuming an Earth-like global atmospheric
electric circuit, with conduction current of 2pA/m2 downwards. (a) shows the profile for atmo-
spheric electric field. (b) shows the profile for atmospheric potential.

4.5 VAIL - Spacecraft Discharge Calculations

The electrical model of Venus’ atmosphere was produced in order to compare the observed PDCs

against the currents expected from a modeled spacecraft. The steps involved in determining the

PDC for such a spacecraft are described in the following section.

We wish to find the Point Discharge Current (PDC) emitted by a spacecraft descending
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through Venus’ atmosphere. As has been discussed in chapters 2 and 3, for a grounded point

discharge needle the theoretical parameterisation derived by Chalmers [32] is:

I “ ´2πϵ0pV ´ V0q

ˆ

W 2 ` µ2F 2

˙
1
2

(4.69)

where I is the emitted PDC, ϵ0 is the permittivity of free space, V is the potential difference

between the needle and the atmosphere, V0 is the minimum potential difference for PDC to

occur, W is the wind speed, µ is the mobility of the charge carriers in the discharge current,

and F is the potential gradient.

Note that the corona cut off, V0, is given by:

V0 “

$

&

%

|pV0q`|, if V ą 0

´|pV0q´|, if V ă 0
(4.70)

The final term in this equation, pW 2 `µ2F 2qp1{2q, is given by the velocity of ions away from

the needle tip, where the wind speed W is perpendicular to the potential gradient F .

If instead of wind speed, we consider the descent speed of the craft (vW ) - which is parallel

to the electric field - then we would expect that our point discharge equation would take the

form:

I “ ´2πϵ0pV ´ V0q |pvW ˘ Eµ˘q| (4.71)

We find that the PDC emitted by a spacecraft is dependent on the potential difference be-

tween the spacecraft and the atmosphere. For a spacecraft moving vertically, both the potential

of the spacecraft and the atmospheric potential surrounding it would be dependent on time, i.e:

V ptq “ VLptq ´ Vaptq (4.72)

where VL is the potential of the spacecraft, and Va is the atmospheric potential.

Finally, the point discharge emitted by the spacecraft can be written as:

I “ ´2πϵ0pVL ´ Va ´ V0q |pvw ˘ Eµ˘q| (4.73)

The atmospheric potential surrounding the spacecraft is determined from the results from the

VAIL model. To determine the spacecraft potential, several different charging mechanisms need

to be considered. The relevant charging mechanisms have been identified through comparison

with aircraft on Earth.

It has been documented that aircraft can become charged via interactions with particles in

the atmosphere. This can occur due to the collection of charges from these particles, and through

the triboeletric effect - where collisions lead to a charge exchange [172, 110]. For our study here,

this triboelectric effect will be neglected, with the charging of the spacecraft occurring through

collisions with charged particles instead.

Additionally, several discharging mechanisms have been identified for aircraft. These craft

will leak charge to the surrounding atmosphere, as a resistor-capacitor circuit [110]. Additionally,

under large potential differences it is possible for point discharge currents to be initiated [172,
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110]. These point discharges will also act to reduce the potential difference between the craft

and atmosphere. For our investigation of the Venera 13 & 14 spacecraft, we assume that point

discharge only occurs at the tip of the discharge electrode which has recorded the magnitude of

these currents.

A final point to note is that for objects moving vertically in the atmosphere of Earth, the

atmospheric electric field means that the ambient atmospheric potential will change as a function

of altitude. As such, even if no charging processes are occurring, the vertical movement of a

craft will lead to a non-zero potential difference between the craft and atmosphere, which will

be removed by the discharging mechanisms.

The remainder of this section will discuss the charging mechanisms which have been consid-

ered in more detail. These charging mechanisms will be included in our modelling to determine

the PDC emitted by a spacecraft desceinding through the atmosphere of Venus.

4.5.1 Charging - PDC

Here we develop an expression for the rate of change of charge of the spacecraft, due to the

PDC process.

If we assume that the spacecraft is a charged sphere, then the electric potential of the

spacecraft is given by:

V “
QL

4πϵ0r
(4.74)

Now, given that electric current is the rate of change of charge, i.e. I “ dQ{dt, we can write

the rate of change of potential of the spacecraft, due to the PDC process as:

ˆ

dVL
dt

˙

PDC

“
1

4πϵ0r
I “ ´

1

2r
pVL ´ Va ´ V0q |pvw ˘ Eµ˘q| (4.75)

Note that this equation will only be valid in the case when the corona cut-off potential is

exceeded, i.e. |VL ´ Va| ą |V0|. Otherwise, the rate of change of potential from PDC will be 0.

This can be written:

ˆ

dVL
dt

˙

PDC

“

$

&

%

0, if |VL ´ Va| ă |V0|

´ 1
2r pVL ´ Va ´ V0q |pvw ˘ Eµ˘q|, otherwise

(4.76)

4.5.2 Charging - Capacitor discharge

We find that the potential on the spacecraft will decay due to the conductivity of the surrounding

atmosphere. This mechanism is important, as it is able to reduce the spacecraft atmosphere

potential difference even below the corona cut-off. The rate of change of spacecraft potential

can be found by considering the system to be a discharging resistor-capacitor (RC) circuit. In

this case, the rate of change of potential is given by:

dV

dt
“

´V ptq

τRC
(4.77)

where τRC is the RC time constant given by:
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τRC “ RC (4.78)

for resistance R and capacitance C. For our discharging spacecraft, this time constant can

be determined from the atmospheric conductivity via:

τRC “
ϵ0

σTotal
(4.79)

The rate of change of spacecraft potential as a result of this discharging process is then given

by:

ˆ

dVL
dt

˙

C

“ ´
pVL ´ Vaq

τRC
(4.80)

4.5.3 Charging - Collection of Thermal Ions

As a spacecraft descends through the atmosphere, it will collect the charge of ions which are

impacted onto the spacecraft. From our model assumptions, there is no space charge in the

atmosphere - any net imbalance in ion number densities is matched with the opposite charge

density of aerosols. As such, we would expect that the area of the atmosphere which the

spacecraft passes through would contain a net neutral charge, so will not lead to a charge being

accumulated.

However, as the spacecraft descends, ions not within this area may impact with the sides of

the spacecraft. If there is a systematic difference in the speed of ions of one polarity compared

to another, then it would be expected that more of the fast ions are collected than the slow ones,

since the fast ions can be collected from a greater area. A schematic diagram indicating this is

shown in figure 4.20. We will explore the change in potential brought about by this collection

of ions.

We model the spacecraft as a cylinder with height h and radius r, travelling with velocity

vw parallel to its axis of symmetry. The time taken for the entire cylinder to pass a point at a

given altitude is given by:

t “
h

vw
(4.81)

During this time, any ions which reach the outer edge of the cylinder will be collected. Ions

which originate in the area swept out by the cylinder’s descent will also be collected, but any

charge collected will be neutralised by an opposite charge collected by aerosols swept out. As

such, the effect of any particles which are swept out by the descent of the spacecraft will be

neglected.

We calculate the number of ions collected at a specific altitude. This is a linear number

density, with dimensions of 1/L. The infinitesimal linear number density of ions collected in a

circular shell of area dA centered on the spacecraft is given by:

dλcollect “ fanglefspeed niondA “ fanglefspeed nionr
1dr1dθ (4.82)

where fangle and fspeed are the fractions of ions in this area with the correct speed and direc-
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Figure 4.20: Schematic diagram showing the collection of ions by a falling spacecraft. In the
area underneath the spacecraft, all charges will be collected. This results in zero net charge
being collected. Horizontally, fast ions are collected by the spacecraft in a larger area than
slower ions. The result of this is that more of the faster ions will be collected, and so a net
charge will be accumulated.

tion to reach the spacecraft in the given time, and r1, θ are the radial and angular coordinates

of a polar coordinate system centred on the spacecraft.

The total linear number density of ions collected by the spacecraft, at altitude z is given by:

λcollectpzq “

ż 2π

0
dθ

ż 8

r
dr1fangle fspeed nionr

1 “ 2π nion

ż 8

r
dr1fangle fspeed r

1 (4.83)

In order to find fangle we consider the angular size of the spacecraft in the sky as a fraction

of all possible angles. Note that we consider that the motion of ions is purely horizontal, and

so consider an angular size, rather than a solid angle.

From trigonometry, we find that the spacecraft has an angular radius of sin´1p r
r1 q. So, the

fraction of ions moving in a direction which will lead to a collision is given by:

fanglepr1q “
1

π
sin´1p

r

r1
q (4.84)

In order to find the number of particles with appropriate speed for a collision, we need to

consider the distribution of particle speeds. For thermal particles, the velocity distribution is

given by a Maxwell-Boltzmann distribution:

fpvqd3v “

ˆ

m

2πkBT

˙
3
2

exp

"

´mv2

2kBT

*

d3v (4.85)

where fpvq is the fraction of particles with velocity v, m is the mass of the particles, T , is the

temperature, and kB is the Boltzmann constant. Assuming that all ion motions are horizontal,

we can find the distribution of ion speeds as:

fpuqdu “

ˆ

mu

kBT

˙

exp

"

´mu2

2kBT

*

du (4.86)
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where u is the speed of the ions in this horizontal plane. We have made the assumption that

positive ions and negative ions will have a different mass. This mass difference means that ions

of one polarity will typically have greater speeds than the other.

The minimum speed required for an ion to be collected is given by the distance to the

spacecraft, d “ r1 ´ r divided by the time, t, that it takes for the entire spacecraft to pass the

horizontal layer at altitude z. Note that in our estimations of fspeed we are assuming that the

ions only need to travel the distance to the centre of the spacecraft, which is a slightly smaller

distance than travelling to the outer edges. As such, the value of fspeed will be a very slight

overestimate.

The fraction of ions with speed greater than this critical value is given by:

fspeed “

ż 8

d{t
fpuqdu “

ż 8

d{t

ˆ

mu

kBT

˙

exp

"

´mu2

2kBT

*

du (4.87)

Solving, we find:

fspeedpr1q “ exp

"

´m

2kBT

ˆ

r1 ´ r

t

˙2*

(4.88)

The Maxwell-Boltzmann distribution describes the velocity distribution of particles which

exchange energy and momentum via collisions. For particles travelling distances " their mean

free path, these collisions will be important. The presence of collisions will act to “remove” some

particles which would otherwise be collected by the descending spacecraft, by either changing

the angle of their trajectory such that it misses the craft, or by decreasing their speed such

that it is not sufficient to reach the craft in the required time. In addition, however, there will

be particles which initially do not have the required trajectory or speed to be collected by the

spacecraft, which then have their velocity changed following a collision, such that they now are

able to be collected. As such, for our purposes we will assume that these collisions do not affect

the net number of particles of a given species collected by the spacecraft.

In addition to the thermal velocity of the particles, the electric field of the spacecraft will

cause a drift of ions towards/away from the craft, dependent on their polarity. This ion drift

velocity would act to change the collection rate of ions such that the spacecraft potential is

reduced. It was found, however, that for our purposes, this ion drift velocity was significantly

smaller than the typical thermal velocities of ions, and was considered negligible.

Given the expressions for fangle and fspeed in equations 4.84 and 4.88, we can write the linear

number density of collected ions of one polarity at a particular altitude as:

λcollectpzq “ 2nion

ż 8

r
dr1 sin´1p

r

r1
q exp

"

´m

2kBT

ˆ

r1 ´ r

t

˙2*

r1 (4.89)

The linear charge density collected at altitude z is given by the imbalance in the linear

number densities found for positive and negative ions, ie:

λpzq “ qpλcollectpzq` ´ λcollectpzq´q (4.90)

where q is the charge of each ion - i.e. the elementary charge. Since the spacecraft is

travelling in the negative z direction, this linear density of collected charges is equivalent to the
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negative rate of change of the electric charge of the lander, with respect to altitude. We can

write this as:

ˆ

dQL

dz

˙

ion

“ ´λ (4.91)

In order to relate the charge collected by the spacecraft to its electric potential, we return

to the assumption that the spacecraft is spherical. Using equation 4.74, we can then re-write

equation 4.91 in terms of the spacecraft potential:

ˆ

dVL
dz

˙

ion

“
1

4πϵ0r
p´λq (4.92)

Instead, if we find the rate of change with respect to time, we can write:

ˆ

dVL
dt

˙

ion

“
1

4πϵ0r
p´λq

dz

dt
(4.93)

Given that the descent speed of the spacecraft, vw, can be written as p´dz{dtq, we can finally

write the rate of change of spacecraft potential with respect to time, as a result of the collection

of ions, as:

ˆ

dVL
dt

˙

ion

“
vwλ

4πϵ0r
(4.94)

4.5.4 Resulting Spacecraft Charging

To find the potential of the spacecraft, we have to consider all the charging/discharging mech-

anisms together. The total rate of change of potential of the spacecraft is given by:

dVL
dt

“

ˆ

dVL
dt

˙

PDC

`

ˆ

dVL
dt

˙

C

`

ˆ

dVL
dt

˙

ion

(4.95)

In the case where a PDC is able to occur, i.e |VL ´ Va| ą |V0|, we can write:

dVL
dt

“ ´
1

2r
pVL ´ Va ´ V0q |pvw ˘ Eµ˘q| ´

pVL ´ Vaq

τRC
`

vwλ

4πϵ0r
(4.96)

For our purposes, we will assume that many of the parameters, such as vw, E, µ˘, V0, λ

are quasistatic. As such, they will be considered time independent, however when implemented

into the model, their value will be reassigned at every altitude step.

Note that if we assume a non-zero, quasistatic electric field, and a non-zero vertical velocity,

then the atmospheric potential must be time dependent. As such, we can find an expression for

the rate of change of atmospheric potential using the chain rule:

dVa
dt

“

ˆ

´
dVa
dz

˙ˆ

´
dz

dt

˙

“ Evw (4.97)

We wish to find an equation for VL as a function of time. In order to find this, we will need

to solve the differential equation in equation 4.96.

Using the substitutions
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a “
|pvw ˘ Eµ˘q|

2r
`

1

τRC
(4.98)

and

bptq “
pVaptq ` V0q|pvw ˘ Eµ˘q|

2r
`
Vaptq

τRC
`

uλ

4πϵ0r
(4.99)

We can re-write equation 4.96 as:

dVL
dt

` aVL “ bptq (4.100)

Now, using the integrating factor of exppatq We can write:

exppatq
dVL
dt

` a exppatqVL “
d

dt

`

exppatqVL
˘

“ b exppatq (4.101)

Integrating with respect to time, we find:

exppatqVL “

ż

b exppatqdt “
b

a
exppatq ´

ż

db

dt

1

a
exppatqdt (4.102)

We can find db{dt using the equation for b, equation 4.99. So,

db

dt
“

d

dt

ˆ

|pvw ˘ Eµ˘q|

2r
`
Vaptq

τRC
`

uλ

4πϵ0r

˙

“

ˆ

|pvw ˘ Eµ˘q|

2r
`

1

τRC

˙

dVa
dt

(4.103)

Substituting equation 4.97, this can be written as:

db

dt
“

ˆ

|pvw ˘ Eµ˘q|

2r
`

1

τRC

˙

Evw (4.104)

From equation 4.104, we can see that the parameter db{dt is comprised only of variables we

have assumed to be quasistatic, so it itself must be quasistatic also. As such, we can assume

that db{dt is not dependent on time.

Now, substituting equation 4.104 into equation 4.102, we find:

exppatqVL “
b

a
exppatq ´

1

a

ˆ

|pvw ˘ Eµ˘q|

2r
`

1

τRC

˙

Evw

ż

exppatqdt (4.105)

exppatqVL “
b

a
exppatq ´

ˆ

|pvw ˘ Eµ˘q|

2r
`

1

τRC

˙

Evw
a2

exppatq ` c (4.106)

for integration constant c. The value of this integration constant can be found using the

boundary condition that at time t “ 0, VL = VLp0q, and b “ bp0q. So, we find:

c “ VLp0q ´
bp0q

a
`

ˆ

|pvw ˘ Eµ˘q|

2r
`

1

τRC

˙

Evw
a2

(4.107)

where bp0q is found from equation 4.99, where Va “ Vap0q.

Finally, we can re-arrange equation 4.106 to give a final equation for the lander potential as

a function of time:
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VLptq “
bptq

a
´

ˆ

|pvw ˘ Eµ˘q|

2r
`

1

τRC

˙

Evw
a2

` c expp´atq (4.108)

where a, b, c, are given by equations 4.98, 4.99, 4.107 respectively.

In the case where PDC is unable to occur, i.e. |VL ´ Va| ą |V0|, we can follow a similar

process to find:

VL “
b2
a2

´
Evw
τRCa22

` c2 expp´a2tq (4.109)

where a2, b2, c2 are given by:

a2 “
1

τRC
(4.110)

b2ptq “
Vaptq

τRC
`

vwλ

4πϵ0r
(4.111)

c2 “ VLp0q ´
b2p0q

a
`

Evw
τRCa22

(4.112)

Using equations 4.108 & 4.109 we are able to find the potential of the lander at each altitude

step in the model, using information from the previous step. This method is able to be used

if the PDC process is either active or inactive for the entire duration between the model steps.

If this is not the case, then equations 4.108 & 4.109 will not be accurate, and will lead to the

change in potential either under or overshooting the correct value. In these cases, in order

to correctly calculate the spacecraft potential, the exact time of the switch between the PDC

process being active/inactive needs to be assessed.

The following calculations only occur when the PDC process state changes state between

two model steps. If the PDC changes from passive to active, the time of this change occurs when

VL as calculated by equation 4.109 is equal to Vaptq ` V0. Here Vaptq is found by considering a

linear interpolation between the two model steps. So,

Vaptq “ zptq
Va|i ´ Va|i`1

z|i ´ z|i`1
(4.113)

where the subscripts i,i` 1 refer to the upper and lower model steps respectively.

The value of t in equations 4.109 & 4.113 is then fit for, such that

Vaptq ` V0 “
b2
a2

´
Evw
τRCa22

` c2 expp´a2tq (4.114)

Following this, the spacecraft potential at the second model step is calculated, using the

conditions determined at this value of t as starting boundary conditions.

A similar process is followed when the PDC process state changes from active to passive,

with the time of this change being calculated from:

Vaptq ` V0 “
bptq

a
´

ˆ

|pvw ˘ Eµ˘q|

2r
`

1

τRC

˙

Evw
a2

` c expp´atq (4.115)

The selection of equation 4.108 or 4.109, and the use of this method of switching the PDC
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state between datapoints is illustrated in figure 4.21.
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Figure 4.21: Three figures illustrating the PDC activity states. The spacecraft-atmosphere
potential difference, V , and the corona onset potential Vcorona are shown for 2 datapoints indi-
cated by blue and orange circles respectively. Note that time increases with decreasing altitude.
(a) shows the case where the spacecraft-atmosphere potential difference, V, is greater than the
corona onset potential for both datapoints. In this case, equation 4.108 would be used to deter-
mine VL. (b) shows the case where the spacecraft-atmosphere potential is less than the corona
onset for both datapoints. In this case, equation 4.109 would be used to determine VL. Fi-
nally, (c) shows the case where the spacecraft-atmosphere potential is greater than the corona
onset potential for only one of the datapoints. In this case, the time when the value of the
spacecraft-atmosphere potential difference crosses the value of the corona onset potential would
be identified from equation 4.115. The value for VL at the second datapoint would then be
determined by using equation 4.109 starting from this time.

Once the spacecraft potential has been determined, it is possible to calculate the point

discharge current emitted by the lander. This is done by feeding the lander potential at each

height step into equation 4.73.

4.6 Results

Using the electrical model of Venus’ atmosphere, the Venera 13 & 14 PDC data was investigated.

The PDC emitted by a descending spacecraft was determined from the VAIL model. This value

was compared against the PDC data from the Venera landers.

Our criterion for a good fit to this PDC data was specified based on the reading error on

the PDC data, estimated in section 4.2. So, the model result was considered to be a good fit to

the Venera PDC data if it lay within ˘ 3.06nA of the data. This range of “good fit” values is

illustrated in figure 4.22.

In this section, we will investigate the modelled PDC as it is affected by several perturbations

to the model, with the intention of finding parameters which allow a good fit to the Venera PDC

data. The corona onset value, the presence, magnitude, and polarity of a global atmospheric

electric circuit, and the inclusion of haze layers will be investigated.
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Figure 4.22: Profile of the Venera data, showing the region of reading error on the data. The
area lying between the upper and lower error bounds are shown as a green shaded area.

4.6.1 Results from Initial Assumptions

Firstly, we consider the case where there is no global circuit. This is the simplest case, relying

on the fewest assumptions. Using equations 4.108 & 4.109, the potential of a spacecraft was

determined. Note that in this case, since there is no vertical electric field, the only charging

mechanism for the spacecraft is the collection of thermal ions - there is no changing atmospheric

potential which would affect the spacecraft-atmosphere potential difference. The spacecraft

potential is shown in figure 4.23a along with the corona onset potential.

Next the amount of point discharge current which would be emitted was determined using

equation 4.73. This emitted PDC is shown in figure 4.23b, and compared against the in-situ

data recorded by the Venera 13 & 14 landers.

As can be seen, the modelled PDC in this case does not align with the in-situ data recorded

by the Venera landers.

4.6.2 Variance of Corona Onset

From estimations of the corona onset voltage, we arrived at a value for the breakdown fraction of

η “ 0.001 in section 4.3. We have investigated the effects of varying the value of this fraction by

an order of magnitude (increase or decrease). In figure 4.24a, the onset potentials investigated

are shown for the lowest 40km of the atmosphere. In figure 4.24b, the resulting PDC calculated

by the model for these corona onset potentials are shown. The PDC data recorded by the

Venera 13 & 14 landers is also illustrated on these plots.

As can be seen from figure 4.24b, the act of decreasing the breakdown fraction from the

η “ 0.001 value has a notable effect on the resulting PDC. The change to the PDC in this way

does not cause the model result to align better with the Venera PDC data, however. Increasing

the breakdown fraction also had a notable effect, significantly changing the PDC emitted. In
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Figure 4.23: Electrical results for a spacecraft descending through Venus’ atmosphere, with no
global circuit present. (a) shows the electrical potential of the spacecraft (purple) compared
against the corona onset potential (black dashed). (b) shows the modelled PDC (purple) com-
pared against the in-situ Venera PDC data (black dot-dashed).
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Figure 4.24: Effects of varying the breakdown fraction on the corona onset voltage, and the
PDC emitted by a spacecraft. (a) shows the corona onset voltage determined for a range of
breakdown fractions, η. The typical value used of η “ 0.001 is shown as an orange dashed line,
and values of η “ 0.0001 and η “ 0.01 are shown as blue and green lines respectively. In (b),
the emitted PDC calculated for the onset voltages described in (a) are shown. The in-situ PDC
data from the Venera 13 & 14 landers is shown as a black dot-dashed line.

addition to this, the increased corona potential in this case resulted in the PDC process being

“quenched” as the spacecraft was unable to collect charge at a sufficient rate to enable the PDC
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process at low altitudes. The change to the PDC profile in this case again did not act to align

the model data to the Venera 13 & 14 data. As such, we find that although the magnitude of

the modeled point discharge current is sensitive to the corona onset voltage, variations in this

voltage will not allow the in-situ PDC profile to be reproduced.

4.6.3 Addition & Variation of Global Circuit

Given the limited number of assumptions used so far, we have been unable to reproduce the

Venera PDC data. We next consider if including a global atmospheric electric circuit into

the model will allow the shape of the Venera PDC profile to be reproduced. By including

the effects of a global circuit, we now have two charging mechanisms affecting the potential

of a spacecraft travelling through the atmosphere. As before, the collection of thermal ions

is still an important process - providing a positive charge to the lander. Now, however, the

spacecraft will also acquire a charge with respect to the atmosphere as the atmospheric potential

is changed. The polarity of this change in potential difference is dependent on the polarity of the

vertical atmospheric electric field. When we have an “Earth-like” global atmospheric electric

circuit, i.e. a negative conventional current flowing upwards, a spacecraft descending through

the atmosphere will acquire a positive charge with respect to the surrounding atmosphere. In

this case, the two charging mechanisms will work together to increase the potential difference

between the spacecraft and the atmosphere, and as such will increase the magnitude of the

PDC. In the other case, where we have an “Inverted” global atmospheric electric circuit, i.e a

positive conventional current flowing upwards, a descending spacecraft will acquire a negative

charge with respect to the atmosphere from the additional charging mechanism. This means

that the two charging mechanisms will be competing.

We will investigate the shape of the PDC profiles found when different magnitudes of fair

weather conduction currents are present. Firstly, an Earth-like circuit was considered. The

magnitude of the electric field in the lowest 40km of the atmosphere is shown for several magni-

tudes of conduction current in figure 4.25a. Note that for this Earth-like circuit, these electric

fields would be negative. The PDC emitted by a spacecraft was then calculated for the electrical

environment in each of these cases. These PDC profiles are shown in figure 4.25b along with

the in-situ Venera PDC.

As can be seen in all of these cases, the inclusion of a global electric circuit can have a large

effect on the PDC emitted by a spacecraft. Further, by comparing the shapes of the profiles

for each of the magnitudes of conduction current, it can be seen that the strength of the global

electric circuit also is of large importance. Unfortunately, for all of these cases, we observe that

the shape of the profiles was not representative of the in-situ data recorded by the Venera 13 &

14 landers.

We next considered the effects of a inverted global electric circuit. As for the earth-like

case, a range of magnitudes of conduction current were considered, with the same magnitudes

of current used in that case. From the assumptions used in our model, this results in the electric

field having the same magnitude as in figure 4.25a, however in this case the electric field was

positive. The PDC profiles found for these electric fields were shown in figure 4.25c. In all three

cases considered, the PDC switched polarity during the altitude region of the Venera data. Since
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Figure 4.25: Electric field and PDC profiles for varying conduction currents. The solid blue,
orange, and green lines in each figure are for conduction current densities with magnitudes 1
fAm´2, 0.01 pAm´2, and 0.1 pAm´2 respectively. (a) shows the magnitude of the atmospheric
electric field for each of these conduction currents magnitudes. (b) shows the PDC emitted by
a spacecraft for negative conduction currents, with the specified magnitudes. The in-situ PDC
data recorded by the Venera 13 & 14 landers is shown as a black dot-dashed line. (c) shows
the PDC emitted by a spacecraft for positive conduction currents, across the same magnitudes.
Again, the black dot-dashed line shows the in-situ data. Note that a symmetric log axis has
been used to show currents of both polarities in this case. This axis has a linear section between
+5 and -5 nA. Additionally, the Venera data has been shown for both polarities, since the true
polarity of the data was unknown.

the polarity of the Venera PDC data was unknown, the shape of the profile has been reproduced

for both polarities, for comparison.
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As for the Earth-like case, we find that the inclusion of a global electric circuit has a large

impact on the PDC profile. In this case, a notable feature is the switch between positive and

negative PDCs. As discussed in section 4.2, it is unknown what polarity of PDC was recorded

by the Venera 13 & 14 spacecraft, hence the Venera data being presented for both polarities in

figure 4.25c. We do expect, however that the polarity of the signal does not change within the

altitude range of the dataset. We find that, as for the Earth-like case, the inclusion of a global

electric circuit can vary the shape and magnitude of the PDC profiles to a large degree.

Looking at both polarities of global circuit, we can conclude then that the effects of a global

electric circuit are clearly important. We however note that the effects of these global circuits

alone cannot explain the shape of the Venera PDC profiles.

4.6.4 Addition of Low Atmosphere Haze

It has previously been suggested that the shape of the Venera PDC profiles could be explained

by the presence of low atmosphere haze [116]. We will explore the impacts of including different

haze profiles in our model.

To investigate the effects of haze on the PDC emitted by a spacecraft, we first return to the

case where there is no global circuit. In this case, the spacecraft accumulates charge through

the collection of mobile thermal ions. A haze layer present in the atmosphere will act to reduce

the number of free ions in the atmosphere, through attachment to the haze particles. This

reduction in the ion number density will reduce the charge accumulated by the spacecraft, and

reduce the PDC emitted. This effect has been showcased in figure 4.26 by comparing the PDC

found when additional haze layers have been included to the case where it is neglected. Here

the concentration and size of haze particles are constant with height. The emitted PDC has

been shown for particles with a radius of 0.1 µm, in concentrations of 100 and 1000 cm´3. This

size of haze particle was selected to be outwith the observational range of the Pioneer particle

detectors, which did not observe haze layers extending through the lower atmosphere [147].

As can be seen in figure 4.23b, above „30km, the modelled PDC is larger than the in-

situ data. As such, in order for the model to describe the PDC at these altitudes, then some

reduction to the PDC is required; this reduction can be performed by the inclusion of a haze

layer above 30 km. Conversely, however, below „30km, the modelled PDC is smaller than the

in-situ data. Since the inclusion of a haze layer will only decrease the PDC, it is unable to bring

the model result into alignment with the in-situ data at these altitudes.

To show this, a fitting process has been performed to determine the concentration of haze

particles which would bring the model result into the best possible agreement with the Venera

data. At each height step in the model, the concentration of haze which reduced the difference

between the Venera PDC data and the modeled PDC at that height was determined through

least squares fitting. This process was performed starting from the highest altitudes, working

downwards.

For this fitting process, a constant particle size of 0.1 µm has been used. This particle size

was based on the estimated size of particles from previous spectrophotometric measurements

[86]. The choice of particle size is fairly arbitrary however, and this process could have been

performed with a different size of particle, with a particle size which varied with altitude, or even
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Figure 4.26: PDC profiles for different amounts of haze, where the effects of a global circuit
are not present. In all cases, the haze particles have a radius of 0.1 microns, with constant
concentration through the entire atmosphere. Three haze concentrations were considered, 0
cm´3 (blue), 100 cm´3 (orange), and 1000 cm´3 (green). The Venera PDC data has also been
shown (black dot-dashed).

with multiple particle sizes. The impacts to the model from the presence of this haze arrives

via the ion-aerosol attachment term, which is dependent on both the size and concentration

of particles. As such, any particular value of ion-aerosol attachment term can be considered

degenerate - with the concentration of particles being varied to give the desired result for any

given particle size. For the remainder of this work, particles of size 0.1 µm will be used, and

it should be noted that changing this particle size will only affect the concentration of these

particles which is required to obtain the given result.

The best fit found from this process has been shown in figure 4.27a. The number density

profile of the haze particles is shown in figure 4.27b.

In this case, it can be seen that above „30km, it is possible to select a haze layer which will

cause the model result to fit well to the Venera data. Below this altitude, however, the Venera

data cannot be reproduced.

It has been seen that the inclusion of haze layers can have a significant effect on the PDC

emitted by a spacecraft. However, the in-situ data was still unable to be reproduced in the case

where there is no global circuit present. Next, we consider if the in-situ data can be reproduced

if both a global circuit, and low atmosphere haze layer are included.

4.6.5 Haze & Global Circuit

Here we investigate if together the presence of a global atmospheric electric circuit and a low

atmosphere haze layer can explain the shape of the Venera PDC data. The cases of Earth-like

and inverted global circuits will be considered separately.
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Figure 4.27: Best fit of the model result to Venera data, in the case where a global circuit is
not present. (a) shows the modelled PDC (purple) compared against the Venera data (black
dashed). (b) shows the haze concentration which was used as a model input to produce (a).
The haze particle radius was 0.1 µm.

Earth-Like Global Circuit

In the case where we have an Earth-like global circuit, the spacecraft accumulates charge with

respect to the atmosphere both by the collection of thermal ions, and the changing atmospheric

potential experienced by the spacecraft. Both of these mechanisms will cause the spacecraft

to accumulate a positive charge with respect to the atmosphere. If we further include a haze

layer into our model, this will act to reduce the concentration of ions in the atmosphere, which

decreases the conductivity of the atmosphere, and therefore would increase the magnitude of

the vertical electric field for a given conduction current. These changes will affect the two

charging mechanisms in different ways. The reduction in the ion concentration leads to fewer

thermal ions being collected by the spacecraft and therefore the spacecraft-atmosphere potential

difference will be reduced. On the other hand, the increase in the magnitude of the electric field

will mean that the atmospheric potential changes more rapidly from the reference frame of

the spacecraft. This will lead to an increase in the spacecraft-atmosphere potential difference.

These two competing mechanisms mean that the inclusion of haze will have variable effects on

the PDC emitted by a spacecraft, under different conditions.

To illustrate this behaviour, the PDC emitted by a spacecraft has been modelled for an

Earth-like global circuit for several different haze distributions. For this demonstration, in these

cases the vertical conduction current has a magnitude 0.01pA/m2, and haze particles have a

radius 0.1µm. We have compared the emitted PDC profiles in the cases where there is no low-

atmosphere haze, a constant haze number density of 100 particles per cubic cm, and a constant

haze number density of 1000 particles per cubic cm. The PDC profiles for these three cases are

shown in figure 4.28a, along with the Venera PDC data. Additionally, a plot has been produced
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showing the PDC found in the two haze cases, with the PDC found for no additional haze

subtracted. This plot allows the effect of the haze on the PDC to be visualised clearly.
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Figure 4.28: PDC profiles for different amounts of haze, where an Earth-like global circuit
is present, with conduction current of 0.01 pA/m2. In all cases, the haze particles have a
radius of 0.1 microns, with constant concentration through the entire atmosphere. Three haze
concentrations were considered, 0 cm´3 (blue), 100 cm´3 (orange), and 1000 cm´3 (green). (a)
shows the total value of these PDC profiles, while (b) shows the difference between the 100 and
1000 cm´3 profiles and the 0 cm´3 profile. In (a), the Venera PDC data has been shown (black
dot-dashed).

From figures 4.28a and 4.28b we can see two regimes where the changes to the different

charging mechanisms become dominant. For the 100 (1000) cm´3 concentration haze, we see

that the inclusion of haze causes a decrease in the PDC above „20 („ 30) km. Below this

height, the inclusion of haze causes an increase in the PDC. It is also important to note that at

a given altitude, the inclusion of haze will not always affect the PDC in the same way. This can

be clearly illustrated by comparing the two haze profiles at an altitude of 25km. At this altitude,

the inclusion of a 100 cm´3 haze leads to a decrease in the PDC. If the haze concentration is

increased further, to 1000 cm´3, then this will instead lead to an increase in the PDC.

Similar to the “absent global circuit” case, we want to try to find a haze distribution which

when inputted into our model will best replicate the Venera data. As was done previously, this

was investigated by adjusting the haze concentration at a given altitude such that the model

PDC matched the Venera data. There is an additional complication to this method when used

for this global circuit case, however. When the target Venera PDC is smaller than the PDC

obtained by the model assuming no haze, then the competing changes to the two charging

mechanisms will mean that it is possible for more than one solution which gives the target PDC

to exist. This is illustrated in figure 4.29 by considering the change in PDC with increasing

haze concentrations at an altitude of 29 km. In this figure, it can be seen that there are two

haze concentrations which will give the required change in PDC at that altitude (i.e. „160 and
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„850 cm´3). As such, we need to be careful about which value to accept.
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Figure 4.29: Change to the modelled PDC with increasing haze, at an altitude of 20km. The
effects of an Earth-like global circuit, with conduction current of 0.01 pA/m2, have been included
in the determination of the PDC. The change to the modelled PDC with respect to the case
where no haze is present has been shown as a red line. The difference required to reach the
value of the Venera PDC at this altitude has been shown as a horizontal black dot-dashed line.
Note that the two solutions which cause the model result to reproduce the Venera PDC occur
at haze concentrations of „150 and „850 cm´3.

For some datapoints, i.e. when the model result for no haze ă the Venera PDC, only one

solution will be present. We can then extrapolate from these datapoints to select the most

plausible haze concentration at the altitudes which have two possible results; at these altitudes,

we select the value which is closest to the result for a neighbouring altitude.

Finally, performing the same “haze fitting” method as for the absent global circuit case, we

find that it is indeed possible for the model result to match the Venera data, as long as both

a global circuit and haze layer are present. The model result found from this process is shown

along with the Venera data in figure 4.30a. Note that in this case a conduction current of 0.5f

A/m2 has been used. The haze concentration required for the shape of the profile in figure 4.30a

is shown in figure 4.30b, where a constant haze particle radius of 0.1 µm has been assumed.

Note that although this result has been shown for one magnitude of conduction current, it

is possible to obtain similar results for a range of conduction currents. As a demonstration, the

resulting PDC, along with the required haze concentrations for these profiles, have been shown

for several magnitudes of conduction current in figure 4.31. As can be seen in figure 4.31b, the

required concentration of haze particles increases as the magnitude of the conduction current

decreases.

Although these fits are able to be obtained for a range of conduction currents, they cannot

be created for all magnitudes of conduction current. From our investigation, we have found

that above currents of 3 fA/m2, some of the resulting best-fit PDC values lay outwith the “good

fit” area specified earlier. As such, it is concluded that the model is unable to reproduce the
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Figure 4.30: Best fit of the model result to Venera data, in the case where an Earth-like global
circuit is present, with conduction current of 0.5 fA/m´2. (a) shows the modelled PDC (purple)
compared against the Venera data (black dashed). (b) shows the haze concentration which was
used as a model input to produce (a). The haze particle radius was 0.1 µm.
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Figure 4.31: Best fits of the model result to Venera data, for a range of different conduction
currents. Three conduction currents have been considered, with magnitudes of 0.1, 0.2 and 1
fA/m2. In all three of these cases, we have considered the global circuit to be Earth-like in its
polarity. (a) shows the modelled PDC from each of these cases, shown as blue, orange, and
green lines for 0.1, 0.2 and 1 fA/m2 respectively. These are compared against the Venera data
(black dashed line). (b) shows the three haze concentrations which were used as a model inputs
to produce the profiles in (a). Again, blue, orange, and green lines were used for the conduction
currents of 0.1, 0.2 and 1 fA/m2. In all cases, the haze particle radius was 0.1 µm.
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Venera data for these conduction currents. We are thus able to state that the upper limit for the

magnitude of the Venusian conduction current in an Earth-like global circuit is 3 fA/m2, under

the assumptions we have made. Note that this is significantly lesser than the typical magnitude

of the fair weather conduction current on Earth (i.e. „ 1 pA/m2) [158].

Inverted Global Circuit

As discussed previously, for an inverted global atmospheric electric circuit, the two charging

mechanisms for a descending spacecraft are competing. When we introduce haze, however, the

nature of the change to the emitted PDC is simpler than in the Earth-like case. As in this

previous case, the presence of haze will reduce the concentration of free ions in the atmosphere,

meaning that the spacecraft accumulates less charge through the ion collection mechanism.

Also, as before, the magnitude of the electric field will be increased compared to the case

where there is no haze present, meaning that the “changing atmospheric potential” charging

mechanism is enhanced. In contrast to the Earth-like case, since this charging mechanism

provides the spacecraft with the opposing charge to the net charge collected by thermal ions,

the overall effect of the presence of haze will be to decrease the value of the PDC emitted; i.e.

decreasing the magnitude of positive PDC and increasing the magnitude of negative PDC. In

order to showcase this effect, modelled PDC profiles have been determined for different haze

concentrations for a vertical conduction current of 0.01 pA/m2. These profiles are shown in

figure 4.32. For each of these cases a single haze particle size of 0.1µm has been assumed, and

the haze concentration for each example is constant across the entire model range.
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Figure 4.32: PDC profiles for different amounts of haze, where an inverted global circuit is
present, with conduction current of 0.01 pA/m2. In all cases, the haze particles have a radius of
0.1 microns, with constant concentration through the entire atmosphere. Three haze concentra-
tions were considered, 0 cm´3 (blue), 100 cm´3 (orange), and 1000 cm´3 (green). A symmetric
log axis has been used, with linear range between -5 and 5 nA. The Venera PDC data has been
shown for both polarities of discharge current as a black dot-dashed line.

In figure 4.25c, it was observed that when no haze was present, the PDC profile often
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switched polarity during the range of the Venera PDC data. Since we expect the PDC profile to

be changing smoothly with altitude, we will require for our investigation that only one polarity

of PDC is present in a fit to the Venera data. Additionally, as is shown in figure 4.32, the

presence of haze can only act to decrease the value of the emitted PDC. In order for the model

to be able to produce a result which matches the positive Venera PDC, we require an increase in

the PDC at some altitudes. We can thus conclude that we are unable to reproduce the positive

Venera PDC profile, so will instead focus on fitting to the negative PDC profile.

We again perform the same haze fitting procedure as in the previous two cases. As for the

Earth-like circuit, we find that it is possible to fit the model result to the Venera data, as long as

both a global circuit and a low atmospheric haze are present. The fit performed for a conduction

current of 0.5fA/m2 is shown in figure 4.33a, with the concentration of 0.1 µm haze particles

which is required for this PDC profile shown in figure 4.33b.
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Figure 4.33: Best fit of the model result to Venera data, in the case where an inverted global
circuit is present, with conduction current of 0.5 fA/m´2. (a) shows the modelled PDC (purple)
compared against the Venera data (black dashed). (b) shows the haze concentration which was
used as a model input to produce (a). The haze particle radius was 0.1 µm.

As for the Earth-like case, we find that it is possible to determine these fits across a range

of conduction currents. Several examples of the fitted PDC as well as the haze profiles required

to produce them are shown in figure 4.34. From figure 4.34b it can be seen that the required

haze profile increases as the conduction current decreases, as in the Earth-like case

Again, as for the Earth-like case, we are not able to fit the model PDC to the Venera data

well for all magnitudes of conduction current. Above 6 fA/m2 the PDC will have a larger

magnitude than the Venera data at some altitudes. Since the presence of haze will only act to

increase the magnitude of this PDC, we are thus unable to fit the model result to the in-situ data

above this value of conduction current. Again, it should be noted that this value is significantly

lower than the typical conduction currents in Earth’s global electric circuit.
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Figure 4.34: Best fits of the model result to Venera data, for a range of different conduction
currents. Three conduction currents have been considered, with magnitudes of 0.1, 0.2 and 1
fA/m2. In all three of these cases, we have considered the global circuit to be inverted in its
polarity. (a) shows the modelled PDC from each of these cases, shown as blue, orange, and
green lines for 0.1, 0.2 and 1 fA/m2 respectively. These are compared against the Venera data
(black dashed line). (b) shows the three haze concentrations which were used as a model inputs
to produce the profiles in (a). Again, blue, orange, and green lines were used for the conduction
currents of 0.1, 0.2 and 1 fA/m2. In all cases, the haze particle radius was 0.1 µm.

4.7 Discussion

An ionisation model, VAIL, has been produced to analytically calculate the number density of

positive and negative ions in Venus’ atmosphere. This model has been shown to provide similar

results to the numerical model produced previously by Borucki et al. [20]. Further electrical

parameters, such as the atmospheric conductivity and columnar resistance were calculated. Ad-

ditionally, if we assume a global electric circuit is present, and the magnitude and polarity of

the vertical conduction current is specified, then the atmospheric electric field and atmospheric

potential are also able to be calculated by the model. These electrical results were used to deter-

mine the PDC which would be emitted by a spacecraft descending through Venus’ atmosphere,

as the Venera 13 & 14 landers did.

These modelled PDCs were compared against the data collected by the Venera 13 & 14

landers, in an attempt to determine the conditions which were required in order for the PDC

profiles to be reproduced by an electrical model. A number of parameters, such as the corona

onset potential, the presence and amount of haze, and the presence, polarity and magnitude

of global atmospheric electric circuit were investigated, in order to determine the required pa-

rameters. From our investigation, we have found that the VAIL electrical model is only able to

replicate the Venera 13 & 14 PDC data if there is both a global atmospheric electric circuit,

and a low atmosphere haze layer present. The properties of the haze profile, the magnitude of

the conduction current, and the polarity of this current are all unknown parameters, however.
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The presence of such a global circuit in Venus’ atmosphere has important implications for the

electrical environment of Venus. In order to produce such a circuit, there must be some charge

generation regions in Venus’ atmosphere - akin to the disturbed weather regions in Earth’s

atmosphere. The processes responsible for this charge separation are uncertain, however it

should be noted that the investigation performed here supports the presence of a global electric

circuit regardless of its polarity. As such, there is no constraint made for the polarity of the

charge separation process which would be required. In addition to necessitating some generator

region, the presence of a global electric circuit in Venus’ atmosphere will act to distribute

the effects of charge throughout the atmosphere. This may lead to charge effects being more

important to other aspects of Venus’ atmosphere, than if such a circuit was not present. These

charge effects will be discussed in more detail in the overall considerations of chapter 6.

Through our modelling approach, not all magnitudes of fair weather conduction current were

able to reproduce the Venera PDC data. It was found that the conduction current density was

limited between -3 and 6 fA/m2. The magnitudes of these currents are significantly smaller than

that of the typical currents in Earth’s global atmospheric electric circuit, which are of the order

of -1 pA/m2. A possible explanation for this difference in magnitude is the very high columnar

resistance of Venus’ atmosphere compared to Earth’s; for a fixed ionospheric potential, Ohm’s

law informs that the conduction current will be inversely proportional to the columnar resistance

at the ionosphere. On Earth, measurements of the columnar resistance have shown it to be of

the order of 100 PΩ[77]. From our modelling, we have found the columnar resistance of Venus’

atmosphere at an altitude of 80km to be „60 EΩ. Assuming that the columnar resistance

at Venus’ ionosphere is similar to this value, we find that the columnar resistance of Venus’

ionosphere is « 600 times the columnar resistance of Earth’s. This large columnar resistance

may partially explain the difference between the magnitude of the conduction currents observed

at Earth and the maximum magnitudes predicted at Venus, however, comparing the ratio of

these currents, we find that the large columnar resistance cannot fully explain the difference in

magnitude. Instead, we conclude that the ionospheric potential of the global circuit identified

on Venus must be less than ionospheric potential of Earth’s global electric circuit.

From in-situ spectrophotometric measurements, some estimates have been made for the op-

tical depth of the haze layers in the lower atmosphere. From these estimates, it is expected

that there is a relatively low concentration of particles at these altitudes. As such, the model

results investigated in this chapter will likely be in better agreement with these previous spec-

trophotometric investigations if the particle concentrations are able to be minimised. From our

modelling, it was found that the required concentration of particles increases with decreasing

conduction current. As such, to satisfy the low particle concentration criterion, we would expect

the conduction current to have a magnitude towards the larger end of the allowed range. In addi-

tion, by varying the haze particle size and the corona onset potential, the required concentration

of particles may be reduced further.

It has additionally been proposed that the low atmosphere haze is variable in it’s extent.

Given this fact, and the shape of the haze concentration profiles which are required for the

Venera data to be replicated - i.e an increased concentration of haze at elevated altitudes -

it is possible that volcanic ash is a possible source of the haze. It is known that Venus has
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some volcanic activity, however a lot more has yet to be learned on the nature of any volcanic

eruptions [86]. Additionally, it should be noted that the PDC profiles detected by the Venera

13 & 14 landers were broadly similar to each other, despite landing a significant distance apart.

As such, a “transient haze” explanation would need to account for the spread of haze across

significant horizontal distances.

A number of assumptions have been made, both within the VAIL model, and in the appli-

cation of the VAIL model to reproducing the Venera PDC data. The importance of several of

these assumptions have been investigated explicitly. It was found that our choice of interpolator

had minimal impact on the model results. The main impacts on this choice occurred within the

cloud layers, as the resolution of the input cloud data was relatively coarse. As such, we do not

expect this to have an impact in the region of the atmosphere where the PDC was investigated

in detail.

The assumption that our aerosol size distributions were well modelled as monodisperse

distributions was shown to have had a minor effect on the model results. This is of particular

interest here, as it was shown that considering the full aerosol size distribution - rather than

assuming a monodisperse distribution - led to a greater decrease in the ion number density. As

such, we can conclude that the haze profiles which were required for a particular perturbation

to the PDC profiles were actually overestimates, as if the size distributions had been considered

fully, then the same decrease in ion concentration could be achieved by a lower concentration of

haze. This effect may result in our modelling approach predicting a more tenuous haze in the

lower atmosphere.

Finally, the value of the corona onset potential was shown to have a notable effect on the

magnitude of PDC emitted. Despite this impact, varying the onset potential was unable to allow

the Venera PDC data to be reproduced, without both haze layers and a global electric circuit

also present. Varying this value would have an effect on the required haze profile, however.

There are additional assumptions which have been made in this investigation, which will

be summarised here. Firstly, since little information was available on the spacecraft descent

speed above 50km, the assumption was made that the nature of the descent speed was the same

as below 50km. This is likely a relatively bad approximation, however since this only affects

the descent speed of the spacecraft above the region of the Venera PDC data, this assumption

should have minimal effect on the investigation of the Venera data.

Several assumptions have been made on the nature of the electrical breakdown field, which

informed the values of the corona onset potential. These assumptions may have an impact on

the precise shape of haze profile which is required to reproduce the Venera PDC data.

For the calculations of the ion-aerosol attachment coefficients, we have considered the aerosols

to have a neutral charge distribution. This assumption would likely have an impact on the ratio

of positive and negative ion concentrations that were determined by the model. Additionally,

in these calculations, the effects of image charges on the aerosol droplets has been neglected.

This is likely an important effect, since it would mean that ions would still be able to attach

to like-charged highly charged aerosols. Since we have concluded that the presence of a global

circuit is most consistent with the Venera PDC data, this would suggest that highly charged

aerosols are more likely than if such a circuit was not present.
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Similarly, in our determination of the ion number densities we have not included the move-

ment of ions due to the conduction current of a global electric circuit, or the space charge

densities required to produce the electric fields of such a system. By neglecting these effects

we have shown that some solutions are likely to be possible with a global atmospheric electric

circuit, however, in order to model the effects of a global circuit properly these would need to

be considered in our model.

For some of these assumptions, we are limited by the analytical model used. A future

investigation utilising a numerical model of Venus’ atmosphere may be able to avoid these

limitations, at the cost of computational power. For other assumptions, we are limited by the

data available for Venus’ atmosphere. It is hoped that future spacecraft missions to Venus will

be able to expand the amount of in-situ data which is available, reinforcing any assumptions

which need to be made. In chapter 7, several future investigations which would be advantageous

have been discussed.

4.8 Conclusions

In conclusion, we have found that the point discharge currents recorded by the Venera 13 &

14 landers are consistent with both a global atmospheric electric circuit and a low atmosphere

haze layer being present in Venus’ atmosphere. The presence of such a global circuit would have

important implications for the electrical environment of Venus; in order to produce such a circuit,

there must be some charge generation process present in Venus’ atmosphere. Additionally,

the presence of a global circuit would allow electrical charges to be distributed throughout

the atmosphere, meaning that electrical processes could be important distant from any charge

generation regions.

It was found that either polarity of global electric circuit was able to reproduce the Venera

data. Based on the assumptions made in this investigation, however, the magnitude of the fair

weather conduction current was able to be constrained. It was found that the Venera data could

be reproduced for vertical currents between -3 and 6 fA/m2. This suggests that the ionospheric

potential on Venus is significantly lesser than the ionospheric potential on Earth.
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Chapter 5

Space Weather Effects in the

Atmosphere of Venus

The presence of electrical effects in Venus’ atmosphere has been investigated in Chapter 4. Here,

we consider further whether such effects are present, by investigating the impacts that space

weather events and cosmic ray variations have on Venus’ atmosphere.

Our search for space weather/cosmic ray effects in Venus’ atmosphere is motivated by previ-

ous investigations of such effects on other planets in our solar system. In particular, we wish to

draw comparison between the ice giants - Uranus and Neptune - and Venus. On these planets,

cosmic rays can affect the atmosphere through the process of ion-induced nucleation. This pro-

cess is believed to be able to occur in Venus’ atmosphere also, however cosmic rays can affect

planetary atmospheres through other mechanisms - as is the case for Earth, where ion induced

nucleation does not occur.

On earth, the effects of Forbush decreases and SEP events on the atmosphere have previously

been investigated. The effects of these events have been identified by considering how some

atmospheric parameter changes following the event. To investigate this, the response across

several such events is compared - allowing the general trend following the event to be identified.

This allows the polarity of changes in the atmosphere to be investigated, as well as investigations

of the timescales of such changes.

Additionally, the effects of periodic variations in cosmic ray count rates on planetary atmo-

spheres have previously been investigated. For Earth, variations with periods of 27 days and

1.68 years have been studied, with the 1.68 year periodicity also investigated for the ice giants.

One of the methods performed in these analyses was to compare the periodic signals present

in a cosmic ray dataset to periodic variations in some atmospheric dataset (i.e. the cloud base

height, diffuse fraction, or apparent magnitude). If similar features were present in the two

datasets at the same time, then this was interpreted to be some evidence for a cosmic ray effect

on the atmosphere.

The investigation described in this chapter builds upon the methods utilised for other planets.

This investigation is composed of two parts: First, the short term response of Venus’ atmosphere

to several space weather events is considered. Following the methods developed for Earth, the

atmospheric responses to these space weather events were identified by compositing data across

a number of events. Second, periodic variations in Venus’ atmosphere, and their link to periodic
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variations in cosmic rays, are investigated. Similar to previous investigations, this was performed

by identifying periodic signals present in both a cosmic ray dataset and an atmospheric dataset,

however in this investigation, the coherence between these two datasets was used to identify a

common signal between them.

In section 5.1, the data used in this analysis is described. In section 5.2, several of the

analytical methods used throughout this investigation are described. In section, 5.3, the short

term effects on Venus’ atmosphere from space weather events are considered. First, the effects

of Forbush events detected at Venus are considered, before considering Solar Energetic Particle

(SEP) events detected at Venus, and finally considering Heliospheric Current Sheet (HCS)

crossings also detected at Venus. Section 5.4 investigates the periodic signals present in both

the albedo of Venus and several cosmic ray datasets, through calculations of the coherence

between these signals. Finally, the results from both aspects of this investigation - covering

space weather perturbations, and cosmic ray periodicities - are discussed in section 5.5.

5.1 Data

This section summarises the data used for the analysis in this chapter, along with the preliminary

processing of this data. To explore energetic particle effects on Venus atmosphere, it was desired

to have data describing the both the atmosphere and the cosmic ray environment.

To monitor atmospheric effects on Venus, a dataset on the albedo was used. This is described

in section 5.1.1. To monitor the cosmic ray environment over the same time period as these

albedo observations, several datasets were used. These are described in sections 5.1.2, 5.1.3,

and 5.1.4. Key details on the cosmic ray (CR) datasets have been summarised in table 5.1:

Dataset Name Observation Location Energies Observed

Oulu Neutron Monitor Earth Ç 500 MeV (GCRs)
ACE SIS Earth-Sun L1 Point 30-100 MeV (SEPs, low-E GCRs)

Venus Express IMA Venus Polar Orbit Á1 MeV electrons, Á 20 MeV protons (SEPs)

Table 5.1: Summary of cosmic ray data used.

5.1.1 Albedo Data

A dataset describing Venus’ albedo was produced by Lee et al. [109]. This dataset was produced

from data recorded by the Venus Monitoring Camera (VMC) instrument onboard Venus Express

(VEX). The albedo dataset was produced from the data recorded at a wavelength of 365nm.

At this wavelength, there is a large amount of absorption in the upper-cloud region of Venus’

atmosphere [109]. As such, we interpret this albedo data as recording variations in clouds of

Venus. In the investigation performed by Lee et al., several statistically significant periodic

variations were identified in the data for latitudes between 30 and 35° South. The source of

these variations was uncertain, however.

For our analysis, we will investigate this albedo data further to determine if cosmic ray effects

are responsible for any variations in the data. The dataset produced by Lee et al. provided

the albedo of Venus at local solar times between 0700 and 1700, in bins of size 0030. For our
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purposes, we have considered the albedo in one of these bins; this was arbitrarily selected to be

the range 1200-1230. A time series of this albedo data is shown in figure 5.1.
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Figure 5.1: Time series of Venus’ albedo determined from the Venus Express 365 nm data. The
albedo at a latitude of 30-35° S and local solar time of 1200 has been shown. This albedo dataset
was produced by [109].

5.1.2 Oulu Neutron Monitor Data

In order to measure the effects of GCR, data from a neutron monitor on Earth was used. As

described in chapter 2, these devices are able to monitor the flux of GCR, via detection of the

secondary neutrons produced in a cosmic ray cascade.

For our investigation, data from the Oulu neutron monitor was selected, as this monitor

had easily accessible data from its long operational duration - data is available since 1964. The

Oulu neutron monitor is located at a latitude of 65.05°N and a longitude of 25.47°E. For our

analysis we have used the daily average neutron count data, provided by Oulu. A time series in

the same time range as the VEX albedo data is shown in figure 5.2.

5.1.3 ACE Solar Isotope Spectrometer Data

To allow differences between the cosmic ray count rates at different energies to be considered,

cosmic ray data from other sources has additionally been considered. Given that the Earth’s

magnetic field screens low energy particles from interactions with the atmosphere, in order

to observe these particles we require a detector outside the Earth’s magnetic field. Several

spacecraft have charged particle detectors for this purpose. For our investigation, we have used

the data from such a spacecraft; the data collected by the Solar Isotope Spectrometer (SIS)

instrument on the ACE spacecraft was used. The ACE spacecraft is located at the L1 Lagrange

point between the Earth and the Sun - so the charged particles detected will not be affected by

Earth’s magnetic field. Data was selected in the high energy (ą 30 MeV) bin, and was provided

123



2007 2008 2009 2010 2011 2012 2013 2014
Date

95

100

105

110

115

N
eu

tro
n 

C
ou

nt
 R

at
e 

(C
ou

nt
s/

s)

Oulu Neutron Monitor: Daily Average Data

Figure 5.2: Oulu neutron monitor daily average count rate for the same time period as the
albedo data, shown in figure 5.1. Data accessed from [192].

at 1h intervals. This data was resampled, taking the mean value in a 24h period, to provide

daily data for the proton flux. A time series of this resampled data is shown in figure 5.3.
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Figure 5.3: ACE Solar Isotope Spectrometer data for the same time period as the albedo data,
shown in figure 5.1. Data for the high energy (ą30MeV) bin has been shown. Data accessed
from [1].

5.1.4 VEX Ion Mass Analyser Data

The two previous cosmic ray detectors were located at or near Earth. Since we are investigating

the effects that charged particles have on Venus’ atmosphere, it would be preferable to be able

to measure cosmic ray count rates at Venus itself. Given that we require this data for the time
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period of the VEX albedo data, we are limited in the instrumentation which could be used.

One of the instruments onboard Venus Express was the Ion Mass Analyser (IMA). This

instrument was designed to observe the mass, energy, and angle of incidence of solar wind par-

ticles. The IMA instrument operated by allowing only particles with aziumuthal and elevation

angles within a certain range to enter the sensor. These particles were then passed through

an electrostatic analyser and a velocity analyser which selected only particles with the correct

energy and mass per charge.

The particles which passed the criteria for incident angle, energy, and mass were detected by

a microchannel plate (MCP). During an observation period of the IMA instrument, the selection

ranges for azimuthal angle, elevation angle, particle energy, and particle mass were all varied,

with the number of particles collected in a given time counted for each set of criteria. As such,

for each observation period, which took 192s to perform, a 4-D histogram of particle counts

was produced. The particle counts recorded across two of the dimensions of this histogram (the

particle energy and mass) have been shown in figure 5.4, averaged across several observations.

The 4-D histogram was compressed to 2-D by summing across these other two dimensions.

Figure 5.4: Venus Express IMA counts over a 1 month period, for the energy and mass bins,
produced by [51]. The bins corresponding to particles with mass/charge ratios of 1,2, and 15
amu/e have been shown as white lines. The background channels of the instrument have been
indicated by the orange box in the upper right.

Note that the mass bins in the histogram do not correspond trivially to the particle mass

per charge, and instead are dependent on the particle energy per charge. The location of the

bins with certain values of mass/charge ratio have been indicated on the figure.

The IMA instrument was designed to observe solar wind plasma, and as such was tailored

towards relatively low energy protons; the sensor was able to select for particles in the energy

range from 10 eV - 30 keV. This energy range is significantly lower than the energies typically

considered for GCR and SEPs. It has been observed, however, that high energy cosmic rays are

often a source of background counts observed by MCP instruments. A previous investigation by
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Futaana et al. [51] found that the background counts of the IMA instrument could be estimated

by considering certain bins in the 4-D histogram which do not correspond to correctly processed

particles. These bins have been highlighted as an orange box in the upper right corner of figure

5.4. These background counts are not able to be translated accurately into a value for the cosmic

ray flux, however can be used as a qualitative measure of this, and can be used comparatively -

to compare how the flux changes with time. The particle energies responsible for these counts

have additionally been considered [51]. It was estimated that the main contributions would be

from electrons with energy ą 1 MeV and protons with energy ą 20 MeV.

In order to produce a time series of the cosmic ray flux as estimated by the IMA sensor,

the background counts in each instrument observation were determined. The changes in these

background counts were then interpreted as changes in the cosmic ray environment. The IMA

instrument did not take measurements at a constant rate. Often, a number of observations were

taken by the instrument in rapid succession, before a period of time without any measurements.

The background data collected over a several day period has been shown in figure 5.5 to illustrate

this.
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Figure 5.5: Venus Express IMA background data over a several day period. The data appears
to form “clusters” in time. The average value of each of these clusters has been shown as a solid
orange line.

It was observed that there were typically several of these clusters of observations in a given

24h period. These observations showed high frequency variations, occurring on time scales of

several minutes. In order to look at variations occurring on the time scales of several hours,

the average value of the counts in each cluster of observations was determined. The time series

of these average values is shown in figure 5.5. The time series of this dataset across the same

time period as the albedo data is shown in figure 5.6. It should be noted that in 2010 the data

processing of the IMA instrument was changed to include the removal of some of the background

- hence the change in magnitude of the background counts.
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Figure 5.6: Venus Express IMA background data for the same time period as the albedo data,
shown in figure 5.1. The original data was accessed from [198].

5.1.5 Magnetometer Data

To identify heliospheric current sheet crossings at Venus, data from the magnetometer (MAG)

instrument onboard Venus Express was used. This dataset provided the x, y, and z components

of the IMF as detected at Venus Express, at 1s intervals. These were provided in the Venus solar

orbit (VSO) coordinate system. In this coordinate system, the xy plane is the orbital plane of

Venus, with the x-axis pointing Sunward, and the y-axis perpendicular to this, with the positive

direction opposite to Venus’ orbital velocity. The z-axis completes the right handed coordinate

system, pointing in the direction of Venus’ orbital angular momentum. This coordinate system

is shown in figure 5.7.

Orbital Velocity

x

y

z

Figure 5.7: Venus Solar Orbit (VSO) coordinate system. The Sun and Venus have been shown
via the symbols @ and B respectively. The (x,y,z) directions of the VSO system have been
indicated.

For our analysis, both this Cartesian coordinate system, and a spherical polar coordinate
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system was used. In this spherical polar system the azimuthal angle, ϕ, was in the range r0, 2πq,

with polar angle θ in the range r´π{2, π{2s. These spherical polar co-ordinates (r,ϕ,θ) are

related to the Cartesian coordinates (x,y,z), via:

x “ r cospϕq sinpθq (5.1)

y “ r sinpϕq sinpθq (5.2)

z “ r cospθq (5.3)

Short time series of the data from the MAG instrument have been shown in figure 5.8. Time

series of both the Cartesian and spherical polar components have been included.

The further processing performed on the magnetic field data, allowing for the detection of

HCS crossings is described in section 5.3.4.

5.1.6 Additional Datasets

Several additional datasets were used in our analysis; a list of CME events as detected by the

Venus Express spacecraft was provided by HELCATS in their WP4 Catalogue [81]. For the

events detected by Venus Express, we were provided with a start and end time for the CME

event, as well as the size of the magnetic disturbance. The timing of these events was used.

The positions of the Earth, Venus, and the Sun at specific times were determined using the

ephemerides provided by JPL Horizons [84]. This allowed the relative positions of the planets

to be found at these times - in particular the angular separation between the Earth and Venus.

Finally, the daily sunspot numbers provided by NOAA [174] were used as a metric for solar

activity. This data is shown in figure 5.9. The variation in sunspot number caused by the 11

year solar cycle can be observed across this „7 year time series.

5.2 Methods

5.2.1 Data Binning and Detrending

Some of the analysis performed in this section involved comparing data at different times. Since

we were interested in investigating short term variations in the data, it was necessary to remove

any long term variations. This was performed via a local detrending procedure. As a first step

in this local detrending, the data was binned according to time.

The binning process was performed to ensure that the data in a given time range was spread

across the range, rather than allowing a number of datapoints at similar times to affect the

overall properties of the data. To perform this binning, a number of equal width bins were

identified spanning the time range of interest. Next, a value for the data was selected for each

of these bins. In the case where there was more than one datapoint, this value was given by

the median of the data. In the case where there is only one datapoint, that value was selected.
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Figure 5.8: Components of the magnetic field vector detected by Venus express for a given day
(2010-02-01). The cartesian components of the magnetic field are given in (a), (c), (e). The
spherical-polar components of the magnetic field are given in (b), (d), (f).

Finally, if there are no datapoints in a given time bin, then the value will be set as NaN (not-

a-number).

Following this binning, the data was locally detrended. This was performed by first deter-

mining the mean value of the data in a given time range. Next, the value of each datapoint in

this range was calculated as a percentage of the mean. This local detrending was only performed

in the case where there was a suitable number of datapoints involved in the calculation of the
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Figure 5.9: Time series of the sunspot number. The sunspot data was obtained from NOAA
[174].

local mean. This cut-off value will be indicated when discussing the analysis in this chapter.

The binning and detrending process is illustrated in figure 5.10.
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Figure 5.10: Figures explaining the binning and detrending process (a) shows the unbinned data.
The boundaries of each bin have been overlaid as dashed lines. (b) shows the data from (a),
after binning. A single value for the albedo was selected for each bin. The mean of these binned
values has been indicated as a dot-dashed line. (c) shows this binned data after detrending.
Each datapoint from (b) has been found as a percentage of the mean.

5.2.2 Statistical Independence of Binned Data

To perform statistical analysis on a given dataset, it is important that datapoints are statistically

independent from one another. As part of the binning and detrending procedure described in

5.2.1, the size of the time bins were selected such that the datapoints from different bins were

statistically independent.

This statistical independence was tested by applying the binning and detrending to a ran-
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domly sampled subset of the data, and then calculating the autocorrelation of the data. The

parameters used in this test of statistical independence (such as the number and size of the bins,

and the required number of datapoints for a calculation of the mean) were matched to the pa-

rameters which were to be used in the analysis. A number, nauto, of random times were selected

to form the subset of data. Following the binning and detrending process, the autocorrelation

between adjacent bins was calculated. The 95% confidence level of the autocorrelation for this

data was calculated via:

δ95 “

?
2 erf´1p0.95q

?
nauto

(5.4)

where erf´1pxq is the inverse error function. For data with an autocorrelation lying below

this confidence limit, it can be interpreted that the datapoints are statistically independent.

The random sampling of the data was performed a number, nMC , of times. These repeated

investigations allowed a mean value and standard error on the mean to be calculated for the

autocorrelation. For the investigations performed here, it was necessitated that the mean value

+ 1 standard error on the mean be below the 95% confidence limit for it to be considered that

the the binning and detrending process yielded statistically independent data.

This investigation of statistical independence is illustrated for both the albedo dataset and

the IMA dataset in figure 5.11. In these cases, the autocorrelations are calculated for different

sizes of bins, in a 15 day range, with a minimum cutoff of 4 points used to calculate each local

mean. The 95% confidence cutoff has been indicated on this plot, allowing the minimum size of

the bins which yields statistically independent data to be identified. In these cases, 1000 data

samples were used in each calculation of autocorrelation, with the errorbars found from 100

Monte Carlo iterations.
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(a) Autocorrelations for Albedo data.
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Figure 5.11: Autocorrelations for the albedo data (a) and IMA data (b) at different lead/lag
times. The 95% confidence limits have been plotted as dashed lines. For autocorrelation values
below this dashed line, the datapoints are considered to be statistically independent.
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From figures 5.11a and 5.11b, the bin sizes which will yield statistically independent data-

points in adjacent bins can be identified by considering the datapoints which lie below the 95%

confidence limits. In much of the analysis performed, bins of size 24h will be used. It can be

seen that for both datasets, this size of bin yields statistically independent data.

5.2.3 Power Spectral Density

Auto Spectral Density

For some of the analysis performed in this chapter, we are interested in investigating the periodic

variations present in a dataset. One method to identify the periodic signals present in a time

series is by considering the discrete Fourier transform (DFT) of the data. By taking the squared

amplitude of this Fourier transform, the power spectral density (PSD) of the input signal can be

determined; this gives the contribution of different frequencies of variation to the overall signal

[196]. This power spectral density is often described as an autospectrum, to avoid confusion

with other spectral densities which can be calculated when multiple datasets are considered.

A technique, sometimes employed when calculating the autospectrum for a dataset, is to

divide the input data into several overlapping segments, and calculate the autospectrum for

these individual segments, before finding the average across these. This technique is described

as Welch’s method, and is used to reduce the amount of noise present in the autospectrum. The

amount of overlap between segments is varied across the implementations of this technique.

In addition to the DFT, there are other transforms which can be performed on an input

signal to identify the periodicities present. The discrete wavelet transform allows the important

frequencies of an input to be identified similarly to the DFT, while also providing information

on the timing of these frequency contributions. For both of these transforms, however, it is

typically required that the input data is regularly sampled in time. Irregularly sampled data is

a particular concern in the field of astronomy, as many factors can prevent regular observations.

To deal with this limitation, often a Lomb-Scargle Periodogram will be used to perform such

analysis [196]. The Lomb-Scargle Periodogram is a method which allows the power spectral

density of a time series to be determined at a range of prescribed frequencies, with an added

benefit of being able to be used for data which is irregularly sampled, or features “gaps” in time.

As such, we will use this method in our analysis.

The frequencies at which a DFT is calculated are determined solely from the input data. This

is not the case for the Lomb-Scargle Periodogram, which is able to be calculated at any desired

frequency. The frequency range used should be tailored to any individual investigation, however

Vanderplas [196] discusses several sensible limitations which can be made. These suggested

limitations, and how we will utilise them, have been summarised here:

For regularly sampled data, the Nyquist frequency is the highest frequency of variation which

can be identified. This frequency is given by:

fnyq “ 0.5 ˆ
1

∆t
(5.5)

where ∆t is the time interval between data samples. For irregularly sampled data, such a

frequency limit is not easily determined. Values for this limit are often approximated in different
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ways. For the work here, we will naively consider the nyquist limit to be given by:

fx “
1

2x∆ty
(5.6)

This thus will provide the maximum frequency which should be considered when calculating

the autospectrum for a dataset. The minimum frequency to be considered can be found by

considering the period of the dataset. The periodic variation with period equal to the length of

the dataset provides a good minimum frequency for the calculation of an autospectrum.

In our investigations, we will ensure that the frequencies considered lie within these upper

and lower limits.

Cross Spectral Density & Coherence

In addition to considering the periodic variations in a single dataset, it is also possible to

investigate the variations which are present across several datasets. This allows the cross spectral

density or cross-spectrum to be determined.

In addition to this cross-spectrum, the coherence of two input signals can be found. The

coherence spectrum is given by the ratio of the magnitude squared of the cross spectrum to

the product of the auto spectra of the two signals. The coherence between two signals is a

dimensionless number between 0 and 1. This quantity can be interpreted as the fraction of the

variation in one of the datasets which is driven by a variation in the other, at a given frequency

of variation. We will use this coherence quantity to investigate any periodic variations which

are present across different datasets.

5.2.4 Lomb-Scargle Calculations

The calculations involved in determining auto-specta, cross-spectra, and coherence-spectra us-

ing Lomb-Scargle methods have previously been documented [161]. Schultz and Statteger [161]

describe a program, SPECTRUM, designed to perform such spectral analysis. For the investi-

gation here, the methodology described by Schultz and Statteger was implemented in Python-3

code, and has been described here.

As a first step in calculating the coherence, first Lomb-Scargle transforms were performed

for each input time series. For a time series given by xn ” xptnq, where n “ 0, 1, ..., N ´ 1,

we subtract the mean value of the time series, xxy “
ř

xn{N . Next, we separate this into a

number, n50, of segments, overlapping each other by 50%. These segments each contain Nseg

points, such that:

Nseg “
2N

n50 ` 1
(5.7)

Each of these segments is then multiplied by a time dependent window function, resulting

in each segment having a series given by x1
j ” x1ptjq where j “ 0, 1, ..., Nseg ´ 1. The window

weights, wj were chosen such that
ř

w2
j “ Nseg. Various shapes of window are able to be used

in this analysis.

Next, the Lomb-Scargle transform is performed on each of these segments, according to:
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Xpωqk “
1

?
2

ˆ

ř

j x
1
jcospwkptj ´ τqq

b

ř

j cos
2pwkptj ´ τqq

` i

ř

j x
1
jsinpwkptj ´ τqq

b

ř

j sin
2pwkptj ´ τqq

˙

(5.8)

where k “ 0, 1, ..., n50 ´ 1, i is the imaginary unit, and,

τpωq “
1

2ω
tan´1

ˆ

ř

j sinp2ωtjq
ř

j cosp2ωtjq

˙

(5.9)

Note, this is slightly simplified version of the equation in [161] since time displacements

between different input signals are not considered in this analysis.

The auto-spectrum is calculated from the Lomb-Scargle transforms from each segment, using

equation 5.10:

Gxxpωq “
2x∆ty

n50

ÿ

k

|Xpωqk|2 (5.10)

where x∆ty is the mean time separation between points in the time series segment, i.e.:

x∆ty “
1

Nseg ´ 1

Nseg´2
ÿ

j“0

ptj`1 ´ tjq (5.11)

To find the cross spectrum between two signals, containing Nx & Ny points, the Lomb-

Scargle transforms are performed as in equation 5.8 for both time series, providing Xpωqi,

Y pωqi as outputs. The cross spectrum is then found from equation 5.12:

Gxypωq “
2∆txy
n50

ÿ

k

|Xpωqk Y
˚pωqk| (5.12)

where ˚ represents the complex conjugate, and ∆txy is the geometric mean of the average

time separations of the relevant segments of the two time series, given by:

∆txy “

b

x∆txy ¨ x∆tyy (5.13)

Note, this definition of ∆txy is slightly different to the one used in [161], as it was chosen such

that the coefficients in equations 5.10 and 5.12 will cancel in equation 5.14. This cancellation

was also performed in [161], however a different coefficient was used in equation 5.10 when

calculating the coherence. Using equation 5.13 allows us to keep the coefficients the same in all

cases.

Finally, the coherence can be determined from the auto-spectra from the two inputs, and

the cross spectrum of these signals.

Cxypωq “
|Gxypωq|2

GxxpωqGyypωq
(5.14)

Note that in order to perform this coherence calculation, it is necessary that nseg ą 1.
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5.2.5 Verification of Lomb-Scargle Code

In order to verify the python implementation of the auto-spectra, cross-spectra, and coherence

spectra calculations, the results obtained from these methods were compared against the results

obtained from the SPECTRUM program. To perform this validation, the test data included in

the SPECTRUM program was used.

Firstly, the calculations were verified for a single segment of data. The results shown here

are for a rectangular window. The auto-spectra found from both the SPECTRUM program and

the python implementation are compared in figures 5.12a and 5.12b for the two datasets, respec-

tively. Additionally, the magnitude of the cross-spectra from the two programs are compared

in figure 5.12c.

As can be seen here, there is a very strong agreement between the two methods. Any slight

variations between the results from the different methods are interpreted to be rounding errors.

Similar results are obtained for varying window shapes.

Additionally, the results for a varying number of segments were investigated. To demonstrate

this, the calculations were performed for 4 segments, again with rectangular windows. The auto

spectra found from each program are compared in figures 5.13a and 5.13b for the two datasets.

The cross-spectra found from the two programs are compared in figure 5.13c. Finally, the

coherence spectra found from the two programs are compared in figure 5.13d.

It can be seen that although there is still good agreement between the spectra obtained for

either method, there is now a slight variance between the two. This variation is most notable

in the Coherence spectra, in figure 5.13d. It should be noted that in this figure, there is still a

broad agreement between the two spectra, with peaks in the coherence appearing at the same

frequencies in both. Given that the difference between the two methods only appears when

the datasets are separated into segments as part of the calculation, it was interpreted that the

source of this error was from some difference in the separation into segments. As such, it was

considered that the python methodology was validated against the previous methodology as long

as the division into segments was consistent across the analysis. The python implementation

will be used for the spectral analysis in this chapter.

5.3 Space Weather Perturbations

In this section, we consider the response of Venus’ albedo to space weather events. The space

weather events we will consider affect the cosmic ray environment with timescales on the order

of hours to days. We will then look for variations to Venus’ atmosphere with similar timescales.

First, we consider Forbush events and SEP events, both of which are caused by Interplanetary

Coronal Mass Ejections (ICMEs). Next, heliospheric current sheet (HCS) crossings are investi-

gated, with the desire of removing any non-electrical effects of the ICME from our observations.

5.3.1 Forbush Events

The first space weather event that we considered were Forbush events. The Oulu data was used

to identify a number of these events at Earth. This was performed by finding the day to day

percentage change in neutron count rate, via:
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Figure 5.12: Spectra calculated using the SPECTRUM program (green), compared against
those calculated from the python-3 code (black). 1 segment of data was used in the calculations
of these spectra. (a) shows the auto-spectra calculated for the first dataset. (b) shows the
auto-spectra calculated for the second dataset. (c) shows the cross-spectra calculated for the
two datasets.

Pi “ 100 ˆ
Ni`1 ´Ni´1

Ni
(5.15)

where Pi is the percentage change on day i, and Ni is the count rate on day i. Forbush events

were identified for times when this percentage change was less than -3%. For some previous

investigations into Forbush events, a more strict cut-off has been used, however since there is

a limited amount of albedo data provided, this cut-off was considered to be a good balance

between the amount of datapoints provided and the magnitude of the Forbush decreases. This
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Figure 5.13: Spectra calculated using the SPECTRUM program (green), compared against those
calculated from the python-3 code (black). 4 segments of data were used in the calculations
of these spectra. (a) shows the auto-spectra calculated for the first dataset. (b) shows the
auto-spectra calculated for the second dataset. (c) shows the cross-spectra calculated for the
two datasets. (d) shows the coherence calculated for the two datasets.

day to day change in counts is shown in figure 5.14 along with the timing of all the Forbush

decreases which were detected.

The time of each Forbush event was considered to be the day of minimum counts near to

the large percentage decrease, rather than the day of largest decrease itself. This difference is

indicated in figure 5.15.

For each of these events, the Oulu & albedo data was studied in a window spanning several

days before to several days after the event. In order to compare the data from different events,
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Figure 5.14: Day to day percentage change in Oulu counts. The -3% cut-off for identifying
Forbush events used in this analysis has been shown using a dashed line. Additionally, the time
of the Forbush decreases identified from this cut-off have been shown via crosses.
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Figure 5.15: Figure showing the timing of a Forbush event. The solid line shows the daily counts
from the Oulu neutron monitor. The dashed line shows the daily percentage change in these
counts. The minimum of the Oulu counts (shown as a red star) is defined here to be the start
time of the Forbush event. The minimum in the daily percentage change (purple cross) was
used to identify the Forbush event, however does not occur at the same time as the start of the
event.

it was locally detrended as described in section 5.1, using 24h bins. These bins spanned from

7.5 Earth days before the event to 7.5 Earth days after. For the detrending, a minimum cutoff

of 3 datapoints from each event was required. In addition, it was required that for each event

considered there was at least 1 of these datapoints in a bin before the event, and at least 1 in a

bin after.
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The albedo and Oulu data at times surrounding each Forbush event is shown in figure 5.16.

In order to identify the general trends in the data, the median values of both the detrended

albedo and the detrended Oulu counts were found across all events. The median values found

for both datasets are shown as dashed lines in figure 5.16.
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Figure 5.16: GCR data from Oulu (a) and Venus’ Albedo data (b) across several Forbush events.
The data has been binned into 24h bins, and locally detrended. The median value for each bin,
across all events has been indicated on each plot via a dashed line.

From inspection of figure 5.16b, there appears to be an increase in albedo 24h after the

Forbush event. To explore the statistical significance of this increase, Monte Carlo methods were

used to identify how large the typical changes in albedo were. For each Monte Carlo iteration,

albedo data was selected at several random times, with no overlap with Forbush events. The

data for each of these random times was detrended as in the previous analysis. The median

value was then found across several of these times, with the same number of datapoints being

used for each bin as was used for figure 5.16b. This entire process was then repeated a number

of times, providing our Monte Carlo results. In this case, 1000 iterations were performed.

From this Monte Carlo dataset, confidence intervals on any perturbations to the albedo

data were identified. This was performed by identifying a range including 95% of the albedo

data, and any values lying outside this range were considered to be significantly deviated from

the majority of the data. A range spanning from the percentiles of 2.5 and 97.5 was selected,

allowing the 95% confidence interval to be identified.

The median line from figure 5.16b was plotted again in figure 5.17 with the 95% confidence

interval on these values being indicated as a shaded area.

As can be seen in figure 5.17, the increase in albedo 24h after the event rises out of this

confidence interval. This can be interpreted as the increase in albedo in response to Forbush

events being statistically significant. It should additionally be noted that there is a decrease in

albedo 36h before the event which also extends outwith the 95% confidence range. The source

139



144 96 48 0 48 96 144
Time from Event (h)

10.0

7.5

5.0

2.5

0.0

2.5

5.0

7.5

10.0

12.5

D
et

re
nd

ed
 A

lb
ed

o 
(%

)

Forbush Albedo - 95% Confidence

Figure 5.17: The median of Venus’ albedo across a number of Forbush events (dashed line) is
compared to the 95% confidence interval for this median (shaded area), as found via Monte
Carlo methods.

of this decrease in albedo is unknown.

Events with Venus and Earth Co-located

The Forbush events studied here were detected solely at Earth. It is possible that not all of these

events would have had a similar effect at Venus. In particular, since these events are caused

by a CME originating at the Sun and propagating outwards, events detected when Earth and

Venus are on opposite sides of the Sun are less likely to have been experienced at Venus.

To investigate the relative positions of Earth, Venus, and the Sun, data from JPL’s ephemerides

was used. This provided the positions of many celestial objects in the Solar system, at a range

of times. From the ephemerides, the angular separation of Venus and Earth around the Sun

was determined at the time of each of the Forbush events. The position of Venus, relative to

the Earth and Sun, has been shown for each of the events from figure 5.16 in figure 5.18.

As can be seen in figure 5.18, for several of the Forbush events Venus and the Earth are on

opposing sides of the Sun. It is assumed that these Forbush events are less likely to also affect

Venus. We have repeated the analysis performed for the Forbush events, only considering events

which occur with the Earth and Venus on the same side of the Sun. Reducing the dataset in

this way means that there will be fewer datapoints involved in the calculation of the median of

the albedo. To compensate for this, the bins used to calculate the median were adjusted - to

ensure that each bin collected datapoints across a suitable number of the events.

For this analysis on a reduced dataset, the bin size was increased to 48h. These bins spanned

from 8 Earth days before the event to 8 Earth days after, and a minimum cutoff of 3 datapoints

from each event was required for the detrending, as before. Again, for each event considered it

was required that there was at least 1 datapoint in a bin before the event and 1 datapoint in a

bin afer the event. The Oulu and albedo data for these events is shown in figure 5.19.

140



Figure 5.18: The position of Venus (B) relative to the Sun (@) and the Earth (C), at the time
of each Forbush event in figure 5.14. Circular orbits were assumed for this illustration, and the
positions of the celestial bodies were found from JPL’s ephemerides data.
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(a) Forbush decreases as detected in the Oulu data.
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(b) The albedo response to Forbush events

Figure 5.19: GCR data from Oulu (a) and Venus’ Albedo data (b) across a subset of the Forbush
events, where the angular seperation between the Earth and Venus is less than 90°. The data
has been binned into 24h bins, and locally detrended. The median value for each bin, across all
events has been indicated on each plot via a dashed line.

As before, there appeared to be an increase in the albedo following the Forbush event.

This statistical significance of this increase was investigated in the same method as for the

previous dataset, utilising Monte Carlo methods. The median of the albedo, along with the

95% confidence interval found from 1000 iterations are shown in figure 5.20. As before, it can

be seen that the increase in albedo rises above the 95% confidence interval, making it statistically
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significant. Again, however, there was a decrease in albedo before the event which also extended

outwith the 95% confidence limit.
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Figure 5.20: The median of Venus’ albedo across a subset of Forbush events (dashed line) is
compared to the 95% confidence interval for this median (shaded area), as found via Monte
Carlo methods.

5.3.2 SEP Events

To confirm that the space weather events we are detecting have an influence on the cosmic ray

environment at Venus, we ideally want to detect these events directly at Venus. It is difficult

to detect Forbush events near to Venus, due to the limited cosmic ray data available, however

it may be possible to detect other types of space weather event.

Identification of SEP Events at Venus

Firstly, we will attempt to observe SEP Events at Venus. In order to search for these SEP

events, we will investigate perturbations in the cosmic ray counts at times near to the detection

of an ICME at Venus. It should be noted that not all SEP events are caused by ICMEs [146],

however, by only considering times near to these ICMEs, we can have an increased confidence

that the perturbation we are able to observe is characteristic of an SEP event.

First, it was important to identify when ICMEs were detected at Venus. This was performed

by considering the HELCATS catalogue of CME events. This provided a list of the start and

end times of several CME events. Following this, any perturbations to the cosmic ray counts

near to these events were identified via inspection of the background counts in the VEX IMA

instrument. This allowed any changes to the cosmic ray counts asssociated with the ICME to

be found, and allowed the time of these changes to be identified (as it is expected that an SEP

event will occur before the arrival of the ICME). This provided a list of the times of a number

of SEP events, detected at Venus.
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In order to demonstrate this selection process, time series of the IMA background counts at

the times of two ICMEs have been shown in figure 5.21. An SEP event was identified near to

one of these ICMEs, with no such event identified for the other ICME.
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Figure 5.21: Background counts before and after the start time of two ICME events, as detec-
tected by the VEX IMA instrument. For one event (solid line), there is a clear perturbation
to the background counts, which is interpreted as an SEP Event. For the other event (dashed
line), there is no clear perturbation to the background counts.

Perturbations Caused by SEP Events

As for the Forbush events, the cosmic ray and albedo data was locally detrended in a time

range surrounding each of the SEP events, with the detrended data compared across all of these

events. Bins of size 24h were selected, from 7 days before to 7 days after each event, with the

minimum cutoff for required datapoints set at 3. As for the Forbush events, it was necessitated

that for each event there was at least one datapoint in a bin before the event, and at least one

in a bin after the event. The composited cosmic ray and albedo data is shown in figure 5.22,

along with the medians found across all of these events.

From figure 5.22b it can be seen that the albedo is increasing in response to the SEP events,

however this increase occurs slightly later than for the Forbush events. As for these Forbush

events, in order to explore the statistical significance of this increase in albedo, Monte Carlo

methods were again used. This time, care was taken to ensure that the data selected from the

Monte Carlo method did not include any data within several days of a CME detection at Venus.

For this Monte Carlo processing, 1000 iterations were performed. As for the Forbush events,

the 95% confidence interval was identified and compared against the median albedo found fol-

lowing SEP events. This comparison is shown in figure 5.23.

As can be in figure 5.23, the albedo rises out of the 95% confidence interval. As such, the

increase in albedo following these SEP events was interpreted to be statistically significant, at

the 95% confidence level.
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(a) SEP Events as detected in the IMA data.
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(b) The albedo response to SEP Events

Figure 5.22: CR data from the VEX IMA instrument (a) and Venus’ Albedo data (b) across
several SEP events. The data has been binned into 24h bins, and locally detrended. The median
value for each bin, across all events has been indicated on each plot via a dashed line.
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Figure 5.23: The median of Venus’ albedo across a number of SEP events (dashed line) is
compared to the 95% confidence interval for this median (shaded area), as found via Monte
Carlo methods.

An initial discussion of the results found from the investigations of the effects of Forbush and

SEP events on Venus’ atmosphere will be considered now. These results will also be discussed

in more detail in section 5.5.
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5.3.3 CME Perturbations Summary

From our analysis of the two types of ICME based space weather events (Forbush decreases and

SEP events) we have found that in both cases there was a statistically significant increase in

albedo associated with the event. This is interesting, as when we consider the charged particle

counts used to identify these events (i.e. the Oulu data for Forbushes, and the IMA data for SEP

events), they are perturbed in different directions; the Oulu counts decrease during a Forbush

event, while the IMA counts increase during an SEP event. The increase in albedo from both

of these cases could be explained in several ways. Since the Oulu neutron monitor and the

IMA instrument are observing different particle energies, it could be possible that the particle

counts at a particular energy are perturbed in the same way for both types of event, which we

are unable to observe due to the different energy ranges of the instruments. Additionally, this

increase in albedo may be arising from some other effect than the change in charged particle

counts. A potential non-electrical effect that could be causing this behaviour is the dynamical

pressure of a CME impacting on Venus.

For both Forbush and SEP events, there is a variance in the strength of the perturbation

to the cosmic ray count rate, with some events having a greater impact on the cosmic rays

than others. By investigating if the magnitude of the changes in albedo are dependent on the

magnitude of the change in cosmic rays, it may be possible to understand the source of the

albedo changes. For the datasets described here, only a small number of events were able to be

detected, so such analysis was not able to be performed.

To investigate if the albedo changes were in fact being caused by changes to the incident

cosmic ray rate, rather than some other CME effect, the effects of other space weather events,

not associated with ICMEs, will be considered next.

5.3.4 HCS Perturbations

Heliospheric current sheet crossings are a space weather event which is not associated with the

passage of an ICME. These events have previously been shown to have an effect on the cosmic

ray environment [185]. We will investigate if these HCS crossings have an impact on the albedo

of Venus.

Detection of HCS Crossings

To determine the locations of HCS crossings, the azimuthal angle component of the magnetic

field as detected by the magnetometer instrument on Venus Express was used.

To do this, the angle of the Towards (T) and Away (A) directions of the IMF at Venus

needed to be determined. These were found by considering a histogram of the azimuthal angles

for all the data in our set. This histogram is shown in figure 5.24. From the figure we can

identify two peaks, roughly 180° apart; we thus find the A direction is at an angle of 140° and
the T is at an angle of 322°. Since these angles are not quite 180° apart, we instead made the

assumption that the TA axis lay halfway between the result for the two directions - i.e. at an

angle of 141 °for A and 321 °for T.
For some of our analysis, we will need to find the average azimuthal angle of the magnetic
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Figure 5.24: Histogram of mangetic field azimuthal angles. The global maximum at 322°, and
the local maximum at 140° have been indicated by red vertical lines.

field in some time window. This is a non-trivial task, since the magnitude of the magnetic field

is able to vary greatly. As such, if we find the average value of the magnetic field in cartesian

co-ordinates, and then find the azimuthal direction from this, then the datapoints with large

magnitudes of magnetic field will dominate the magnetic field direction. If we instead attempt

to find the average coordinate values in spherical polar co-ordinates, then we are met with a

different problem, since there is a co-ordinate singularity in the azimuthal angle. In order to

avoid these issues, the average magnetic field direction was found by first finding the unit vector

with the same direction as the magnetic field, and then averaging the cartesian components of

this vector. The average azimuthal angle was then able to be calculated from these cartesian

values.

When plotting the azimuthal magnetic field angle, it was often useful to make sure that

both the T and A directions were centered on the plot. This was performed by transforming

the angle into a new co-ordinate axis which was rotated slightly such that the A direction is at

90° and the T direction is at 270°. As such, these angles were centred in the [0°, 360°] range.
This change to the co-ordinate system has been illustrated in figure 5.25. The direction of the

azimuthal unit vector is the same as for VSO Coordinates, however the origin in the adjusted

system is at an angle of 51° in VSO. The “adjusted” co-ordinate system will be used for the

remainder of the HCS analysis.

In order to find the locations of current sheet crossings, we first determined the IMF direction

for the times of the albedo datapoints. This allowed us to identify times when the direction

flipped between datapoints: i.e. HCS crossings where we can compare albedo data before the

crossing to after it. For investigations of the HMF polarity at Earth, often many spacecraft

observations are considered together [139]. This helps to eliminate noise from the observations

of the HMF direction. For Venus, we only have one observation of the HMF, so will need to

employ other methods in order to mitigate noise.
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Figure 5.25: Diagrams illustrating the two coordinate systems used for the magnetic field di-
rection. (a) shows the venus solar orbit coordinates, with azimuthal angle ϕ meassured from
the Sun-Venus line. (b) shows the adjusted coordinate system used for plotting the magnetic
field direction in this work. The origin in this system is such that the “Away” direction is at an
azimuthal angle of 90 °.

Instead of considering the magnetic field direction at a single point in time, the spread of

data in a wider time window was instead considered. For these time windows, the mean, and

first and third quartiles of the azimuthal angle of the magnetic field were determined. Then,

if all three of these values were within a certain range of either the T or A directions, then it

was considered that that time window described a period where the HMF polarity at Venus

was in the corresponding direction. This process is illustrated for a sample time in figure 5.26,

illustrating cut-off areas for the towards and away directions with a width of 30°. For this

analysis, a 4h rectangular window centred on the time of the datapoint being evaluated was

used.

This process was used, using both a 24h window and a 4h window, to identify which albedo

datapoints corresponded to the T and A directions. The 24h window determined the direction

of HMF direction over a longer period of time - allowing the identification of the HMF direction

in the time surrounding the albedo measurement. The additional 4h window ensured that the

HMF direction did not vary on a shorter time scale, near to the albedo measurement.

Next, the HMF at the times of different albedo datapoints were investigated. The datapoints

where the HMF polarity changed compared to previous points were identified. This was used

to compile a list of times where the magnetic field direction changed from A to T, and vice

versa. Through visual inspection of the magnetic field data, the timing of the crossings for the

events in this list were identified. The timing of these events was then used for our analysis.

The magnetic field for a typical event is shown in figure 5.27.

Effects of HCS Crossings

Our analysis thus far has yielded two types of HCS crossing events; crossings from the T to the

A direction (TA crossings) and crossings from the A to the T direction (AT crossings). These

two cases were analysed individually. The analysis will be explained first using just the AT
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Figure 5.26: Diagram showing how the HCS side was determined for a particular datapoint.
The magnetic field angle in a specific time window around the datapoint is shown as black
points. The mean of this data is shown as a red cross, with errorbars corresponding to the first
and third percentiles of the data. Finally, a blue shaded area spanning from pπ2 ´ π

3 q to pπ2 ` π
3 q,

and a yellow shaded area spanning from p3π2 ´ π
3 q to p3π2 ` π
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Figure 5.27: Magnetic field data during a HCS crossing. The azimuthal angle of the magnetic
field is shown as black points. A blue shaded area spanning from pπ2 ´ π

3 q to pπ2 ` π
3 q, and a

yellow shaded area spanning from p3π2 ´ π
3 q to p3π2 ` π

3 q have been included to illustrate the areas
corresponding to the “towards” and “awa” directions.

crossings.

First, for each event identified, the azimuthal component of the magnetic field was resampled

into 24h bins. The resulting data was then plotted for each event on the same axes in figure

5.28a. These magnetic field angles were compared from 144h before the crossing event to 144h
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after. In some cases, the magnetic field direction changed again in this time; i.e there was a

T-A event (A-T event) following or preceding the T-A event (A-T event). In these cases, the

data was truncated before this 144h limit, such that only one crossing event was visible in the

data from each identified event. In figure 5.28a it can be interpreted that the left hand side of

the figure shows the “away” data, while right hand side shows the “towards” data.

Next, as for the events in the ICME analyses, the charged particle data was binned and

locally detrended. Bins of size 24h were used, with the cutoff for mean calculations set at 3.

These bins covered the same range as the magnetic field angles described before; i.e. in the

event that an additional current sheet crossing occurred, the data was truncated. The data

across these events has been compared in figure 5.28c.

Finally, the albedo at times surrounding each event was compared. As for the charged

particle data, this data was binned and locally detrended, with a bin size of 24h and the cutoff

for the mean calculation set at 3. Again, these bins spanned the same truncated range as the

magnetic field angle data. The albedo data across each event is compared in figure 5.28e.

Different behaviour is observed from these three figures (in the left hand side of figure 5.28).

In figure 5.28a, it can be seen that the magnetic field angle follows a similar trend across all

the events. This is not the case for the charged particle or albedo datasets, however. In the

previous terrestrial investigations of changes in the cosmic ray count rate at times surrounding

HCS crossings, it was found that the neutron monitor count rate was decreased at times following

the crossing, compared with before. To investigate if such a trend was present in the IMA cosmic

ray data, the cosmic ray dataset following the events was compared against the dataset from

before the events. Additionally, this analysis was performed for the albedo data. For both the

cosmic ray data and the albedo data, histograms of the data before the event were compared

with histograms of the data after the event. The histograms for the charged particle data are

shown in figure 5.29a, and the histograms for the albedo data are shown in 5.29c.

The histograms in figure 5.29a (comparing the charged particle data before and after the

event) appeared to have a broadly similar shape. For the histograms in figure 5.29c (comparing

the albedo data before and after the event) there appeared to be some difference in the shape;

in particular, the variance of the data before and after appeared to be slightly different.

Several statistical tests were performed to investigate the differences in data before and after

the event. Firstly, since a difference in variance appeared to be present, Levene’s test was used

to investigate the null hypothesis that that the data before the event was drawn from a sample

with the same variance as the data after the event. Levene’s test was selected for this analysis

since it does not require that the data is normally distributed. This test was first performed for

the IMA data, where a p value ą0.05 was found. As such, the null hypothesis was unable to be

rejected in this case. The test was then performed for the albedo data, which again yielded a p

value ą0.05, preventing the null hypothesis from being rejected.

Next, a statistical test was used to investigate if there was any difference between the dis-

tributions of the two datasets (from before and after the events), rather than just a change in

the variance. To perform this, a Kolmogorov-Smirnov (KS) test was used, investigating the null

hypothesis that the data before the event was drawn from the same distribution as the data

after the event. For the IMA data, the p value found from this test was ą0.05, preventing this
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(b) Bϕ across several TA crossings.
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(c) IMA response to AT Events.
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(d) IMA response to TA Events.
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(e) Albedo response to AT Events.
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(f) Albedo response to TA Events.

Figure 5.28: Figures produced from the AT analysis (a,c,e), and the TA analysis (b,d,f). (a) &
(b) show the azimuthal component of the magnetic field direction throughout the HCS crossings.
The T and A directions have been indicated using dash-dotted lines. (c) & (d) show the cosmic
ray data measured by the VEX IMA instrument. (e) & (f) show the albedo throughout the
HCS crossings. For each plot, the data has been binned into 24h bins, and locally detrended.
The median value for each bin, across all events has been indicated on each plot via a dashed
line.

null hypothesis from being rejected. A similar KS test was performed for the albedo data, which

also resulted in a p value ą0.05. Based upon these statistical tests, we have been unable to find

any statistically significant difference between the distributions of the albedo/cosmic ray data
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(a) Histograms for IMA data before/after AT cross-
ing.
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(b) Histograms for IMA data before/after TA cross-
ing.
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(c) Histograms for Albedo data before/after AT
crossing.
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(d) Hisograms for Albedo data before/after TA
crossing.

Figure 5.29: Histograms comparing the data before and after a HCS event. (a,c) describe AT
crossings, and (b,d) describe TA crossings. The histograms in (a,b) compare the IMA cosmic
ray data, and the histograms in (c,d) compare the albedo data.

from before and after the HCS crossings.

The analysis described here was then performed for the T-A events. The azimuthal magnetic

field, IMA data, and albedo data at times surrounding these events are shown in figures 5.28b,

5.28d, and 5.28f respectively. As for the A-T events, it was difficult to observe a general trend

in these datasets following the HCS event.

Next, histograms of the IMA and albedo data before and after the events were produced,

as was done for the A-T events. These histograms are shown in figures 5.29b and 5.29d. As for
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the A-T events, it appeared that the shape of the histograms for the albedo before and after

the event differed slightly.

Following the procedure outlined for the A-T events, statistical tests were performed on the

IMA and Albedo datasets before and after the T-A crossings. Again, the statistical significance

of any changes in the variances were investigated using Levene’s test. For both the IMA and

Albedo data, Levene’s test yielded p values ą0.05, preventing the null hypotheses from being

rejected. Finally, the distributions were investigated using KS tests. The KS test performed

for the IMA data yielded a p value ą0.05, as before. For the KS test performed on the Albedo

data, however, the p value found was ă0.05. As such, this allowed the null hypothesis - that

the albedo data before the T-A event was drawn from the same distribution as the albedo data

after the T-A event - to be rejected. This result provided some statistical significance to the

observation that the data shown in the histograms in figure 5.29d were drawn from different

distributions.

HCS Summary

Several HCS crossings were detected using data recorded from near-Venus space. For the HCS

crossings that we identified, it was found that there was no significant trend affecting the cosmic

ray counts detected by the background channels of the IMA instrument. It was found, however,

that there was a statistically significant difference in the albedo data recorded before some of

the HCS crossings compared to the data recorded after. This effect was only able to be observed

for crossings from the towards direction to the away direction.

5.3.5 Space Weather Perturbation Summary

The results found from our investigation into the effects of space weather events on the albedo

of Venus are summarised in table 5.2.

Event Type Cosmic Ray Perturbation Albedo Change Observed?

Forbush Decreases GCR Decrease
All events Yes

Only when Earth & Venus are close Yes

SEP Events SEP Increase Yes

HCS Crossings Change in CR
AT Events environment No
TA Events predicted Yes

Table 5.2: Overview of the investigations performed in section 5.3. The perturbation to the
cosmic ray environment associated with each space weather event, and whether these events
caused an observable change in the albedo of Venus have been listed.

It was found that for Forbush events, SEP events, and TA HCS crossings, a statistically

significant change in the albedo of Venus was observed. These results show that space weather

events can impact on the atmosphere of Venus. To explore the effects that space weather and

cosmic rays can have on Venus’ atmosphere further, a different form of investigation, considering

effects over long time scales was next considered.
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5.4 Charged Particle Periodicities

Instead of considering the short term albedo response to perturbations in the charged particle

environment, We now consider periodic variations in the cosmic ray data, and if these lead to

variations in the albedo. The nature of the cosmic ray periodicities will be discussed first, before

considering if these signals are present in the albedo also. To investigate if there are periodicities

which are common to both the cosmic ray and albedo datasets, the coherence between these

two datasets will be calculated. The calculations involved in this process have been discussed

in section 5.2.4.

5.4.1 Solar Periods

The rotation rate of the Sun is dependent on solar latitude, with areas near the pole rotating

slower than at the equator. This rotation period varies between „25 and „35 Earth days. If

we consider the equator of the sun, rotating with a period of „25 days, then when viewed from

Earth, this period will appear to be slightly longer at „27 days. This is because the Earth has

moved forward in its orbit slightly in the time it took for the Sun to rotate, so the Sun needs

to rotate slightly further than 360° for the same point on the Sun’s surface to be visible from

Earth again. Since Venus orbits closer to the Sun than Earth, and therefore has a greater orbital

velocity (according to Kepler’s third law), the angular distance travelled by the planet during

each solar rotation will be larger for Venus than for the Earth. This means that the rotation

period will appear even longer for Venus, at „28 days. This effect is described by equation 5.16

and illustrated in figure 5.30:

Tplanet “

ˆ

1

TSun
´

1

Yplanet

˙´1

(5.16)

where TSun is the relevant rotation period of the Sun, and Tplanet is the apparent period as

observed from a planet which orbits the Sun with a period given by Yplanet.

0 Days 25 Days 26.8 Days 28.1 Days

Figure 5.30: Diagram showing how the movement of planets around the Sun causes its “day” to
appear to be larger. The positions of the Sun (@), the Earth (C), and Venus (B) are shown after
several time steps. After a complete rotation of the Sun („25 days) the planets have moved
around the sun slightly, so to an observer on the planet, a full rotation has not been completed.
The time taken for an observer on Earth to apparently observe a full rotation („27 days) is
slightly shorter than for an observer on Venus („28 days).

To distinguish between these periods, we refer to the “true” rotation period as the “sidereal

rotation period”, and the period which is observed as the “synodic rotation period”.
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If we are wishing to compare periodic variations observed at Earth and Venus, then it is

important that the correct periods are being compared. If the source of the variations is not due

to the rotation of the Sun, then the coherency calculations as outlined in section 5.2.4 are valid.

However, if we want to compare periodicities caused by this rotation, as observed at different

planets, then we need to adjust the periods used for this analysis.

In order to do this, the Lomb-Scargle transforms were performed for both time series, as

in equation 5.8. The frequency associated with this was however adjusted to be the frequency

of the associated solar variation before further steps were carried out. For instance, for Earth

(Venus) data, the Lomb-Scargle transform was performed for a period of 27 (28) days. These

values were associated with a sidereal period of 25 days, so using this data the cross spectrum

and coherence can be calculated for this period. Similar analysis is performed across all periods

in the range of interest.

5.4.2 Moving Window Coherograms

To investigate the periodicities which are common between the cosmic ray and albedo datasets,

moving window coherograms were produced. To produce such a plot, first, the coherence spec-

trum was determined for a subset of the data - selected in a particular time window. This

provided the coherence as a function of the period of variation in that time window. This pro-

cess was then repeated for other time windows, allowing the coherence to be found as both a

function of time and period of variation. The coherence data found in this way was plotted on

a 2D color-plot, with x axis as the center of each time window, and the y axis as the period

of the variation. Pixels with high coherence on these plots indicate a periodic variation that is

common between the two input datasets, at the given time. This is a necessary requirement for

the two signals to be influencing each other, i.e. for the albedo to have a cosmic ray dependence.

5.4.3 Results

The Coherence between the Albedo and VEX IMA data was found for a range of periods between

24 and 35 days, for a large number of time windows. The periods were selected to coincide with

variations to the charged particle count rates caused by solar rotation. The moving window

coherogram created from this is shown in figure 5.31a.

There are a number of “bright” pixels in this figure, with coherence values greater than

the apparent background. Further, there appears to be some level of spatial structure in these

bright pixels; at several times, the bright pixels seem to form vertical “stripes”, where a high

coherence is present across several periods, at a given time. From investigation of test data,

it is believed that these vertical stripes are caused by the coherence calculations causing the

coherence peaks to be spread out in this “period” dimension. As such, it is difficult to interpret

the specific periods of variation which lead to high coherence. For several of the vertical stripes,

the high coherence values persist across several horizontal pixels. In these cases, it is interpreted

that the coherence signal is present for a notable amount of time.

A pixel with high coherence is intended to indicate a time where a periodicitiy of a given

period is present in both the cosmic ray and albedo datasets. If there is a particularly strong

periodicity present in the cosmic ray dataset, however, it may be possible that a given pixel
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Figure 5.31: Moving window coherograms for the IMA and Albedo data. (a) shows the coherence
between the two datasets, and (b) shows the 95% confidence limit for the coherence, as found
from Monte Carlo methods.

will have a coherence greater than the background, irrespective of whether such a signal is

present in the albedo. To ensure that this is not the case, a Monte Carlo bootstrapping method

has been utilised in order to identify pixels corresponding to a significant coherence. For this

method, a similar moving window coherogram was found between the albedo data and a ran-

domised version of the IMA data. This randomised data was produced using a bootstrapping

method, where the IMA data was randomly sampled, causing the data to be re-arranged in

time. Following Monte Carlo methods, such coherograms were produced a number of times,

with different randomisations performed for each iteration. Finally, for each pixel in the moving

window coherogram, the 95th percentile value for the coherence across all these iterations was

identified. This provided the 95% confidence limit for each pixel in the original, unrandomised,

coherogram. The 95% confidence values found from this method, using 10,000 iterations, are

shown in figure 5.31b.

The statistically significant pixels in figure 5.31a are those with a greater coherence than

the 95% confidence level for that pixel (as shown in figure 5.31b). To allow the statistically

significant pixels to be clearly identified, the coherogram from figure 5.31a was masked, such

that any pixels which were not statistically significant were set to a black background colour.

This masked coherogram is shown in figure 5.32a.

From figure 5.32a, it can be seen that there is still a large amount of structure present;

the vertical stripes identified earlier still appear present at certain times, and in some cases

(particularly between 2012 and 2013), these stripes persist across a number of horizontal pixels.

This result is not inconsistent with a common periodicity existing between the albedo of Venus

and the cosmic ray count rate, at these times.

The results from this coherogram have been compared against the sunspot number over the

same period. For this comparison, the sunspot number has been resampled, finding the average
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Figure 5.32: Coherograms for the IMA & albedo datasets, showing the coherence values which
are greater than the 95% confidence limit. (a) is produced without any alteration to the periods
in the input datasets. (b) is produced by adjusting the periods of the input datasets, such that
they correspond to the rotation period of the Sun which would cause that periodicity at the
observer.

value in the same time windows as was used for each pixel in the coherogram. The time series

of resampled sunspot number is shown in figure 5.33.
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Figure 5.33: Sunspot number, resampled for the time windows in the coherograms in figure
5.32.

Comparing the time series of sunspot numbers in figure 5.33 to the times of the vertical

stripes of significant coherence values in figure 5.32a, it can be seen that the large cluster of

points in 2012 is coincident with a relatively high sunspot number as this time is close to

solar maximum. Assuming that the albedo and cosmic ray count rates do share a common
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periodicity at these times, then the timing close to solar maximum makes sense - at these times,

the increased solar activity is likely to cause more variations in the cosmic ray counts, which

would further cause variations in the albedo, leading to a stronger coherence between the time

series.

As discussed before, when considering periodic variations caused by the rotation of the Sun,

we need to adjust the periods used in the coherence calculations such that they correspond to

the desired sidereal period of the solar rotation. For the IMA dataset, both the cosmic ray

and albedo data is recorded from Venus orbit. As such, the adjustment to the periods in the

Lomb-Scargle transforms used to calculate the coherence between these datasets is the same

for both datasets. This results in the coherogram having a similar form for this “adjusted”

case as in the previous case, but the period axis is scaled differently. As in the previous case,

Monte Carlo bootstrapping was performed to identify the 95% confidence interval, and the

masked coherogram showing statistically significant datapoints is shown in figure 5.32b. As for

the coherogram in figure 5.32a, there appears to be some spatial structure in the locations of

the statistically significant pixels, with vertical stripes again present, preventing a particular

periodicitiy from being identified. In this case, little additional information is provided by

considering the coherence between sidereal periodicities.

Similar coherograms were further produced for the other cosmic ray datasets. The coherence

between the Oulu neutron monitor data and albedo is shown in figure 5.34a and the coherence

between the ACE SEP data and albedo is shown in figure 5.34c, where the statistically significant

pixels have again been identified via Monte Carlo bootstrapping. As for the IMA dataset, the

coherence for variations driven by the Sun was also determined in these cases by adjusting

the periods of variation to the appropriate sidereal period. In these cases, since the albedo

measurements were taking place at Venus, while the cosmic ray measurements were taking

place at Earth, the adjustments for each dataset were slightly different. As such, the differences

between the coherograms were more complex than a simple scaling of the period axis. The

statistically significant points, as determined from Monte Carlo bootstrapping, are shown in

figures 5.34b and 5.34d for the Oulu and ACE data respectively.

For the Oulu coherograms in figures 5.34a and 5.34b, as for the IMA coherograms, some

spatial structure can be observed, with vertical stripes of unmasked pixels persisting across

several horizontal pixels. These clusters of unmasked pixels are less widespread than for the

IMA data, however again the result is not inconsistent with a common periodicity existing

between the albedo of Venus and the cosmic ray count rate at some times. Given that the Oulu

data is not co-located with the cosmic ray data in this case, there is additional implication to a

common periodicity being present in both the ajusted and non-adjusted coherograms. If there

was common periodicities present between the albedo and cosmic ray data for both synodic

and sidereal periods, then it would suggest that the cosmic ray variations driving the albedo

periodicities were caused both by the rotation of the Sun, and by some other factor.

Finally, for the ACE coherograms in figures 5.34c and 5.34d, there is even less visible struc-

ture than for the Oulu or IMA coherograms. Vertical stripes are still apparent in the unmasked

pixels, however these do not appear to have the same horizontal extent as in the other cohero-

grams. As such, no suggestion has been found for a common periodicity between the albedo of
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Figure 5.34: Coherograms for the Oulu & albedo datasets (a,b), and the ACE & albedo datasets
(c,d) showing the coherence values which are greater than the 95% confidince limit. (a,c) are
produced without any alteration to the periods in the input datasets. (b,d) is produced by
adjusting the periods of the input datasets, such that they correspond to the rotation period of
the Sun which would cause that periodicity at the observer.

Venus and the cosmic ray count rate at these energies.

5.5 Discussion

Several investigations were performed, with observers at different locations and at different

cosmic ray energy levels, to investigate the effects which space weather events can have on

the albedo of Venus. Firstly, the albedo response of Venus’ atmosphere to Forbush events was
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investigated. These Forbush events were identified using neutron monitors at Earth. As such,

we are investigating how the albedo is affected by a decrease in the GCR count rate at energies

Ç 500 MeV. From this investigation, it was found that there was an increase in the albedo

following the Forbush events, which was significant above the 95% confidence level.

For this investigation, the Forbush events were detected using Earth-based sensors. As the

Forbush events will be caused by ICMEs, it is expected that a Forbush event detected at Earth

will only also be present at Venus if the two planets are located nearby one another. As such,

further analysis has been performed, considering only the Forbush events which occurred when

the angular separation between the Earth and Venus was less than 90°. Again, it was found that

there was an increase in the albedo following the Forbush events, which was significant above

the 95% confidence level.

In the previous investigations of the effects of Forbush decreases on the Earth’s atmosphere,

it was found that there was a decrease in the diffuse fraction following the events (suggesting a

reduction in cloud cover). It is difficult to directly compare our results from Venus against these

results, since we have been observing the changes in the albedo of the upper clouds, rather than

the diffuse fraction. We note, however, that it is expected that changes to the concentration

and size distribution of cloud particles will have impacts on the albedo - principally, an increase

in the number of small cloud particles will lead to an increase in the albedo. The process of ion-

induced nucleation has been considered as a mechanism for cosmic rays to have direct impact

on the clouds of Venus. If this mechanism was important, it could be expected that a decrease

in ionisation rate would lead to fewer cloud particles being produced, and therefore a lower

albedo. This is counter to what was observed. There are several explanations for this difference

between the expected and observed trends. Firstly, the impacts of the change in cosmic ray

count rate may be more complicated than considered here - i.e. a decrease in ionisation rate

may not directly lead to a decrease in the concentration of small particles. Secondly, it may

be that variations in the cosmic rays at other energies are more important than at the energies

considered for these Forbush decreases. This second point has been investigated further, by

considering variations to cosmic rays at lower energies.

Several SEP events associated with ICMEs were detected at Venus. In lieu of a dedicated

cosmic ray detector, variations in the cosmic ray count rate were identified by considering the

background counts of the MCP in the IMA instrument of Venus Express. This background

count rate was investigated at times surrounding the passage of ICMEs, to identify the presence

of SEP events. As for the Forbush events, the response of Venus’ albedo to these events was

studied. It was found that these SEP events caused an increase in albedo which was significant

above the 95% confidence level.

In the case of the SEP events, it was found that an increase in the cosmic ray count rate

lead to an increase in the albedo of Venus. This is counter to what was observed for the

Forbush decreases, where a decrease in the cosmic ray rate lead to an increase in albedo. As has

been mentioned before, it may be that the different dependencies found here are related to the

different cosmic ray energies which are present. However, another possible explanation is that

the variations could be caused by some other mechanism than the changes to cosmic ray count

rates. Both the Forbush and SEP events considered here are driven by ICMEs. It may be that
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the observed changes to the albedo were being driven by some other aspect of the ICME, such

as the dynamical pressure.

The effects of space weather events on Venus’ atmosphere were explored further, by consid-

ering HCS crossings. An investigation into these events was performed, since the events are not

driven by ICMEs. For both A-T crossings and T-A crossings, data for cosmic ray count rate

(again inferred from the IMA background counts) and albedo of Venus was compared for times

before and after the events. From this comparison, it was noted that the datasets for before

the event appeared visually different from the datasets for after the events. In the majority

of cases, however, it was found that these differences were not statistically significant. It was

found, however, that there was a statistically significant difference in the distributions of albedo

data before T-A events compared to after these events.

From this investigation, we were unable to identify a trend in the cosmic ray data driven

by the HCS crossings, despite this being found in previous terrestrial investigations. It is

possible that this is due to the relatively few number of HCS crossings used in our investigation.

Alternatively, it may be again related to the particle energies considered. The trends found for

the previous studies used neutron monitor data at Earth. For our investigation, we considered

the background counts of the IMA instrument, which is sensitive to lower energies than these

neutron monitors.

It is surprising that a statistically significant change in the albedo was only observed for HCS

crossings of one polarity - i.e. the T-A crossings. For the previous terrestrial investigations, it

was found that there was a change to the cosmic ray environment for both polarities of crossing.

It was noted, however, that a greater change was present for A-T crossings. It is interesting

to note that this is the opposite polarity of crossing to those which we observed leading to the

significant variation in albedo. It is possible that albedo variations do occur for both polarities of

HCS crossing, however these variations were not severe enough to be significant in our dataset,

which considered only a small number of events. The fact that we were able to observe a

statistically significant change in the albedo data, related to these HCS crossings, is suggestive

that the variations in albedo driven by other space weather events may have been driven by

some cosmic ray effects, rather than other ICME effects.

Finally, the periodicities present in both the albedo of Venus and several cosmic ray datasets

were investigated. For each of the cosmic ray datasets, the coherence between the CR data and

the albedo of Venus was determined. Two such coherograms were produced for each dataset;

the first considered the same periods of variation for the two inputs (i.e. albedo and cosmic

ray data), while the second adjusted the periods such that they corresponded to the same

period of solar rotation. In several of these coherograms, some spatial structure was identified

in the statistically significant coherence datapoints. These signals were interpreted to be not

inconsistent with a common periodicity being present between the albedo and the cosmic ray

data, at some cosmic ray energies. Further, these signals were present both when considering the

same period of variation between the CR and albedo datasets and when adjusting the periods to

the same sidereal solar rotation period. Assuming that there was a common periodicity between

the albedo and CR data, then this would suggest that the cosmic ray variations responsible for

the periodicity were being driven by both the rotation of the Sun and by some other factor.
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The investigation performed here has suggested that there may be a relationship between the

cosmic ray count rate and the albedo of Venus, however future investigations will be required

in order to confirm is such a relationship does exist.

5.5.1 Conclusions

From analysis of the albedo of Venus at times surrounding the detections of Forbush events at

Earth, it was found that there was a statistically significant increase in the albedo associated

with these events. SEP events were detected at Venus, and it was found that these events

also caused statistically significant increases in the albedo. A number of HCS crossings were

identified at Venus, in both the TA and AT directions. No perturbations to the cosmic ray

environment associated with these events were able to be detected from the available data,

however it was observed that TA crossings had a statistically significant effect on the albedo of

Venus. Finally, via spectral analysis some features not inconsistent with a common periodicity

between cosmic ray data and the albedo of Venus, were identified.

Currently, the mechanisms driving the relationship between cosmic rays and the albedo of

Venus are unknown. Future investigations may be able to yield additional information which

would allow the nature of the mechanisms to be determined. In particular, dedicated cosmic

ray instrumentation at Venus would allow the variations to cosmic rays of different energies to

be studied, which would aid in these investigations.

This link found between cosmic ray count rates and the albedo of Venus suggests that there

are some electrical effects present in the atmosphere of Venus. The exact nature of these effects

is unknown, however given the conclusions found in chapter 4 - that there is evidence suggesting

a global atmospheric electric circuit exists in Venus’ atmosphere - this is of importance. The

presence of such a global electric circuit will act to distribute the effects of electric charge

throughout the atmosphere. As such, if there is a global circuit present, then variations in the

cosmic ray count rate will be able to cause variations throughout the entire atmosphere.
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Chapter 6

Discussion

The investigations described in this thesis covered a range of topics. First, atmospheric electric-

ity measurements on Earth were investigated, through analysis of the data from point discharge

sensors (Chapter 3). Next, the electrical structure of Venus’ atmosphere was investigated, which

again utilised point discharge data (Chapter 4). Finally, the effects of cosmic rays and space

weather events on Venus’ atmosphere were investigated (Chapter 5).

Although these topics appear varied, there is a shared connection between them. Cosmic ray

processes are responsible for ionisation in planetary atmospheres. This ionisation is important

to the electrical structure of the atmosphere, which in turn affects electrical observations in the

atmosphere. These links are illustrated in figure 6.1, where the topics covered in each of the

three work chapters have been indicated.

Cosmic Rays & Space
Weather

Electrical Structure of
the Atmosphere

Atmospheric Electricity
Observations

Ionisation
Electrical

Processes

Chapter 3Chapter 5

Chapter 4

Figure 6.1: Overview of the links between the work in the 3 work chapters of this thesis.

The results from chapters 3, 4, and 5 will be discussed in the following three sections, followed

by an overall discussion of how these results are related, and their implications, in section 6.4.

6.1 Point Discharge

The operation of several point discharge sensors at the Reading University Atmospheric Obser-

vatory were investigated. This investigation was performed in two parts. First, time series of

point discharge data were investigated, and compared against time series of potential gradient

data. It was found that several features in the point discharge time series occurred before similar

features in the PG time series. Time series of the rate of change of PG were then considered,

where it was found that features from the point discharge time series occurred after the features

in the rate of change of PG. It was then shown that by considering a sum of electrostatic (de-

pendent on the PG) and electrodynamic (dependent on the rate of change of PG) terms, the

features in the point discharge time series could be described best. The conclusion of this inves-
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tigation was that both electrostatic and electrodynamic terms appeared to be important to the

description of the behaviour of point discharge sensors. Of note is that previous investigations

into the operation of similar sensors have not reported the importance of these electrodynamic

terms.

Following this, several parameterisations of a point discharge sensor were investigated. Based

on previous investigations, two forms of parameterisation were considered. Additionally, follow-

ing the previous results, the impact of including additional electrodynamic terms was evaluated.

The quality of fit for each parameterisation was evaluated by finding the adjusted R squared

value for the 1:1 line between the modelled PDC and the measured PDC. From this investi-

gation it was found that the inclusion of electrodynamic terms improved the quality of fit for

both forms of parameterisation. This result is in agreement with that found in the previous

section of this investigation. It was additionally found that, for the dataset investigated, the

parameterisation considering the effects of wind speed was a poorer fit than the one neglect-

ing these effects. It is believed that the reason for this is that the dataset described only low

wind speeds, and the parameterisation neglecting the effects of wind speed describes the point

discharge process better than the low wind speed limit of the more complex parameterisation.

The source of the electrodynamic term affecting the PDC measurements was interpreted

to be a Maxwell current. This suggests that the PDC sensor is sensitive to both free currents

caused by the movement of charge, and displacement currents caused by changing electric fields.

6.2 Venera Reanalysis

The electrical environment of Venus was investigated via re-analysis of point discharge data from

the Venera 13 & 14 spacecraft. First, an electrical model of Venus’ atmosphere was produced.

This model allowed the concentrations of positive and negative ions to be calculated as a function

of altitude in Venus’ atmosphere. From these concentrations, additional parameters such as the

conductivity and columnar resistance were calculated. Additionally, the atmospheric electric

field and atmospheric potential were determined under the assumption that a global electric

circuit exists on Venus, with assumptions made on the magnitude and direction of the fair

weather conduction current. Finally, the modelling approach considered the charge acquired by

a spacecraft descending through this atmosphere, and therefore the discharge currents emitted

by such a spacecraft.

The electrical model was then used to investigate what conditions are necessary for the

Venera 13 & 14 point discharge data to be reproduced. From this investigation, it was discovered

that the observed data could not be reproduced in the case where a global atmospheric electric

circuit is not present. In addition to requiring a global circuit, it was found that it was also

necessary to have particular lower-atmosphere haze layers present to reproduce the data.

6.3 Space Weather Effects

For the first time, several space weather events have been detected at Venus. Further, the

effects of such space weather events on Venus’ atmosphere were investigated. The impacts to

the atmosphere were identified by monitoring the albedo of the atmosphere as a function of
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time. This investigation was formed of two parts, considering the short term impacts of space

weather events, and long term trends in the cosmic ray count rates.

To observe the effect that space weather events have on the atmosphere of Venus, the albedo

responses to each event were compared. A new approach for this was developed, based on previ-

ous compositing approaches. This approach involved comparing the albedo at times surrounding

several events. This method allowed the general trends caused by the space weather events to

be identified. Several types of event were considered, with the analysis initially focusing on

Forbush events detected at Earth, and later considering SEP events detected by spacecraft at

Venus.

For the Forbush events detected at Earth, it was acknowledged that not all events were

likely to also affect Venus. To resolve this concern, a subset of events was identified where the

angular separation between Venus and Earth was minimised. The analysis was repeated for this

dataset. It was found that for both datasets the Forbush events had a significant impact on the

albedo of Venus. A similar analysis was performed for the SEP events detected at Venus, where

again it was found that the space weather events had a significant impact on Venus’ albedo.

In both of these cases, the driving factor behind the space weather event was an ICME. As

such, it was uncertain if the change in albedo was driven by some electrical effect, caused by

the perturbation to the cosmic ray flux, or by some other effect, such as the dynamic pressure

of the ICME.

Additionally, HCS crossings were identified at Venus from spacecraft magnetometer data.

The method of identifying these events did not allow precise timing of the event. As such,

analysis was not performed as for the Forbush and SEP events. Instead, data from before and

after the event was compared, to investigate the differences on either side of the HCS. First,

the differences in cosmic ray environment were investigated. It was found that there was a

significant difference in cosmic ray count rates for one polarity of HMF compared to the other.

Next, it was investigated if this difference in cosmic ray count rate impacted the albedo of Venus.

In this case, no significant difference in albedo was observed before vs after the HCS crossing.

Periodic variations in the cosmic ray count rate were compared against variations in the

albedo of Venus. For this investigation the periodic variations caused by the differential rotation

of the Sun were considered. To search for signals occurring in both the cosmic ray data and

the albedo data, coherence analysis was used. Moving window coherograms were produced to

search for signals with a particular period, at a particular time. Several cosmic ray datasets

were compared against the albedo, covering different energy ranges and locations of detection.

Additionally, the differences between cosmic ray variations driven by the rotation of the sun,

and variations driven by other sources were considered. It was found that in many cases there

was statistically significant coherence between the cosmic ray data and the albedo of Venus, for

both of these sources. Consequently, this work was suggestive that variations in cosmic rays

affect Venus’ atmosphere.

6.4 Overall Considerations

The investigations performed in this thesis pertained to electrical effects in planetary atmo-

spheres, particularly that of Venus. The investigation of point discharge sensors on Earth
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allowed knowledge of the point discharge process to be obtained. This knowledge was applied

to the point discharge measurements taken by the Venera 13 & 14 spacecraft. The investigation

of this point discharge data identified electrical effects as being important in Venus’ atmosphere,

through the presence of a global atmospheric electric circuit. Finally, further electric effects were

identified in Venus’ atmosphere through investigations of the effects of space weather effects and

cosmic ray variations on the atmosphere.

The links between the processes relevant to these investigations are shown in figure 6.2.

The implications of the electrical effects observed in Venus’ atmosphere will be discussed

here. The findings from this investigation act as evidence for a global atmospheric electric

circuit in Venus’ atmosphere. It should be noted, however that this does not provide direct

evidence for lightning in the atmosphere. On Earth, although lightning is a very dramatic

process, it is not believed to be the dominant mechanism by which charge is brought to the

surface of the planet, and so it is not necessary for a global electric circuit to exist. Instead,

processes such as point discharge currents from the surface, or some process akin to the charged

rains on Earth may be responsible for bringing a net charge to the surface of the planet.

The existence of a global electric circuit on Venus does offer some indirect evidence that

lightning is possible in Venus’ atmosphere, however. For such a circuit to be established, it is

necessary for charge separation processes to occur in the atmosphere. Such processes would

also be a prerequisite for lightning, so suggestions that these processes exist is encouraging for

lightning searches.

It was observed that several space weather events, both those associated and not associated

with coronal mass ejections, had significant impacts on the albedo of Venus. The mechanism

driving these impacts is unclear. Previous investigations have discussed the possibility that the

process of ion induced nucleation is important in Venus’ atmosphere [5]. This process allows

a link between the cosmic ray flux, which is expected to be perturbed by these space weather

events, and the clouds of Venus. As such, the link between these events and the albedo of Venus

could be due to variations in such a process.

The investigations described in this thesis have identified several electrical effects present

in the atmosphere of Venus. It is currently unclear how widespread these effects are, however

further investigation of the effects may allow electrical effects on atmospheres - both on Venus

and through comparative studies, on Earth - to be understood more fully.
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Figure 6.2: Flowchart showing how the atmospheric electricity and space weather systems dis-
cussed in this thesis are connected. The same shading as in figure 6.1 has been used, where
blue shading shows cosmic ray & space weather effects, purple shading describes the electrical
structure of the atmosphere, and green shading describes observations of atmospheric electric-
ity. Rectangular boxes show quantities/parameters, hexagons show processes, and large rounded
rectangles describe collections of these processes/parameters.
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Chapter 7

Conclusions & Future Work

In this chapter, the conclusions from this thesis along with several avenues for future work will

be discussed.

7.1 Conclusions

The work in this thesis consisted of several related investigations. First, the operation of two

point discharge sensors at the Reading University Atmospheric Observatory (RUAO) were inves-

tigated. Through an investigation of the time response of one of these sensors, it was identified

that the sensor was dependent on both electrostatic and electrodynamic processes. This was

interpreted as the sensor recording both free and displacement currents. A subsequent inves-

tigation considered the parametrisation of a different point discharge sensor, also deployed at

the RUAO. This investigation reinforced the previous result, finding that the operation of the

sensor was described better if electrodynamic terms were included in the parameterisation.

The knowledge of point discharge sensors gained from these terrestrial investigations was

then applied to an investigation of the point discharge data recorded by the Venera 13 & 14

landers. In this investigation, an electrical model of Venus’ atmosphere was produced. This

model allowed the point discharge currents emitted by a spacecraft descending through Venus’

atmosphere to be determined for varying atmospheric conditions. Through this investigation,

it was found that the best agreement to the Venera data was found when a global atmospheric

electric circuit was present in the atmosphere, along with haze layers being present in the lower

atmosphere. The presence of such a global circuit has important implications, suggesting that

electrical processes would be able to have influence throughout the atmosphere of Venus.

Finally, the presence of electrical effects in Venus’ atmosphere was investigated further by

considering space weather and cosmic ray impacts on the atmosphere. For this investigation,

several space weather events were identified. Some of these events were detected at Earth, as

has been done previously, however in this investigation we additionally were able to detect Solar

Energetic Particle (SEP) events, and Heliospheric Current Sheet (HCS) crossings at Venus, for

the first time. The albedo of Venus’ atmosphere following these events was observed. It was

found that there was a statistically significant increase in the albedo following both Forbush

decreases and SEP events. Additionally, it was found that the albedo following HCS crossings

from the towards to away magnetic field directions was significantly different to the albedo
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before the events. These results are some of the first demonstrating that a space weather

effect is present in Venus’ atmosphere. These observations provided additional evidence for the

importance of electrical effects in Venus’ atmosphere. The effects were further investigated by

considering periodic variations present in both the cosmic ray flux and the albedo of Venus. It

was found that there were several periodic signals, at certain times, with statistically significant

coherence between the albedo and several cosmic ray datasets. This result was again suggestive

that charged particles have important impacts on Venus’ atmosphere.

The main findings of the work can be summarised as follows:

• Point discharge sensors are sensitive to both electrostatic and electrodynamic terms, with

the latter interpreted as taking the form of Maxwell currents

• The point discharge data recorded by the Venera 13 & 14 landers is consistent with both

a global atmospheric electric circuit and a low atmosphere haze layer existing in Venus’

atmosphere

• Perturbations to cosmic rays, on both short (O 1 day) and longer („25 day) timescales

are able to impact the albedo of Venus

Additionally, several space weather events were detected at Venus for the first time.

7.2 Future Work

From the investigations performed in this thesis, several future investigations which would be

benefitial were identified. These have been discussed in this section.

7.2.1 Point Discharge

There is much work still to do in order to fully understand the the operation of point discharge

sensors. Based on the findings discussed in chapter 3, a number of future investigations into

understanding the operation of these sensors are proposed.

It would be beneficial to investigate the relative importance of the Maxwell term in the point

discharge parameterisations further. There are several ways in which this investigation could

be performed. One method would be to perform a similar analysis as was performed here, but

with an expanded dataset. This investigation would be relatively easy to perform, however it

relies on a suitable number of days with a large range in electrical activity. This method would

allow the two parameterisations to be investigated further. Given a suitable amount of data,

it would be possible to evaluate the quality of both parameterisations at different wind speeds.

Such an investigation could help to identify a form of parameterisation which describes both

the low and high wind speed limits well. This approach does have drawbacks, however. The

exposed nature of the field site means that there are many factors which can affect the point

discharge process. This could make it difficult to identify which effects cause a given variation.

To remedy this, there are other forms of investigation which could be performed.
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It could be possible to investigate the nature of the electrodynamic Maxwell term on a corona

sensor in a laboratory environment. In this case, variable electric fields could be produced, with

the resulting corona discharge measured. Through this method, it would be possible to identify

how the corona discharge is dependent on both the electric field and rate of change of this field,

with all other parameters kept constant.

Finally, the relative importance of the Maxwell term could be identified via electrostatic

modelling. The Maxwell current flowing into a point discharge sensor is given by:

ID “ Aϵ
dF

dt
(7.1)

where ϵ is the permittivity of air, dF {dt is the rate of change of PG with respect to time, and

A is some constant. The constant A has the dimensions of area, and can be interpreted as the

horizontal area in which the field lines of the vertical atmospheric electric field are curved such

that they meet the point of the PDC sensor. As such, via modelling of the electric fields around

a point discharge sensor, the size of this area can be found. This would allow the relative

importance of the Maxwell term to be identified, and would allow comparisons between this

theory and the empirical results.

Additionally, through a similar electrical modelling process, it could be possible to identify

the electric field enhancement of a given sensor. This would allow the corona onset field to be

identified for a given sensor. Again, comparisons could be made between this theoretical value

and the empirical results.

7.2.2 Venera Point Discharge Reanalysis

From the investigation described in chapter 4, evidence has been provided for the existence of

both low atmosphere haze layers and a global atmospheric electric circuit in Venus’ atmosphere.

Specific details on the nature of both of these have not been acquired, however, which could be

addressed in future investigations.

To describe the presence of a global atmospheric electric circuit in the electrical model,

the fair weather conduction current was specified. It was found that a range of magnitudes of

current were able to reproduce the Venera point discharge data, for both polarities of current.

It may be beneficial then to constrain the properties of this current via other methods. For

Earth, the global atmospheric electric circuit has previously been modelled as a traditional

electronic circuit [157]; several aspects of the atmosphere, such as thunderstorm areas, were

regarded as individual electronic components. A similar modelling approach could be applied

for Venus, allowing estimates to be made for the properties of the conduction current based on

other observations of atmospheric electricity.

The exact properties of the haze predicted to be present in Venus’ lower atmosphere are

uncertain. If accurate information was available for details such as the vertical size and concen-

tration profiles, or the shape of the size distribution at a given altitude, then assumptions could

be made for the origin - potentially via comparison with hazes on Earth. These parameters were

unable to be determined from our methodology, however. For our investigation, we considered

a monomodal, monodisperse aerosol distribution of constant particle size. These assumptions

may provide a poor description of the true haze layer. It may be possible to reproduce the
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Venera discharge data while considering haze layers with multiple modes, having the size of

these modes change with height, and having different distribution shapes at given height steps.

By implementing these changes, we would not impact the main conclusion of this work - i.e

that both a low-atmosphere haze layer and a global atmospheric electric circuit are required to

reproduce the Venera discharge data - however, it could have other implications for the nature

of the haze. Firstly, these changes would affect optical properties of the haze, which would

be relevant for any attempts to observe it directly. Additionally, by investigating the range of

possible solutions, it may be found that the haze layer properties suggest a particular origin for

the haze, such as volcanic ash or advected dust.

As for the conduction current, the properties of the low atmosphere haze could also be

constrained by other observations of Venus’ atmosphere. Several spacecraft have attempted

to measure particle distributions in-situ in Venus’ atmosphere. These investigations have not

yielded specific information on the particle sizes or concentrations of the haze, however, they still

might allow us to constrain the haze properties. It is important to consider that the operational

range of the instruments used to search for haze may have limited the detections which were

possible. For example, the cloud particle size spectrometer onboard the Pioneer Venus sounder

probe, which observed the presence of haze down to 30km, was only able to measure particles

with size greater than 0.5 µm. As such, there may have been a large number of particles

present which were unable to be detected due to their size being outwith the detector’s range.

It should also be noted that one conclusion drawn from the spectrophotometric investigations

was that there is evidence that the sub-cloud hazes of Venus are variable. As such, it is to be

expected that different spacecraft would experience a different haze environment. As such, it

may be difficult to compare the haze properties obtained from one spacecraft’s dataset, to that

of another spacecraft.

The expected variability of the low atmosphere haze on Venus means that if we wish to

compare the haze profiles found from our electrical modelling to haze properties found from other

methods, then ideally the data for both methods would be taken from co-located (both spatially

and temporally) observations. Given that we have used electrical data from the Venera 13 &

14 landers, we thus would ideally want to use haze observations also made by these spacecraft.

This requirement makes the Venera 13 & 14 spectrophotometer data very interesting for a search

for haze, as it would allow comparisons of the haze properties from two independent methods.

Analysis of this dataset has previously found evidence for haze at an altitude of 2km, however

further analysis, combined with the electrical observations, may yield further results [56].

A number of assumptions were made in the production of the electrical model used in this

investigation. These included the assumption that the aerosols at a given altitude had a neutral

charge distribution, the assumption that the vertical movement of ions was negligible, and the

assumption that all free electrons readily formed negative ions. It should be noted that this

final assumption is believed to be valid at low altitudes, i.e. in the range of the Venera PDC

data, however in general these assumptions do not hold. In order to improve the accuracy

of the electrical model, it would be beneficial to explicitly consider these effects, rather than

assume them to be negligible. This is a non trivial task, however, due to the analytic nature

of the electrical model. In order to consider these effects, it may be desirable to produce a
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numerical model of Venus’ electrical environment. Such a model would have the benefit of

allowing these effects to be included explicitly, and additionally could allow investigations into

the time response of Venus’ atmosphere. If such a model was produced, then the methodology

developed in this work - comparing model results to the in-situ PDC data from Venera 13 & 14

- could be applied to that model also.

In order to validate some of the assumptions made in the production of this model, it would

be beneficial to verify the electrical results found against observations. Such a verification could

be performed for Earth’s atmosphere, by considering the charge collected during the ascent of

balloons or aircraft. It should be noted, however, that the differences between these examples

and the descent of the Venera landers may lead to large variations in the modelled results.

This investigation of Venus’ atmosphere was reliant upon some of the only in-situ atmo-

spheric electricity data for Venus. Specific information on the operation and geometry of the

sensor has been lost to time, requiring that assumptions be made about the design of the

device. Given these limitations, it is believed that future investigations could greatly benefit

from additional in-situ atmospheric electricity data - either from similar, point discharge instru-

mentation, or from other sensors. Such future investigations would be advantageous for many

reasons; additional point discharge investigations would allow accurate information on the sen-

sor to be recorded - aiding in its interpretation. This would allow for an increased confidence

in the results obtained from modelling of the spacecraft, and as such would allow the electrical

environment of Venus to be constrained more accurately. If modern instrumentation is used

for such an investigation, it may be possible to resolve greater structure in Venus’ atmosphere

than the instrumentation from the Venera spacecraft allows. It may additionally prove useful

to compare data recorded by future spacecraft to the data recorded by Venera 13 & 14. Both of

the Venera 13 & 14 spacecraft recorded similar discharge current profiles, despite the spatial and

temporal separations of their atmospheric descents. The similarity of the signals recorded by

these spacecraft was interpreted to be indicative of some feature which was inherent to Venus’

atmosphere, so it would be of interest to investigate if additional datasets also showed a similar

signal.

In addition to point discharge data, there is a great number of other atmospheric electricity

observations which may be of interest. In order to validate VAIL, the conductivity profile

calculated from the model was compared against a profile found from a previous ionisation

model of Venus’ atmosphere. Future in-situ measurements of the conductivity of the atmosphere

would be of great interest for a number of reasons; These measurements could be used to validate

electrical models of Venus’ atmosphere, or they could be used to investigate the presence of haze

in the atmosphere by identifying regions of lower conductivity.

To investigate the presence of a global atmospheric electric circuit in Venus’ atmosphere,

we have considered the effects that a vertical electric field would have on the charging (and

discharging) of a spacecraft. Instead of inferring the presence of such an electric field, it could

be possible to detect it directly. Electric field mills which are typically used for observations of

the terrestrial atmospheric electric field would likely be too delicate for such a harsh environment

as Venus, however other methods of measuring the vertical electric field would be possible. In

addition to attempting to observe the presence, magnitude, and polarity of the vertical electric
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field, the vertical flow of current could also be observed. The presence of a vertical electric field

or flow of current would act as evidence for the presence of a global atmospheric electric circuit.

Finally, it may be of some benefit to carry a charge sensor to Venus’ atmosphere. On Earth,

such sensors have been used on radiosondes to measure the presence of cloud edge charging.

One such sensor, developed by Nicoll et al. [134] determined the presence of charge from the

displacement currents induced by a changing electric field, as the sensor approached or receded

from an area of space charge. In principle, such a sensor design could be used for a spacecraft

descending through the atmosphere, rather than for a balloon ascending. The data from such

a charge sensor could be used to search for regions of space charge originating from cloud edge

charging, or from some other charge separation process.

7.2.3 Space Weather Effects

The identification of space weather events at Venus was performed using a limited amount of

in-situ data. To improve on this method, it could be possible to combine our observations with

solar wind / ICME models. Through such a process it may be possible to detect more space

weather events, to be more accurate with the assessment of which events will affect Venus,

and to determine the exact timing of events with greater detail. Given a more refined dataset

achieved via such methods, it may be possible to identify the impacts of space weather events

on Venus’ atmosphere with more detail.

To investigate the effects of cosmic rays on Venus further, additional periodicities in the

cosmic ray data could be investigated. The 1.68 year periodicity in GCR count rates has

previously been used to identify cosmic ray effects on the ice giants, so would appear to be a

good candidate for investigation on Venus. During the period of the albedo data from Venus

Express, this periodicity is not present in the GCR data, however. As such, this dataset cannot

be used to investigate if the 1.68 year periodicity is present in the atmosphere of Venus. To

circumvent this issue, other datasets could be considered, such as ground based observations of

Venus’ apparent magnitude.

Additionally, alternate datasets could be used to investigate the same periodicities as were

considered in this investigation. The results from such an investigation could be used to reinforce

the findings of the investigation described here, and to understand the nature of the link between

cosmic rays and Venus’ atmosphere further. The alternate datasets could also be used to aid

in the investigations of the impact of space weather events, allowing even more events to be

studied than occurred during the operation of Venus Express. Ideally, future spacecraft missions

to Venus would carry dedicated cosmic ray instrumentation, which would allow variations to be

observed for different particle energies. Investigating how the atmosphere of Venus is affected by

particle variations at these different energies would hopefully allow any important mechanisms

to be identified.

7.3 Closing Remarks

Through our understanding of the point discharge signals detected by the Venera 13 & 14

landers, and the observation that space weather variations have an impact on Venus’ albedo, it
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is clear that electrical effects are important to the atmosphere of Venus.

To the author’s knowledge, the work in this thesis presents the first evidence of a global

atmospheric electric circuit in Venus’ atmosphere. It is hoped that these results can help inform

future investigations of Venus’ atmosphere, and future spacecraft missions to Venus.
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Data Availability

I am grateful for the data supplied by various sources which was used for the analysis in this

PhD. These sources of data will be listed here.

• Various data from the Reading University Atmospheric Observatory was used, obtainable

at: https://research.reading.ac.uk/meteorology/atmospheric-observatory

• The point discharge data recorded by Venera 13 & 14 was reported by Ksanfomaliti [103]

• Atmospheric profiles for Venus’ atmosphere were obtained from the Venus International

Reference Atmosphere (VIRA) [95].

• Cloud data for Venus’ atmosphere was obtained from the analysis performed by Knollen-

berg and Hunten [98].

• Ionisation rate profiles for Venus’ atmosphere were obtained from the modelling performed

by Nordheim et al. [138].

• The albedo data produced by lee et al. [109] is obtainable at: http://doi.org/10.5281/

zenodo.3754455

• Data from the Oulu neutron monitor was used, obtainable at: https://cosmicrays.

oulu.fi/

• Data from the ACE SIS instrument was used, obtainable at: https://www.swpc.noaa.

gov/products/ace-real-time-solar-wind

• Various data from Venus Express instruments were used. This data is obtainable at:

https://www.cosmos.esa.int/web/psa/venus-express

• The CME data catalogued by HELCATS was obtained at https://www.helcats-fp7.eu/

• The JPL Horizons ephemerides were obtained at: https://ssd.jpl.nasa.gov/horizons/

• Sunspot data provided by NOAA was obtained at: https://www.ngdc.noaa.gov/stp/

solar/ssndata.html

The code developed and data generated for the analysis in this thesis will be made available

in the following location: https://doi.org/10.6084/m9.figshare.c.7770257.
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Appendix A

Chalmers’ Derivation

The derivation of the relationship between potential gradient, wind speed, and point discharge

current, as outlined by Chalmers [32] has been reproduced here [32].

For this derivation, we consider a needle tip held at one potential, placed in an environment

at a different potential. Two regions around the needle were considered: In region A, the

dominant force on charges arises from the electric force from the needle tip. In region B, this

force is no longer dominant. Two cases are considered for the force which becomes dominant

in region B; in section A.1, this force arises from the wind speed, and in section A.2 this force

arises from the Potential Gradient of the atmosphere.

For this derivation, spherical symmetry is assumed. Additionally, any changes in ion mo-

bility, i.e. ions becoming “large ions” have been neglected. Finally, in regions A and B the

“non-dominant” force is neglected, and it is assumed that once a charge reaches region B it is

immediately removed - i.e. there is no space charge build up in this region.

We consider a radial distance from the point, a, within which the field strength needed for

ionisation by collision, E0, is met. As, such, we can assume that everywhere within the radius

a has a sufficient population of free charges to be conductive, and thus is at the same potential

as the point. We define this potential to be zero, Va “ 0.

Now let the distance to the boundary between regions A and B be b, and consider a sphere

within region A with radius r such that a ă r ă b.

The current flowing through this sphere is given by:

I “ 4πr2neµEprq (A.1)

Where n is the number density of ions carrying charge e, µ is the mobility of these ions, and

Eprq is the electric field at a distance r from the needle tip.

We then use Gauss’ law:

∇ ¨ E “
ρ

ϵ0
(A.2)

1

r2
d

dr
pr2Eq “

ne

ϵ0
(A.3)

substituting for I yields:
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d

dr
pr2Eq “

1

ϵ0

I

4πµE
(A.4)

If we make the substitution y “ r2E, then:

dy

dr
“
r2

y

I

4πµϵ0
(A.5)

y dy “
I

4πµϵ0
r2 dr (A.6)

Integrating between a and some radius r, we find:

ż yr

ya

y dy “
I

4πµϵ0

ż r

a
r12dr1 (A.7)

„

y2

2

ȷyr

ya

“

„

r14Epr1q2

2

ȷr

a

“

„

Ir13

12πµϵ0

ȷr

a

(A.8)

r4Eprq2

2
´
a4E2

0

2
“

Ir3

12πµϵ0
´

Ia3

12πµϵ0
(A.9)

if we assume that a is very small, and consider r " a, then we find that the terms that are

dependant on a are also very small and can be neglected. So,

r4Eprq2

2
“

Ir3

12πµϵ0
(A.10)

E2 “
I

6πµϵ0r
“ K2r´1 (A.11)

where we have defined K2 “ I
6πµϵ

We can find the potential difference between the radii a and b:

Vb ´ Va “

ż b

a
´E dr “

ż b

a
´Kr´ 1

2dr (A.12)

Vb “ ´2Kpb
1
2 ´ a

1
2 q, (A.13)

since Va “ 0. As a ! b we can write:

Vb « ´2Kb
1
2 (A.14)

or, using equation A.11 to write b “ K2

Epbq2
:

Vb “
´2K2

Epbq
(A.15)

If we now consider the case where r ą b, we can find the electric field as a function of

distance using Gauss’ Law:

180



£

S

E.dA “
Q

ϵ0
(A.16)

where Q is the charge enclosed in surface S, and A is the area vector of this surface. Since

in region B there is no space charge, any region which encloses the entirety of region A will be

enclosing the same charge. So, we can write:

Eprq
`

4πr2
˘

“ Epbq
`

4πb2
˘

(A.17)

Eprq “ Epbq
b2

r2
(A.18)

We can then find the potential difference between the radii b and r:

Vr ´ Vb “

ż r

b
´Epr1qdr1 “ ´Epbq b2

ż r

b

1

r12
dr1 (A.19)

Vr ´ Vb “

„

´Epbq b2

r1

ȷr

b

(A.20)

If we then consider the potential as r tends to infinity as V , we find:

V ´ Vb “ ´Epbq b (A.21)

Using equation A.11 again:

V ´ Vb “ ´
K2

Epbq
(A.22)

We can then use equation A.15 along with equation A.22 to find the potential difference

between the needle and infinity:

V “ ´
K2

Epbq
´

2K2

Epbq
“

´3K2

Epbq
(A.23)

substituting for K:

V “
´I

2πµϵ0

1

Epbq
(A.24)

A.1 Conditions of high wind and small field

For large wind speeds, we can consider the boundary between regions A and B to occur at the

point where the wind speed exceeds the drift velocity of charges, in the needle’s electric field.

This boundary thus occurs at a distance b, such that:

W “ µEpbq (A.25)

where W is the wind speed. Using equations A.11 and A.23 we can find that the boundary

between regions A and B will occur at a distance:
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b “
K2µ2

W 2
“ ´

V µ

3W
(A.26)

Using equation A.25 to substitute for E(b) in equation A.24 yields:

V “
´Iµ

3πµϵ0W
(A.27)

I “ ´2πϵ0VW (A.28)

In setting a very small compared to b, we have neglected the fact that there is a minimum

magnitude of potential required for point discharge to occur. To accommodate for this, we

replace V with pV ´ V0q, where V0 is this critical value:

I “ ´2πϵ0pV ´ V0qW (A.29)

From equations A.15 and A.23, we can see that at a distance b, the potential is 2
3V . So, if

we find that b is small, then the potential would change rapidly with distance from the needle

point. This would confine the change of potential to a region close to the needle point, and

our assumption of spherical symmetry would be valid. Conversely, for large values of b, our

assumption of spherical symmetry breaks down.

As can be seen in equation A.26, for large values of W or small magnitudes of V , the distance

b will be small. So, our assumption of spherical symmetry will hold as long as the wind speed

is large. If we instead have a small values for W , or a large magnitude for V , b will become very

large, and our assumptions are will no longer be valid. In this case an alternate description of

the boundary between regions A and B needs to be used, as is discussed in section A.2.

A.2 Conditions of low wind

In cases where the wind speed is low, we can instead define the boundary between regions A and

B as the point where the strength of the atmospheric Potential Gradient exceeds the electric

field from the needle, as at this point the motion of particles is more strongly affected by the

PG than the needle.

This boundary condition can be written as:

Epbq “ F (A.30)

Where F is the magnitude of the Potential Gradient of the atmosphere. Using equation

A.11, we find that in this case, the boundary between the regions A and B occurs at a distance:

b “
K2

F 2
(A.31)

Beyond this distance, the potential is equal to that of the surroundings, and the needle has

no further effect. We thus want to look at the potential at this distance, given by equation A.15.

If we use equation A.31 to substitute for Epbq, then:
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V “ Vb “
´2K2

F
(A.32)

substituting for K,

V “
´I

3πµϵ0F
(A.33)

I “ ´3πϵ0µFV (A.34)

Again, we have neglected the minimum potential required for point discharge, so we can

replace V with pV ´ V0q as in equation A.29:

I “ ´2πϵ0pV ´ V0q
3

2
µF (A.35)

A.3 General case

We now have two equations for the point discharge current, in different limiting cases: equations

A.29 and A.35. Equation A.29 is proportional to the horizontal speed of particles in region B

(given by W ) and equation A.35 is proportional to the vertical speed of particles in region B

(given by (µF ). As such, it has been proposed that a general solution to this equation would

be proportional to the vector addition of these two velocities, i.e:

pW 2 ` µ2F 2q
1
2 (A.36)

We note that, for a vertical needle of length h in the Earth’s Potential Gradient, F , the

potential V is given simply by:

V “ F ¨ h (A.37)

So a proposed general solution for the point discharge current is given by:

I “ ´2πϵ0pV ´ V0q

ˆ

W 2 `
µ2

h2
V 2

˙
1
2

(A.38)
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Appendix B

Logarithmic Electrometer Circuit

Diagram

The circuit diagram of the logarithmic electrometer used to produce the logarithmic point

discharge sensor deployed at the Reading University Atmospheric Observatory is presented

here.
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Figure B.1: Schematic of the logarithmic electrometer used. The current input is presented
at J1, with final output of the circuit provided at J3. U1 is the electrometer amplifier, and
U2a-U2b provides temperature compensation partly through a reference current. U2c and U2d
select the polarity of reference current required. (Power supplies of ±5 V, are not shown for
clarity).

185



186



Bibliography

[1] ACE Real-Time Solar Wind. https://www.swpc.noaa.gov/products/ace-real-

time-solar-wind.

[2] T. Achtzehn et al. “The Coulomb instability of charged microdroplets: dynamics and

scaling”. In: The European Physical Journal D - Atomic, Molecular, Optical and Plasma

Physics 34 (2005), pp. 311–313. doi: 10.1140/epjd/e2005-00102-1.

[3] M. W. Airey et al. “Electrical effects on droplet behaviour”. In: Journal of Physics:

Conference Series 2702 (2024), p. 012015. doi: 10.1088/1742-6596/2702/1/012015.

[4] M. H. P. Ambaum. “Cloud Drops”. In: Thermal Physics of the Atmosphere. John Wiley

& Sons, Ltd, 2010, pp. 125–152. doi: https://doi.org/10.1002/9780470710364.ch7.

[5] K. L. Aplin. “Atmospheric Electrification in the Solar System”. In: Surveys in Geophysics

27 (1 2006), pp. 63–108. doi: https://doi.org/10.1007/s10712-005-0642-9.

[6] K. L. Aplin and G. Fischer. “Lightning detection in planetary atmospheres”. In: Weather

72.2 (2017), pp. 46–50. doi: https://doi.org/10.1002/wea.2817.

[7] K. L. Aplin and R. G. Harrison. “Determining solar effects in Neptune’s atmosphere”.

In: Nature Communications 7 (1 2016).

[8] K. L. Aplin and R. G. Harrison. “Solar-Driven Variation in the Atmosphere of Uranus”.

In: Geophysical Research Letters 44.24 (2017), pp. 12, 083–12, 090.

[9] K. L. Aplin, R. G. Harrison, and M. J. Rycroft. “Investigating Earth’s Atmospheric

Electricity: a Role Model for Planetary Studies”. In: Space Science Reviews 137 (2008),

pp. 11–27. doi: https://doi.org/10.1007/s11214-008-9372-x.

[10] C. H. Bachman, D. G. Hademenos, and L. S. Underwood. “Ozone and air ions accom-

panying biological applications of electric fields”. In: Journal of Atmospheric and Ter-

restrial Physics 33.3 (1971), pp. 497–505. doi: https://doi.org/10.1016/0021-

9169(71)90153-X.

[11] R. G. Barry and R. J. Chorley. Atmosphere Weather and Climate - 9th Edition. Rout-

ledge, 2010.

[12] G. Bazilevskaya. personal communication.

[13] G. A. Bazilevskaya. “Observations of Variability in Cosmic Rays”. In: Space Science

Reviews 94 (2000), pp. 25–38.

[14] G. A. Bazilevskaya et al. “Cosmic Ray Induced Ion Production in the Atmosphere”. In:

Space Science Reviews 137 (2008), pp. 149–173.

187

https://www.swpc.noaa.gov/products/ace-real-time-solar-wind
https://www.swpc.noaa.gov/products/ace-real-time-solar-wind
https://doi.org/10.1140/epjd/e2005-00102-1
https://doi.org/10.1088/1742-6596/2702/1/012015
https://doi.org/https://doi.org/10.1002/9780470710364.ch7
https://doi.org/https://doi.org/10.1007/s10712-005-0642-9
https://doi.org/https://doi.org/10.1002/wea.2817
https://doi.org/https://doi.org/10.1007/s11214-008-9372-x
https://doi.org/https://doi.org/10.1016/0021-9169(71)90153-X
https://doi.org/https://doi.org/10.1016/0021-9169(71)90153-X


[15] K. V. Beard, H. T. Ochs, and C. H. Twohy. “Aircraft measurements of high average

charges on cloud drops in layer clouds”. In: Geophysical Research Letters 31.14 (2004).

doi: https://doi.org/10.1029/2004GL020465.

[16] R. E. Belin. “A Radiosonde Method for Atmospheric Potential Gradient Measurements”.

In: Proceedings of the Physical Society 60.4 (1948), pp. 381–287. doi: 10.1088/0959-

5309/60/4/307.

[17] M. J. S. Belton et al. “Images from Galileo of the Venus Cloud Deck”. In: Science 253.5027

(1991), pp. 1531–1536. doi: 10.1126/science.253.5027.1531.

[18] A. J. Bennett and R. G. Harrison. “Evidence for global circuit current flow through water

droplet layers”. In: Journal of Atmospheric and Solar-Terrestrial Physics 71.12 (2009),

pp. 1219–1221. doi: https://doi.org/10.1016/j.jastp.2009.04.011.

[19] A. Bologa et al. “Influence of gas composition, temperature and pressure on corona

discharge characteristics”. In: International Journal on Plasma Environmental Science

& Technology 5 (2011), pp. 110–116.

[20] W. J. Borucki et al. “Predicted electrical conductivity between 0 and 80 km in the

Venusian atmosphere”. In: Icarus 51.2 (1982), pp. 302–321.

[21] W. J. Borucki et al. “Laboratory simulation of Venusian lightning”. In: Geophysical Re-

search Letters 10.10 (1983), pp. 961–964. doi: https://doi.org/10.1029/GL010i010p00961.

[22] W. J. Borucki et al. “Spectra of simulated lightning on Venus, Jupiter, and Titan”. In:

Icarus 64.2 (1985), pp. 221–232. doi: https://doi.org/10.1016/0019-1035(85)

90087-9.

[23] W. J. Borucki et al. “Pioneer Venus Orbiter search for Venusian lightning”. In: Journal

of Geophysical Research: Space Physics 96 (1991), pp. 11033–11043. doi: https://doi.

org/10.1029/91JA01097.

[24] S. W. Bougher et al. Venus II: Geology, Geophysics, Atmosphere, and Solar Wind Envi-

ronment. University of Arizona Press, 1997.

[25] S. Burt. “The gust that never was: a meteorological instrumentation mystery”. In:

Weather 77.4 (2020), pp. 123–126. doi: https://doi.org/10.1002/wea.3830.

[26] G. J. Byrne, A. A. Few, and S. M. F. “The effects of atmospheric parameters on a

corona probe used in measuring thunderstorm electric fields”. In: Journal of Geophysical

Research: Atmospheres 91 (1986), pp. 9911–9920.

[27] G. J. Byrne, A. A. Few, and M. E. Weber. “Altitude, thickness and charge concentration

of charged regions of four thunderstorms during trip 1981 based upon in situ balloon

electric field measurements”. In: Geophysical Research Letters 10 (1983), pp. 39–42. doi:

https://doi.org/10.1029/GL010i001p00039.

[28] J. Caesar. The African War. Trans. by A. Way. Harvard University Press, 1955. („40

BCE).

[29] H. V. Cane. “Coronal Mass Ejections and Forbush Decreases”. In: Space Science Reviews

93 (2000), pp. 55–77.

188

https://doi.org/https://doi.org/10.1029/2004GL020465
https://doi.org/10.1088/0959-5309/60/4/307
https://doi.org/10.1088/0959-5309/60/4/307
https://doi.org/10.1126/science.253.5027.1531
https://doi.org/https://doi.org/10.1016/j.jastp.2009.04.011
https://doi.org/https://doi.org/10.1029/GL010i010p00961
https://doi.org/https://doi.org/10.1016/0019-1035(85)90087-9
https://doi.org/https://doi.org/10.1016/0019-1035(85)90087-9
https://doi.org/https://doi.org/10.1029/91JA01097
https://doi.org/https://doi.org/10.1029/91JA01097
https://doi.org/https://doi.org/10.1002/wea.3830
https://doi.org/https://doi.org/10.1029/GL010i001p00039


[30] J. A. Chalmers. “The relation between point discharge current and field”. In: Journal of

Atmospheric and Terrestrial Physics 2.5 (1952), pp. 292–300.

[31] J. A. Chalmers. “Point-discharge current, potentential gradient and wind-speed”. In:

Journal of Atmospheric and Terrestrial Physics 11.3 (1957), pp. 301–302. doi: https:

//doi.org/10.1016/0021-9169(57)90081-8.

[32] J. A. Chalmers. “The relation of point-discharge current to potential difference and wind-

speed”. In: Journal of Atmospheric and Terrestrial Physics 24.5 (1962), pp. 339–344.

[33] J. A. Chalmers. Atmospheric Electricity. 2nd ed. Pergamon Press, 1967.

[34] J. A. Chalmers and W. W. Mapleson. “Point discharge currents from a captive balloon”.

In: Journal of Atmospheric and Terrestrial Physics 6.1 (1955), pp. 149–159. doi: https:

//doi.org/10.1016/0021-9169(55)90022-2.

[35] S. Chapman. “Electrostatic field measurements, corona discharge, and thunderclouds”.

In: Cornell Aeronautical Laboratory Reports 68 (1956).

[36] S. Chapman. “Thundercloud Electrification in Relation to Rain and Snow Particles”. In:

Thunderstorm Electricity. Ed. by H. R. Bryers. University of Chicago Press, 1953.

[37] T. von Clarmann et al. “Experimental evidence of perturbed odd hydrogen and chlo-

rine chemistry after the October 2003 solar proton events”. In: Journal of Geophysical

Research: Space Physics 110 (2005). doi: https://doi.org/10.1029/2005JA011053.

[38] C. F. Clement and R. G. Harrison. “Charge-Distributions on aerosols”. In: Electrostat-

ics 1991. Vol. 118. Institute of Physics Conference Series. IOP Publishing LTD, 1991,

pp. 275–280.
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