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Abstract

Aerosols overall have a strong cooling effect on Earth’s climate that masks warming from

greenhouse gases, but likely reductions in future aerosol emissions will reduce this cooling. The

magnitude of this reduction is uncertain however, partly because of the complex radiative effects

of aerosol. To reduce the uncertainty of future climate change requires improved understanding

and quantification of the mechanisms and magnitudes of aerosol radiative effects, particularly

radiative adjustments. This thesis investigates variations on two existing methods of decom-

posing aerosol radiative effects, applying them to pre-industrial (1850) to present-day (2014)

perturbations of anthropogenic sulphate and black carbon aerosol emissions using the UK Earth

System Model (UKESM1). The first method applies nudging to model horizontal winds or

horizontal winds and potential temperature to decompose aerosol effects mechanistically into

circulation-mediated and atmospheric temperature-mediated adjustments. The second method,

a variation of the partial radiative perturbation (PRP) method, decomposes aerosol radiative

effects into contributions from individual atmospheric variables while conserving the total radia-

tive effect. Circulation-mediated adjustments are found to be significant for sulphate (0.10±0.08

W m−2; 7% of ERF) but not black carbon (-0.04±0.07 W m−2; 8% of ERF) perturbation, while

atmospheric temperature-mediated adjustments are significant for both sulphate (0.14±0.04 W

m−2; 10% of ERF) and black carbon (-0.25±0.08 W m−2; 47% of ERF) perturbations, with both

arising primarily from cloud adjustments. However, significant uncertainties are found with the

nudging method that reduce confidence in quantification of temperature-mediated adjustments.

The partial radiative perturbation method is difficult to implement but the variation applied

here successfully conserves the total radiative effect, offering improvements over the existing

method. Both methods offer insights into aerosol radiative effects and address gaps in existing

techniques, but the nudging method suffers significant limitations. Isolating aerosol circulation-

mediated adjustments does however help fill a gap in the literature by indicating that applying

nudging to reduce simulation integration lengths omits significant adjustments due to suppress-

ing circulation responses.
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Chapter 1

Introduction and literature review

1.1 Context and motivation

Anthropogenic climate change is a significant issue facing society. Climate change is expected

to cause large shifts in temperature and precipitation patterns and these changes are expected

to result in significant consequences for all of society globally, including changing frequency and

intensity of natural hazards, sea level rise, biodiversity loss and economic and social disruption

(IPCC, 2023a). To address climate change it is crucial to understand how anthropogenic activity

affects Earth’s climate presently, how that is likely to change in future, and how these effects

can be mitigated.

Present day anthropogenic aerosol emissions overall cause a strong cooling effect, estimated

to mask 0.5 ◦C (5 to 95 % confidence interval: 0.22 to 0.96 ◦C) of warming mostly due to

greenhouse gas forcing relative to 1750 aerosol emissions (Forster et al., 2021). Global aerosol

emissions are expected to reduce under increasingly stringent air quality policies in most fu-

ture scenarios, with some aerosol emissions already declining (Szopa et al., 2021). As figure

1.1 illustrates, this is predicted to lead to an increase in warming in most of the core shared

socio-economic pathways (SSPs). In particular, it can be seen that in the SSPs that avoid

warming greater than 2 ◦C (SSP1-1.9 and SSP1-2.6) aerosol emission changes are expected to

contribute between 0.1 to 0.7 ◦C of warming by 2100 relative to 2019 (Szopa et al., 2021). This

is a potentially very large contribution towards the 1.5 or 2 ◦C limits on warming by the end of

21st century recommended by the Paris Agreement (IPCC, 2023a). Understanding the amount

of warming and other climatic effects that reducing aerosol emissions will cause is therefore of

great importance for mitigation of, and adaptation to, climate change.

To understand the effects of aerosol emission changes on climate it is useful to first under-

stand their effects on the energy budget of Earth’s atmosphere. This is because changes in the

energy budget drive changes in aspects of the climate that have relevant impacts to society and

the environment, such as temperature and precipitation, but energy budget changes can also be

quantified without needing to include additional uncertainties and complexities associated with

modelling the responses in these impact variables (Myhre et al., 2013; Sherwood et al., 2015;

Forster et al., 2021). Likewise focusing on energy budgets is useful to compare the effects of

aerosol changes with other natural and anthropogenic factors affecting climate (often referred

1



Figure 1.1: Predicted aerosol contribution to global surface air temperature change across a range of SSPs relative to 2019

and 1750. The predicted pathways are based on historic and future ERF assessed in Forster et al. (2021) with temperature

responses determined from an impulse response function using an equilibrium climate sensitivity of 3.0 K for a doubling of

CO2. Uncertainty bars are 5-95% confidence interval. Modified from Szopa et al. (2021).

to as ‘climate forcing agents’). To quantify and compare the effects of forcing agents on the

Earth’s energy budget, the concept of radiative forcing is therefore typically used: the change

in net downward radiative flux in the atmosphere due to perturbation of a forcing agent.

However the effects of a forcing agent on radiative fluxes are complex. As illustrated in fig-

ure 1.2, these effects include (1) the forcing agent of interest causing an instantaneous radiative

forcing by directly interacting with radiation; and (2) adjustments in other components of the

Earth system in response to the forcing agent perturbation causing additional radiative forcing

(Boucher et al., 2013; Forster et al., 2021). These adjustments (which exclude responses to sur-

face temperature change, or ‘radiative feedbacks’) are termed ‘radiative adjustments’ and can

significantly alter the total radiative forcing caused by the forcing agent. This is particularly

true for aerosols, which include large radiative adjustments via numerous process, most signif-

icantly via their effects on clouds (Boucher et al., 2013; Sherwood et al., 2015; Forster et al.,

2021). Understanding aerosol radiative adjustments and their contribution to aerosol radiative

forcing is therefore critical to accurately modelling the climatic effects of future aerosol emissions.

Due to their indirect nature however, there is presently less certainty about the magnitudes

and mechanisms of aerosol radiative adjustments than the direct effects of aerosols on radiation

(Forster et al., 2021). Radiative adjustments therefore contribute a large amount of uncertainty

to estimates of aerosol radiative forcing. This makes estimates of the radiative forcing of aerosol

emissions reductions more uncertain than other major forcing agents, as illustrated in figure

1.3a, in which the 1750 to 2019 total aerosol radiative forcing uncertainty due to aerosols is at

least twice that of other major forcing agents (Forster et al., 2021).

This uncertainty in aerosol radiative forcing due to aerosol radiative adjustments results in

uncertainty in the temperature response due to aerosol emission changes. Indeed, not only does

the 0.1 to 0.7 ◦C future warming due to aerosol emissions changes in SSP1-1.9 and SSP1-2.6

2



Figure 1.2: Illustration of the effects of forcing agents on the Earth’s energy budget. The energy budget particularly

depends upon absorption and scattering of incoming sunlight and emission and absorption of longwave radiation (baseline)

which may be affected instantaneously by a perturbation of a forcing agent such as aerosol or greenhouse gases (1).

Perturbation of the forcing agent prompts adjustments to meteorology and atmospheric composition which cause further

changes in the energy budget (2). The changes to the Earth system as a result of the instantaneous radiative effects and

adjustments cause a response in the surface temperature which then prompts further changes to the Earth system and

energy budget (3). From IPCC (2023b).

mentioned earlier represent a potentially very large warming, it also represents a very large

range of uncertainty. Some of this uncertainty will be due to uncertainty in surface tempera-

ture responses and radiative feedbacks rather than radiative adjustments. However, figure 1.3b

illustrates that the majority of the uncertainty in aerosol contributions to surface temperature

change between 1750 and 2019 is in the radiative forcing (approximately two thirds), and the

relative contributions to uncertainty can be expected to be similar for future aerosol emission

changes as past ones.

In summary, it has been established that future aerosol emission changes are expected to

have significant but uncertain effects on future climate change, particularly surface temperature

change. The magnitude and uncertainty of these climate effects due to aerosols are significantly

contributed to by radiative adjustments, which significantly alter the radiative forcing due to

aerosols. Therefore, because accurately and precisely estimating the climate effects expected to

occur due to future aerosol emissions is important for informing climate mitigation and adap-

tation efforts, it is important to increase understanding of the magnitude and mechanisms of

aerosol radiative adjustments.

1.2 Research aims and thesis outline

With the context above in mind, the overarching purpose for this thesis is to improve under-

standing of aerosol radiative adjustment processes and the magnitude of their radiative effects.

To achieve this, this thesis implements variations on two methodologies for investigating ra-

diative adjustments: firstly, the use of nudging as a mechanism denial tool; and secondly, a

variation of the partial radiative perturbation (PRP) method. These methods are applied in

model experiments perturbing either sulphate (SU) or black carbon (BC) aerosol emissions.

3



(a) SU

(b) BC

Figure 1.3: Assessed (a) radiative forcing and (b) contributions to surface temperature change due to perturbation of

different categories of forcing agents from 1750 to 2019 conditions in the IPCC AR6 report. Solid coloured bars represent the

best estimates of total (or ‘effective’) radiative forcing or surface temperature change due to each forcing agent and 5th/95th

percentiles are illustrated by error bars. In (b) the dashed error bars represent 5th/95th percentiles due to uncertainty from

radiative forcing alone, while solid error bars represent 5th/95th percentiles due to uncertainties from radiative forcing and

the temperature responses of the climate. From Forster et al. (2021).

This allows the evaluation of the strengths and weaknesses of these methods for investigating

aerosol radiative adjustments, and the gaining of new knowledge about radiative adjustments

from SU and BC perturbation specifically. The specific research aims can thus be summarised

as follows:

• Firstly, to implement and test variations of the nudging mechanism denial methodology

and PRP methodology, assessing their usefulness for the purpose of understanding and

quantifying radiative adjustments.

• Secondly, to apply both methodologies to anthropogenic SU and BC perturbations to gain

4



insights into radiative adjustments arising from these two aerosol climate forcing agents.

This thesis is presented as follows. For the remainder of this chapter a review of the literature

relevant to this work is given, particularly concerning aerosol radiative adjustments and methods

to investigate them. The rest of the thesis is then divided between the two methods used for

investigating radiative adjustments here: two chapters are devoted to the nudging mechanism

denial methodology, and one chapter to the PRP method. Chapter 2 evaluates the effects of

using different settings for the nudging mechanism denial methodology and seeks to determine

the optimal nudging setup to use for the application of this methodology. Chapter 3 then ap-

plies this methodology to anthropogenic SU and BC, evaluating the overall effectiveness of the

method and drawing conclusions about SU and BC radiative adjustments. Chapter 4 applies

the PRP method to anthropogenic BC perturbation, again evaluating the effectiveness of the

method and drawing conclusions about BC radiative adjustments. Finally chapter 5 considers

the conclusions that can be drawn from this work as a whole, their wider significance, and rec-

ommendations for future research to build on this work.

1.3 Background literature

This section offers a review of the literature of particular relevance to this work. Firstly a review

of the radiative forcing-adjustment-feedback framework is given, highlighting what specifically

is considered to be a radiative adjustment and the utility of the concept. Then a review of the

key methods for determining radiative forcing and adjustments using general circulation models

(GCMs) or Earth system models (ESMs) is given. This is followed by a review of methods

applied in the literature to investigate specific radiative adjustments. Next is a deeper review of

the application of nudging in GCMs and ESMs, particularly focusing on the choices concerning

nudging settings and their consequences. Finally, a review of the current understanding of SU

and BC radiative forcing and adjustments is given.

1.3.1 Forcing-adjustment-feedback framework for understanding climate re-

sponses

Assessments of the contribution of different climate forcing agents to climate change typically

consider the effect of such agents on the atmosphere’s energy budget (Forster et al., 2021). This

is because perturbations to the atmosphere’s energy budget can be linked to changes in tem-

perature and precipitation, among other factors, which are key variables for understanding the

effects of climate change. Forcing agents perturb this energy budget primarily via radiation,

perturbing the transmission of shortwave (SW) and longwave (LW) radiation through the at-

mosphere via absorption and/or scattering. Therefore, a key metric used to compare different

climate forcing agents is radiative forcing, which is the change in net downwards radiative fluxes

due to a perturbation of a forcing agent (Sherwood et al., 2015; Forster et al., 2021). Often the

perturbation is defined as the change between pre-industrial (PI) and present-day (PD). The

net flux change is usually measured at the top of the Earth’s atmosphere (TOA) (Forster et al.,

5



2021). Estimates of radiative forcing can be determined for a range of climate forcing agents to

compare the magnitude of their effects on climate.

Radiative forcing can be approximately related to global mean surface temperature change

by a simple linear equation:

∆N = ∆F + α∆T (1.1)

where ∆N is the change in net radiative flux balance at TOA measured in W m−2, ∆F is

the radiative forcing imparted by some forcing agent measured in W m−2, ∆T is the surface

temperature response to the forcing measured in K, and α is the feedback parameter (Sherwood

et al., 2015; Forster et al., 2021) measured in W m−2 K−1. This forcing-feedback framework can

be understood as follows. When a radiative forcing ∆F is applied to the climate system, it causes

an equal imbalance in the TOA flux balance ∆N. In response, the surface temperature changes,

changing the outgoing longwave radiation (the Planck effect). However the change in ∆N in

response to surface temperature increase depends on many processes, termed climate feedbacks.

These feedbacks are described in α and can be seen as modulating the climate feedback to the

radiative forcing. Typically α is negative and so the total climate feedbacks act to return the

climate system to equilibrium (that is, return ∆N to zero). Therefore, if the radiative forcing

and radiative feedbacks can be quantified, the surface temperature response to that radiative

forcing can be determined.

For this equation to be useful, ideally the magnitude of radiative forcing between different

forcing agents can be compared equally, with the same magnitude radiative forcing causing the

same temperature response. However, early studies of radiative forcing tended to assess just

the radiative forcing caused by a change in a forcing agent (e.g. aerosol concentration) without

allowing the atmosphere to respond, or only allowing the stratosphere to respond. When using

this ‘instantaneous radiative forcing’ (IRF) to compare forcing agents, their ‘efficacy’ in causing

temperature change varies significantly (Hansen et al., 2005). This is primarily because, as well

as interacting directly with radiation, many forcing agents affect other components of the cli-

mate system that interact with radiation. These responses are termed ‘radiative adjustments’.

Using only the IRF in equation 1.1 therefore omits some of the radiative forcing caused by a

forcing agent.

To understand radiative adjustments it is useful to give an example. Figure 1.4 illustrates

the pathways by which greenhouse gases and aerosols effect the TOA radiative energy balance

(Boucher et al., 2013). In both cases, the forcing agent interacts with radiation: for example

BC absorbs SW radiation, and so increased BC exerts a positive instantaneous radiative forcing.

The positive radiative forcing from BC generally causes an increase in tropospheric temperature

(Li et al., 2022). The increased tropospheric temperature will cause an increase in outgoing

LW radiation; this is a radiative adjustment. In this case, this radiative adjustment is negative

and so acts to reduce the total radiative forcing caused by BC. The tropospheric temperature

increase will also then cause changes in circulation pattens and cloud fields which will cause

further changes in TOA radiative balance, and so can also be described as radiative adjustments
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(Sherwood et al., 2015). Furthermore, after ageing, BC can also act as cloud droplet conden-

sation nuclei (CCN) in clouds (Bond et al., 2013). This mechanism causes an adjustment in

cloud properties ‘indirectly’ (independent of the direct absorption of radiation by BC) that then

cause their own radiative effect, and hence are also radiative adjustments. Thus it can be seen

that, particularly for aerosols that interact with clouds in their role as CCN (‘aerosol-cloud in-

teractions’ or aci), a forcing agent can cause a number of adjustments, which can lead to further

adjustments, which can significantly alter the total radiative forcing compared to the IRF.

Figure 1.4: Illustration of interactions between aerosols and greenhouse gases (GHGs) and different components of the

climate system that affect radiation. Changes in components of the system that arise due to initial perturbation of aerosol or

GHG and their direct radiative effects that cause additional radiative forcing are radiative adjustments; while changes due

to surface temperature change are radiative feedbacks. Radiative adjustments and feedbacks share some similar pathways.

It is worth noting that interactions with the biosphere as well as feedbacks affecting emissions of aerosols and GHGs are not

represented in this schematic.Furthermore, while aerosols do affect surface albedo directly via their deposition on surfaces,

this effect is not represented in the models used in this work. After Boucher et al. (2013).

Including these radiative adjustments in the radiative forcing term in equation 1.1 brings

the efficacy of different forcing agents closer to unity (Rotstayn and Penner, 2001; Shine et al.,

2003; Hansen et al., 2005; Forster et al., 2021). This makes comparisons between forcing agents

more useful, since they result in a similar global mean temperature response. This measure of

radiative forcing that includes both the IRF and radiative forcing due to radiative adjustments

is termed the ‘effective radiative forcing’ (ERF) (Myhre et al., 2013).

It is important to highlight that ERF does not include any responses to surface temperature

which are considered instead to be radiative feedbacks (Boucher et al., 2013; Forster et al., 2021).

Radiative feedbacks are considered separately from adjustments because they can be understood

as responses directly to the surface temperature response, for the most part independently of

the forcing agent causing the surface temperature response. Looking again at figure 1.4 it can

be seen that radiative feedbacks include effects of surface temperature response on a number of

Earth system components (e.g. clouds), many of which also respond to radiative adjustments.
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Therefore it is important to be clear whether the response in the component arises from the

effects of a forcing agent or the resulting surface temperature response.

This forcing-adjustment-feedback framework does however have its limitations. While using

ERF does increase parity in the expected surface temperature response to forcing agents it does

not do so perfectly. This is particularly true for forcing agents with spatially heterogeneous ra-

diative forcing because when the same global mean radiative forcing is applied but with different

spatial patterns, the spatial pattern of surface temperature response differs (Forster et al., 2000).

Radiative feedbacks depend on the pattern of surface temperature response, so the same mag-

nitude radiative forcing with different spatial pattern can result in a differing radiative feedback

(Forster et al., 2000). Aerosols in particular have short atmospheric lifetimes and anthropogenic

emissions of aerosols are not globally uniform, resulting in large spatial heterogeneity in their

forcing (Li et al., 2022). Differences in the vertical distribution of how forcing agents affect

radiative fluxes and atmospheric temperature can also result in deviations in efficacy. For ex-

ample, contrail cirrus has been found to have a forcing efficacy much lower than one even when

using ERF. This means that the surface temperature response to contrails estimated from their

ERF is likely be substantially overestimated compared to directly modelling the temperature

response (Bickel, 2023).

Another challenge posed by the use of ERF is the clarity and consistency with which ra-

diative adjustments are described and calculated. This applies in particular to cloud responses

to aerosol perturbation, and so it is worth considering the terminology used to describe cloud

responses to aerosol perturbation. Aerosol effects on clouds via their role as CCN are often

described as ‘indirect effects’ or microphysical effects (Boucher et al., 2013). These indirect

effects include particularly the effect of aerosols increasing the cloud droplet number concentra-

tion (CDNC) and consequently increasing cloud reflectance (the ‘Twomey effect’ or first indirect

effect) (Twomey, 1977); and the increase in CDNC causing a suppression of precipitation and

thus increased cloud lifetime (the ‘Albrecht effect’ or second indirect effect) (Albrecht, 1989).

Meanwhile cloud responses arising via atmospheric responses to the aerosol direct radiative effect

have been described as ‘semi-direct’ effects. Semi-direct effects primarily include local heating or

cooling of the atmosphere by aerosols causing changes in cloud liquid water paths, cloud fraction

or other cloud properties, and consequently affecting scattering and absorption of radiation by

clouds (Hansen et al., 1997; Sherwood et al., 2015).

Indirect cloud radiative adjustments contribute a significant portion of the ERF for total

aerosol, and the cloud brightening effect in particular is the largest of these (Zelinka et al., 2014;

Smith et al., 2020a). Boucher et al. (2013) set out new terminology in which the ERF due to

aerosols is split into indirect cloud radiative forcing via aerosol cloud interactions (ERFaci) and

radiative forcing arising from aerosol radiation interactions (ERFari):

ERF = ERFaci + ERFari (1.2)

Using the form of Zelinka et al. (2023), the ERFaci can be further subdivided into the IRFaci,

which is the cloud brightening effect, and aci adjustments which include all other indirect cloud
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adjustments:

ERFaci = IRFaci +KC∆Cindirect (1.3)

where KX is a factor describing the change in net downwards TOA radiative flux with

infinitesimal changes in any variable, X:

KX =
∂R

∂X
(1.4)

where R is the net downwards TOA flux. Likewise the ERFari can be split into the IRFari,

which is the aerosol IRF, and ari adjustments, which include both semi-direct effects as well as

all other non-cloud adjustments:

ERFari = IRFari +KC∆Csemi-direct +KT∆T +Kq∆q +Kα∆α (1.5)

where T, q, and α are atmospheric temperature, specific humidity and surface albedo respec-

tively. This terminology helpfully separates the large aci forcing (i.e. ERFaci) into a separate

term from other adjustments and also defines the large cloud brightening effect (i.e. IRFaci) as

part of the IRF, separating it from other aci adjustments.

In practice however, some techniques used for investigating aerosol ERFs are unable to dis-

tinguish between each of the ERF terms (Smith et al., 2020a). This has led to the sometimes

confusing use of terminology in the literature. For example, all cloud responses are sometimes

grouped into ERFaci despite having contributions from aci and ari adjustments (Zelinka et al.,

2014; Gryspeerdt et al., 2020; Smith et al., 2020a). Consequently it is important that where

cloud radiative effects are calculated, what quantity is being calculated or presented should be

stated clearly. Since cloud radiative effects are not always separable between ari and aci re-

sponses (as is the case in the methods used in this work), it should be noted that in this work

we refer to all cloud radiative responses as adjustments, including the IRFaci.

1.3.2 Methods for determining ERF

While using ERF enables greater parity when comparing forcing agents, it is more complicated to

calculate than the IRF, since it requires accounting for the effects of many interactions between

forcing agents and the Earth system. Two primary methods of determining ERF in GCMs and

ESMs have emerged. The most commonly used method involves prescribing sea surface temper-

atures (SSTs) and sea ice (SI) in the model, and is often referred to as the Fixed SST or fSST

method (Hansen et al., 2005; Forster et al., 2016). In this method, two simulations are run.

The ‘control’ simulation has all boundary conditions set to a single state (e.g. pre-industrial).

The ‘perturbed’ simulation is the same but with the forcing agent(s) of interest perturbed to

a different state (e.g. using present day aerosol emissions). The simulations are both run for

a number of model years using annually repeating boundary conditions (particularly SST and

SI) to allow averaging over a number of model years representing the same climate state, allow-

ing for a spin up time. While the model boundary conditions do not evolve over time, model

variables are allowed to adjust, such that the perturbed simulation represents a climate which
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includes radiative adjustments to the perturbation of the forcing agent. The difference in net

down TOA fluxes between the two simulations thus gives the ERF attributable to the forcing

agent. Importantly prescribing the SSTs and SI prevents these changing in response to the

perturbation, excluding most radiative feedbacks from the model response.

The other method for determining ERF requires a coupled model in which SST is allowed to

change in a single simulation (Gregory et al., 2004). In this method the simulation is initialised

from a control atmospheric state but has the forcing agent(s) of interest abruptly perturbed.

The simulation is run for a number of model years with both adjustments occurring and sur-

face temperature responding to the forcing, which results in radiative feedbacks which alter

the TOA radiative balance. As illustrated in figure 1.5, fitting a linear regression of the mean

TOA radiative imbalance against mean surface temperature of each model year acts as a so-

lution to equation 1.1. Specifically, the regression gradient is the feedback parameter and the

y-intercept (i.e. the radiative forcing when the surface temperature response is zero) is the ERF.

Figure 1.5: Illustration of fSST and regression based methods for calculating ERF and how they relate to each other,

in (a) idealised calculations and in (b) approximate calculations which include the limitations of the two methods. From

Forster et al. (2021).

Both methods have their limitations. One of the key limitations for the fSST method is

that usually the surface temperature over land is not prescribed in models. Therefore most

studies using this methodology report an ERF that includes a feedback term in response to land

surface temperature change (Sherwood et al., 2015; Forster et al., 2016). This includes both

the planck effect and responses in other variables to the surface temperature change. This can

be seen in the approximate case in figure 1.5b. While this issue has long been acknowledged

as a consequence of the method (Hansen et al., 2005), some studies have chosen to correct for

this effect by subtracting the Planck response due to land surface temperature changes (Forster

et al., 2021; Zelinka et al., 2023). Some studies have gone further and subtracted even estimates

of the radiative feedbacks that would result from the land surface temperature response as well

(Smith et al., 2020a). A few studies have addressed the issue directly by using the fSST method

with land surface temperatures and humidity also fixed (Shine et al., 2003; Andrews et al.,
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2021). However this is difficult to implement in many ESMs with complex land models and

requires prescribing not only land surface temperatures but soil temperature too (Ackerley and

Dommenget, 2016; Forster et al., 2016). The linear regression method avoids this issue since the

surface temperature does not need to be fixed at all.

One limitation with the linear regression method however is that it does not totally dis-

tinguish between radiative adjustments and feedbacks. This is because adjustments take time

to occur in response to a forcing agent perturbation, allowing radiative feedbacks to begin to

take place too. While radiative adjustments tend to take place more quickly than radiative

feedbacks, there is overlap in their timescales. For example stratospheric temperature can take

months to adjust (Stjern et al., 2023). Therefore, by the time the adjustments have occurred in

the model the TOA forcing will already have been altered by feedbacks to the surface tempera-

ture response. Furthermore, this method assumes a linear fit between the surface temperature

response and the TOA flux imbalance. This effectively assumes the feedback parameter remains

constant. However, studies have demonstrated that the feedback parameter can change with

climate state, with studies from a range of ESMs suggesting the feedback parameter increases

with increasing surface temperature from pre-industrial to present day (Forster et al., 2021).

This issue is illustrated in figure 1.5 where the ERF calculated will depend on the gradient of

the regression, which in turn depends on the number of years used for the regression.

While both methods have limitations in terms of what exactly they calculate, the fSST

method can achieve the same uncertainty level with much fewer model years (Forster et al.,

2016; Pincus et al., 2016). Consequently most studies of ERF, including the Radiative Forc-

ing and Aerosol Chemistry Model Intercomparison Projects (Pincus et al., 2016; Collins et al.,

2017), tend to use the fSST method. All simulations in the present work use the fSST method.

It should be noted that corrections for land surface temperature responses are not applied to

ERFs reported in this work, and even though feedbacks may affect responses of other variables

(notably surface albedo), these are not corrected for. However, the planck response associated

with land surface temperature response is considered and evaluated.

1.3.3 Methods for isolating radiative adjustments

To understand and isolate the components of ERF, particularly radiative adjustments and the

IRF, a number of methodologies have been employed in the literature using earth system models

(ESM) and global climate models (GCM). These include, for example: using additional diagnos-

tic radiation calls in models with and without aerosol and cloud included in radiation calculations

(Ghan, 2013; Gryspeerdt et al., 2020); various partial radiative perturbation (PRP) methods

(Smith et al., 2018, 2020a; Zelinka et al., 2023); processing model output with radiative kernels

(Smith et al., 2018, 2020a,b); and mechanism denial experiments in which certain adjustment

mechanisms are disabled (Johnson et al., 2019), variables are given prescribed values (Andrews

et al., 2021; Huang et al., 2020), or changes in variables are suppressed (Johnson et al., 2019)

to suppress and isolate adjustments. Here these methods are described and their merits and

limitations considered in turn.
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It should be noted that these methods can be used for quantifying radiative feedbacks as well

as radiative adjustments. In most cases the methods described below do not specifically calcu-

late radiative adjustments or feedbacks, but rather calculate the radiative effect of changes in

specific variables in a pair of control-perturbed simulations. If these simulations fix surface tem-

perature, only radiative adjustments are included; if they allow surface temperature to change,

radiative feedbacks will be included also. In this work the focus in on radiative adjustments, so

description of these methods is usually in the context of a pair of fSST simulations, such that

they only return radiative adjustments.

Additional radiation calls

Additional radiation calls can be added to models to diagnose the radiative effects of certain

components of a model in isolation. This typically works by having diagnostic radiation calls

that calculate the radiative effect of changing certain variables, such as clouds and aerosols,

without these changes affecting the model evolution (Ghan, 2013). This allows determination

of the radiative effect of some change on the background of an unperturbed atmosphere i.e.

without the atmosphere adjusting in response to the change.

A frequent application of additional radiation calls is for determining the direct radiative

effects of clouds or aerosols. This works by having diagnostic radiation calls that exclude the

presence of aerosol, clouds or both (Ghan, 2013). These quantities are often referred to as ‘clean’

(no aerosol), ‘clear’ (no cloud) or ‘clear-clean’ (no cloud or aerosol) sky fluxes. For example, the

cloud radiative effect (CRE) can be determined as:

CRE = F − Fclr (1.6)

where F is the net downwards TOA radiative flux and Fclr is the clear sky net downwards

TOA radiative flux (i.e. neglecting clouds). Similarly, the direct radiative effect (DRE) of aerosol

can be determined as

DRE = F − Fcln (1.7)

where Fcln is the clean sky net downwards TOA radiative flux (i.e. neglecting aerosols).

These quantities can be differenced between control-perturbed simulation pairs to isolate the

effects of the aerosol, cloud or other components of the model on radiation. For example, the

difference in the all sky minus clear sky forcing between a control-perturbed fSST simulation

pair gives an estimate of the cloud radiative adjustment:

∆CRE∗ = ∆(F − Fclr) (1.8)

where ∆CRE∗ is the change in cloud radiative effect between the control and perturbed

simulations and is the radiative adjustment resulting from all cloud adjustments due to the

forcing agent perturbation. However, Ghan (2013) suggested that the estimate of ∆CRE in
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equaiton 1.8 is biased, since it implies that ∆DRE (neglecting non-cloud or aerosol adjustments)

can be determined as

∆DRE∗ = ∆Fclr (1.9)

They argue this would be biased in the SW since an increase in the scattering effects of aerosol

would appear to be larger while an increase in absorption effects of aerosol appear smaller, if

the scattering effects of clouds below the aerosol are neglected. Effectively the bias arises due

to excluding the masking effect of cloud on aerosol perturbations as outlined by Zelinka et al.

(2023). Ghan (2013) therefore suggested calculating ∆DRE as:

∆DRE = ∆(F − Fcln) (1.10)

and calculating ∆CRE as:

∆CRE = ∆(Fcln − Fclr,cln) (1.11)

where Fclr,cln is the clear-clean sky net downwards TOA radiative flux. They also suggested

a calculation for surface albedo effects as:

∆Fα = ∆Fclr,cln (1.12)

where Fα is the radiative forcing due to surface albedo adjustment. As noted by Zelinka

et al. (2023) this term actually includes all other radiative adjustments aside from aerosols and

clouds as well, particularly those from specific humidity and temperature adjustments.

Ghan (2013) demonstrated that the calculation of ∆CRE using equation 1.8 is positively

biased relative to using 1.11. However, it is worth noting that in equation 1.11 one may consider

that, by calculating cloud forcing in the absence of aerosol, cloud forcing may be biased. For

example, neglecting either scattering or absorbing aerosol above cloud when calculating the

radiative effect of a low cloud increase will exaggerate the negative SW forcing due to the low

cloud increase since more SW radiation reaches the cloud to be affected by its scattering. Zelinka

et al. (2023) outlined this effect algebraically, describing it as a masking effect of aerosol that

describes how much the radiative impacts of changes in other variables (clouds, temperature,

specific humidity and surface albedo particularly) are attenuated by aerosols. Given that a

masking effect of cloud or aerosol applies whether ∆CRE is calculated under clean sky conditions

or ∆DRE is calculated under clear sky conditions, there is arguably little distinction between

equation 1.11 or calculating ∆CRE as:

∆CRE
′

= ∆(F − Fclr) (1.13)

and between equation 1.10 and calculating ∆DRE as:

∆DRE
′

= ∆(Fclr − Fclr,cln) (1.14)

However, since the decomposition suggested by Ghan (2013) is already established, equations

1.11 and 1.10 are used for ∆CRE and ∆DRE unless otherwise stated going forward.
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In the context of aerosol emission perturbation fSST experiments, these equations allow

calculation of the radiative forcing due to changes in aerosol, clouds and all remaining factors

separately. They are therefore a highly useful tool to separate out the major radiative adjust-

ment terms. Consequently such diagnostics are now included in many GCMs and ESMs and

used in many studies of radiative adjustments (Smith et al., 2018, 2020a; Thornhill et al., 2021).

Using additional radiation calls to separate radiative adjustments does have limitations.

Firstly, these equations do not separate the ERF by adjustment mechanisms; rather they sep-

arate ERF into the radiative adjustment of three groups (aerosol, cloud, other) of variables.

For clouds this means that ERFaci (microphysical) cloud adjustments and ERFari (semi-direct)

cloud adjustments are grouped together into ∆CRE. For aerosol, the ∆DRE will include forcing

due to all changes in aerosols. Therefore where only a subset of aerosol species are perturbed

∆DRE will still include any forcing due to adjustment of other aerosol species, and so does

not represent the IRF of the subset of species perturbed. Likewise radiative forcing from all

other adjustment components aside from clouds and aerosols (which will include adjustments in

surface and atmospheric temperature, humidity, surface albedo, lapse rate, greenhouse gas via

chemical adjustments, and biosphere responses) are not distinguished.

Secondly, as discussed earlier, and outlined in detail in Zelinka et al. (2023), ∆DRE and

∆CRE both include masking terms. Therefore these estimates of ∆DRE and ∆CRE are biased

relative to their definitions in Forster et al. (2021). There are ways to quantify this error however.

For example, (Shell et al., 2008) quantified the masking effects of temperature, surface albedo

and water vapour included on ∆CRE∗ when investigating radiative feedbacks under doubling of

CO2, by differencing the radiative feedback calculated for each variable with radiative kernels

under all sky minus under clear sky conditions.

Thirdly, even for perturbations of all aerosol and ignoring the masking effect outlined in

Zelinka et al. (2023), ∆DRE is not exactly equivalent to the definition of IRF for aerosol pertur-

bation outlined in Forster et al. (2021). This is because, while the radiative effects of changing

other model components are excluded in this method, the ‘background’ atmosphere on which

the radiative effect of the aerosol perturbation is calculated changes. This could be described

as a change in how other variables attenuate the radiative effect of an aerosol perturbation due

to those variables adjusting, effectively altering the masking effect described in Zelinka et al.

(2023), and is explained in further detail in appendix A. This effect is not necessarily a flaw

however, because in the real atmosphere adjustments happen simultaneously, so changing the

background atmosphere between control and perturbed states, and consequently altering the

masking term, does not bias ∆DRE in the way that the presence of a masking term does. It

is also likely to have a smaller effect than the presence of a masking term itself. However, this

effect does defy the strict definition of IRF and so is worth noting.
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Partial Radiative Perturbation

PRP is a method of determining the radiative forcing due to changes in individual variables

(Wetherald and Manabe, 1988). The method works very similarly to additional radiation calls,

the main difference being that it is usually performed offline using output from GCM or ESM

simulations rather than applied online during model timesteps. As can be done with additional

radiation calls, PRP involves using a radiation code with a variable of interest set to values from

a perturbed simulation while all others are set to values from a control simulation. This can be

repeated for many individual variables, each time differencing the calculated TOA fluxes with

TOA fluxes calculated when all variables are set to a control state, to determine each variable’s

radiative forcing. PRP has been used in many studies investigating radiative feedbacks (Colman

et al., 1997, 2001; Colman, 2015; Bickel et al., 2020) and more recently for radiative adjustments

(Smith et al., 2018; Mülmenstädt et al., 2019; Smith et al., 2020a). It can even be used to

separate out radiative adjustments due to changes in cloud fraction, cloud liquid water content

and droplet effective radius (Mülmenstädt et al., 2019).

Using an offline radiation code for PRP offers greater flexibility than adding radiation calls

to an online model. Firstly, PRP can used with input from sources other than a GCM/ESM sim-

ulation, such as using reanalysis output (Pincus et al., 2020). Secondly, offline radiation codes

can be more easily run with just a subsample of the grid points or timesteps from GCM/ESM

simulations. However, additional online radiation calls may be more efficient than offline PRP

calculations, particularly for frequently studied variables such as clouds and aerosols, for which

clear and clean sky diagnostics are readily available in many models.

One challenge with using PRP is that it implicitly assumes decorrelation of variables in any

state (e.g. control or perturbed), which is not a reasonable assumption (Colman and McA-

vaney, 1997; Soden et al., 2008). For example, specific humidity is expected to be correlated

with cloud fraction since they follow the same spatial patterns. However the spatial pattern of

the specific humidity field taken from one simulation (e.g. a control simulation) will not be as

closely spatially correlated with the cloud fraction field from another simulation (e.g. a per-

turbed simulation). This is primarily due to internal variability affecting the spatial patterns of

humidity and clouds in the different simulations, which are unlikely to match between the two

simulations at any given time (though systematic changes in cloud processes due to the per-

turbation could also affect correlation). Consider the effect of this correlation when calculating

∆CRE with PRP, which uses the difference in TOA radiative flux calculated with cloud fields

from a perturbed simulation but all other variable fields from a control simulation, minus TOA

radiative flux calculated using all variable fields from a control simulation. In the first term the

perturbed cloud fields and control specific humidity field will not be strongly co-located on any

given timestep, and so both variables will have a stronger radiative effect than expected due to

not overlapping. Thus ∆CRE will be positively biased. This issue could affect perturbations of

other variables too and and the magnitude of the bias will depend on how strongly variables are

correlated with others.
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To counter this decorrelation assumption Colman and McAvaney (1997) suggested using a

‘two-sided’ calculation. This involves conducting both a ‘forward’ and ‘backward’ calculation.

The forward calculation is the difference in TOA radiative fluxes calculated with one variable

set to a perturbed state and all others set to a control state minus with all variables set to

the control state. The backward calculation is the difference in TOA radiative flxues with all

variables set to the perturbed state minus with the variable of interest set to a control state

and all others set to the perturbed state. The radiative forcing associated with the variable of

interest is then calculated as a mean of the forward and backward calculations. The forward

and backward calculations therefore have a bias term of opposite sign. As demonstrated alge-

braically by Soden et al. (2008), when summing the forward and backward calculations the bias

terms mostly cancel (leaving a smaller error term), and so the mean of the two calculations will

be unbiased.

It is also worth considering that as well as (mostly) removing the decorrelation bias, using

the two-sided calculation averages over calculation of the perturbation on a background of con-

trol or perturbed fields of the other variables. Strictly speaking this means that, if using output

from a fSST experiment with a perturbation of total aerosol emissions and a control experiment,

calculating the aerosol perturbation with two-sided PRP would not return the IRF as defined in

Forster et al. (2021), but rather a very similar quantity. This is because the backward calculation

considers the aerosol perturbation on the perturbed atmospheric state, i.e., with adjustments

having occurred. This can be expected to slightly change the forcing of the aerosol perturbation

compared to the forward case, even though the forcing arising directly from adjustments is can-

celled in both forward and backward cases. By contrast using just the forward case would return

the IRF plus a decorrelation bias. Since other methods such as using clear and clean sky diag-

nostics also calculate a pseudo IRF as described in section 1.3.3 the two-sided calculation is likely

to be more useful since it excludes the decorrelation bias which can only be construed as an error.

Another challenge with the PRP method is that it generally requires sub-daily input to pro-

duce accurate results (Wetherald and Manabe, 1988; Colman et al., 2001; Bellouin et al., 2020b).

For example, the radiative effect of clouds depends strongly on how they overlap on different

model levels and on the state of other variables such as surface albedo. The variation of clouds

with other variables and the variation of cloud fraction in different atmospheric layers will both

have some degree of temporal correlation, over both sub-daily timescales and longer inter-day

timescales. These relationships and correlations are lost in monthly means of clouds fields, in

which most grid points across the globe would have some fraction of cloud due to averaging over

cloudy and non-cloudy timesteps. Consequently, using monthly mean cloud fields will produce

a different cloud radiative adjustment than if sub-daily instantaneous input were used instead,

particularly in the SW (Bellouin et al., 2020b). While using input at the frequency of radiation

timesteps will give greater accuracy, studies have suggested using less frequent input to sam-

ple the diurnal variation while reducing the computational burden of calculations relative to

timestep frequency input (Colman et al., 2001). For example, Mülmenstädt et al. (2019) found

similar results using PRP with 3 hourly averaged or timestep input, and Bellouin et al. (2020b)

found similar results using PRP with 21 hourly or 3 hourly instantaneous input.
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Approximate Partial Radiative Perturbation

The approximate partial radiative perturbation (APRP) method is a variation on the PRP

method that, using a simplified model of radiation in the atmosphere, can be used to separate

SW ERF into radiative effects of cloud, surface albedo and ‘non-cloud factors’ (Taylor et al.,

2007). The non-cloud factors term includes any change in absorption or scattering in the atmo-

sphere, which will be primarily due to adjustments/perturbations of aerosols, greenhouse gases

and humidity. Moreover the APRP method allows separation of the cloud term into absorption,

scattering and cloud amount terms and the non-cloud factors term into absorption and scatter-

ing terms (Zelinka et al., 2023). For aerosol perturbation experiments this is particularly useful,

as it enables separation of radiative adjustments due to cloud brightness and cloud amount

(Zelinka et al., 2023). The implementation of APRP is described in detail in Taylor et al. (2007)

and Zelinka et al. (2023).

Taylor et al. (2007) tested the application of the APRP method for isolating radiative feed-

backs from a doubling of (PD) CO2, and compared it with calculations made using the PRP

method. Using monthly mean climatology input to the APRP method, they found that esti-

mates of the surface albedo, cloud and non-cloud radiative feedbacks all agreed with 10% with

calculations from the PRP method. Spatial correlation between the the APRP and PRP cal-

culations for surface albedo and cloud feedbacks were 0.997, but worse for the non-cloud term

(0.794). Using annual mean rather than monthly mean climatology input, the APRP method

produced a surface albedo estimate with a 13% error relative to the PRP estimate, and with

close to double the root mean square (RMS) error. Zelinka et al. (2023) applied the APRP

method to isolate radiative adjustments multi-model fSST experiments in which anthropogenic

aerosols are perturbed from PI to PD conditions. They compared the results from the APRP

method to using the double call method outlined in 1.3.3, finding that the two methods agreed

closely on the total SW ERF, but the APRP method produced more negative SW ERFari and

more positive SW ERFaci. However they suggest this difference may be expected due to the

masking terms included in the double-call method but not the APRP method. They also found

that the global mean RMS difference between the two methods for the SW ERF was less than

10% of the standard deviation in SW ERF calculated from either method.

The main advantage of the APRP method over the PRP method is the ability to use coarser

time resolutions of input to achieve similar results (Taylor et al., 2007). That said while APRP

is expected to be less affected by using monthly mean input data compared with sub-daily

input, it could also be used with finer scale input data. The main limitations of the APRP

method are that it is difficult to apply to LW radiative adjustments, it is less flexible in what

adjustments can be separated than the PRP method, and is less accurate than the PRP method.
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Radiative kernels

Like the PRP method, radiative kernels can be used to determine radiative forcing due to pertur-

bations of individual radiatively active variables (Held and Soden, 2000; Soden et al., 2008). Like

the PRP method, this works by calculating the radiative response to changes in each variable

individually. However, rather than calculating the effect of a perturbation in a given variable

between a specific control and perturbed simulation directly with a radiation code, instead the

differential between the radiative effect and the perturbation of a given variable is computed first

(Held and Soden, 2000; Soden et al., 2008). This ‘kernel’ can thus be thought of as a ‘weighting

function’ (Wu et al., 1993), specifically for the radiative response arising from a perturbation in

the given variable. For the given variable, any perturbation in that variable’s field can then be

multiplied by the kernel to determine the radiative effect of that perturbation; hence, a kernel

can be used multiple times for different experiments.

Typically radiative kernels are computed by calculating the radiative effect of applying an

arbitrary increment to each variable in a radiation code. For example, to compute a tempera-

ture kernel, Smith et al. (2020b) took various output fields from simulations using the Hadley

Centre General Environment Model 3 (HadGEM3-GA7.1) and used them in the model’s offline

radiative transfer code to calculate TOA and surface radiative fluxes. They then re-ran the

offline radiative transfer code once for each model level, with temperature on each respective

model level perturbed by +1 K, and repeated this for every 2 hours of one model year. For

each level, taking the difference in TOA and surface radiative fluxes when using the control

temperature field and the same field but with that level perturbed, gives the radiative kernel

for temperature for that level. Repeating this over all levels gives the total radiative kernel for

temperature. Thus, the level averaged difference in temperature fields between a control and

perturbed simulation can be multiplied by this kernel to determine the total radiative effect of

temperature change between the two simulations.

The ability to use a kernel for multiple experiments offers a major advantage over the PRP

method. Running calculations in a radiation code is computationally expensive, and while the

PRP method requires this to be done for every experiment, a kernel requires this only be done

once (Soden et al., 2008). As such, radiative kernels tend to be used more frequently in recent

studies of radiative adjustments than the PRP method (Smith et al., 2018, 2020a; Bickel, 2023).

Radiative kernels do suffer from some disadvantages compared to the PRP method however.

Firstly, radiative kernels rely on the assumption that radiative responses are linear with the

magnitude of perturbation of the radiative variable (Soden et al., 2008). How reasonable this

approximation is depends on the size of the perturbation and the variable. For example, Martin

and Quaas (2021) noted that surface albedo changes include strong non-linear processes, partic-

ularly including albedo over snow and ice, causing the kernel method to underestimate surface

albedo radiative feedback.

Another limitation of kernels is that they are determined from a specific radiation code
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and for a specific baseline atmosphere (Soden et al., 2008). Consequently, if there are signifi-

cant differences between model radiation codes, calculating radiative adjustments using outputs

from one GCM, using a kernel generated from a different radiation code to that used by the

GCM, may not by representative of or consistent with the radiative effects of the adjustments

in the GCM. Likewise, if a kernel calculated with a given baseline climate (e.g. representing

pre-industrial climate) is used to calculate radiative adjustments due to perturbations in a sim-

ulation representing a different baseline (e.g. representing present-day climate) the results may

be less consistent with the radiative adjustments in the simulation.

A third challenge for radiative kernels is representation of cloud responses. Cloud radiative

effects are particularly non-linear with changes in their properties (Shell et al., 2008), so few

studies have sought to make radiative kernels for cloud responses. One example of a cloud

radiative kernel was that developed by Zelinka et al. (2012) using pseudo-satellite observations

developed for the International Satellite Cloud Climatology Project (ISCCP) (Klein and Jakob,

1999). The ISCCP kernel was calculated by determining the effect of increasing cloud fraction

from 0 to 100% in different cloud-top pressure and optical depth bins, over different months,

solar zenith angles, surface albedos and latitudes, and then dividing this by 100 to get the ra-

diative feedback per percent of cloud fraction change in each bin. However, one of the primary

limitations of the ISCCP kernel for investigating aerosol radiative adjustments is the inability to

distinguish aci and ari cloud adjustments (Smith et al., 2020a). The ISCCP kernel can also only

represent cloud changes in lit grid points, omitting the effects of cloud changes in unlit points

on LW fluxes (Zelinka et al., 2012).

An alternative approach for quantifying cloud radiative effects using radiative kernels is to

quantify all of the non-cloud adjustments using kernels and quantify the IRF (either using a

kernel or other means, such as using ∆DRE for aerosol perturbation) and then assume the re-

mainder of the ERF is due to cloud radiative adjustments (Taylor et al., 2007). The obvious

limitation to this approach is again that it does not separate individual cloud radiative adjust-

ment. This method also assumes one is interested in calculating all radiative adjustments and

IRF, whereas the ISCCP kernel could be used to isolate the cloud radiative adjustment without

needing to quantifying other adjustments also.

Finally, it is worth considering whether using two-sided calculations has a value in the con-

text of radiative kernels. Bickel et al. (2020) noted that most kernels are calculated with only a

‘forward’ calculation (adding an increment to each variable), but since there are large differences

in forward and backward calculations using the PRP method, this could result in differences

between calculations using a radiative kernel versus using a two-sided PRP approach. As de-

scribed earlier, the effects of using two-sided PRP are, firstly, the removal of the decorrelation

bias due to intrinsic variability and resulting differences between control and perturbed simula-

tions; and secondly, determining a mean of performing the perturbation with all other variables

set to control or perturbed values. We can therefore consider whether two-sided kernel calcula-

tions would have value in the context of each of these effects. With regards to the first effect,

Soden et al. (2008) demonstrated algebraically that using radiative kernels does not result in
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the spatial decorrelation bias due to intrinsic variability. Simply put, this is because rather than

substituting a field from one simulation for another (with each simulation having differences due

to natural variability at any given timestep), the kernel is calculated using arbitrary changes

to each variables’ field. However, while in principle the kernel method assumes that the kernel

is calculated using infinitesimal perturbations, in practice they are calculated using finite in-

crements to the variable of interest, usually at one model level at a time. While likely a much

smaller effect than the spatial decorrelation bias due to intrinsic variability in a one-sided PRP

calculation, this does result in a change to the spatial pattern of the variable without adjusting

the spatial patterns of other variables, and so could be considered to cause a bias. With regards

to the second effect, it could be argued that taking the average between calculating the radiative

effect of perturbing a variable with control and perturbed values of other variables is more rep-

resentative of actual radiative responses than just calculating the effect of a perturbation on the

control state. For example, if performing a control and perturbed fSST simulation, one could

calculate a forward kernel with the control simulation as the baseline and a backward kernel

with the perturbed simulation as the baseline, apply both kernels to adjustments, and average

the resulting two estimates of radiative adjustments.

Few studies have investigated the difference between using forward and backward radia-

tive kernels. Martin and Quaas (2021) compared the application of using either forward and

backward PRP or forward and backward radiative kernels for determining radiative feedback

parameters under a quadrupling of CO2. They computed the forward kernel using the control

simulation as the baseline and the backward kernel using the perturbed simulation as the base-

line. They found that the difference between forward and backward calculations was similar

when using either kernels or PRP for determining the planck and albedo feedback parameters,

but was considerably larger when using kernels for the lapse rate and water vapour feedback

parameters. This would suggest that the seemingly arbitrary choice of many studies to use a

forward kernel has a potentially significant effect on radiative feedbacks (or adjustments) cal-

culated. While the justification for doing two-sided PRP calculations is clearer than for kernels

because the decorrelation bias due to intrinsic variability affecting PRP calculations is a clearly

detrimental bias while the difference in forward and backward kernel calculations could be pri-

marily due to using either control or perturbed values for the other variables, the results of

Martin and Quaas (2021) suggest further investigation of two-sided kernel calculations is war-

ranted.

Mechanism denial

Mechanism denial methods effectively work by excluding processes from actually occurring in

the model rather than calculating the effect of a change in a specific variable. Thus these meth-

ods tend to calculate the forcing associated with a mechanism of adjustment (e.g. circulation

changes) that may affect one or a number of variables that interact with radiation, rather than

the forcing due to a single variable adjusting (e.g. clouds) that may be affected by a number of

mechanisms.
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For example, Johnson et al. (2019) separated the effect of aci adjustments arising due to BC

emissions perturbation by running two control-perturbed pairs of experiments, one prescribing

CDNC, the other not. This effectively prevents the change in aerosol affecting CDNC, and

hence, prevents aci adjustments. The difference in total radiative forcing between the two ex-

periment pairs should therefore equal the radiative forcing due to aci adjustments. To be precise

the difference will also include some forcing (likely of a relatively small magnitude) due to the

effect of aci adjustments on the simulation’s evolution, since the mechanism denial removes not

just the aci forcing to the ERF but also its contribution to the model evolution. This is different

to the aforementioned techniques which only include the direct radiative forcing associated with

the variable(s) of interest not their effects on the model evolution.

Nudging is another example of a mechanism denial tool. In many radiative forcing studies

nudging has been applied to reduce simulation lengths, by reducing noise due to internal variabil-

ity differences between control and perturbed simulations (e.g. with different aerosol emissions)

(Penner et al., 2018; Che et al., 2021; Mülmenstädt et al., 2019; Grosvenor and Carslaw, 2020;

Zhu and Penner, 2020; Ghan et al., 2016). This is achieved by nudging the meteorology in both

simulations towards the same reference state, thus reducing the simulation length that must

be integrated over to determine robust signals (Kooperman et al., 2012; Forster et al., 2016).

However, applying nudging can affect the ERF determined from these studies. For example,

Kooperman et al. (2012) compared the aci radiative forcing resulting from pre-industrial (PI) to

present-day (PD) aerosol perturbation, between a simulation pair without nudging (‘free’) and

a simulation pair with nudged horizontal winds and dry static energy, using the Community At-

mosphere Model 5 (CAM5). They noted a statistically significant positive bias in the magnitude

of aci top of atmosphere (TOA) forcing in the nudged simulation pair, which they attributed to

reductions in cloud fraction. While such a bias may prove problematic for studies using nudging

to reduce simulation lengths, Kooperman et al. (2012) noted that this effect could be exploited

as a mechanism denial tool to deliberately suppress model responses to understand their effects.

This principle was used by Johnson et al. (2019), who investigated the use of nudging horizon-

tal winds to separate out the circulation adjustment arising from a PI to PD BC perturbation.

Using the Hadley Centre Global Environment Model version 3 (HADGEM3), they found that

nudging horizontal winds to reanalysis data did not affect the BC ERF compared to that deter-

mined in a free simulation pair. However, nudging did result in changes to ice water path and

high cloud fraction, suppressing the reduction in both quantities compared to the free simulation

pair. It is this application of nudging as a mechanism denial tool that is used in this thesis. A

more detailed review of nudging application in the literature is given in the following section

1.3.4.
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1.3.4 Nudging and considerations for its use

Nudging theory and applications

Nudging, or Newtonian relaxation, is a simple data assimilation tool that can be used to relax

model variables towards a reference state (Jeuken et al., 1996). It is typically used to constrain

the large scale model dynamics or ‘weather’ in a model to some reference state (Jeuken et al.,

1996; Telford et al., 2008) without prescribing model variables directly (which could generate

instabilities). As such, most studies using nudging nudge variables describing the large-scale

dynamics, such as the horizontal winds or potential vorticity, and often temperature or related

quantities such as dry static energy or potential temperature are nudged too (Jeuken et al., 1996;

Li et al., 1998; Telford et al., 2008; Kooperman et al., 2012). Nudged simulations are sometimes

also referred to as ‘specified dynamics’ simulations (Davis et al., 2020, 2022).

The basic formulation of the nudging equation may be written as:

δX

δt
= F (X) +G(Xref −Xmod) (1.15)

where X is the variable to be nudged, δX
δt is the rate of change of X with time, F(X) is the

rate of change of X due to all other factors in the model, G is the relaxation parameter, Xref is

the reference value of X, and Xmod is the model value of X (Jeuken et al., 1996). (Xref−Xmod)

can be thought of as the difference between the reference and model value of X at a given time,

and G can be thought of as the reciprocal of the e-folding timescale, the time for the difference

to decrease by a factor e (van Garderen et al., 2021). Thus G may also be usefully thought of

as the nudging ‘strength’, since the larger the value of G the more (Xref −Xmod) is reduced by

the nudging over time.

In a model with discrete timesteps the nudging equation can be implemented as:

∆X = F (X) +G∆t(Xref −Xmod) (1.16)

where ∆X is the change in X over the timestep ∆t (Telford et al., 2008). Nudging is typ-

ically applied at every model timestep, using input data interpolated (usually linearly) to the

time resolution of the timesteps (Jeuken et al., 1996), though some studies have experimented

with nudging on only some timesteps finding limited success (Sun et al., 2019). Consequently

the nudging term can be thought of as adding a fraction G∆t of the difference between the

(interpolated) model and reference values of X to the value of X at each timestep. Again G can

be understood as the nudging strength, where the larger the value of G, the larger the fraction

of the difference that is added each timestep, effectively increasing the degree to which X in the

model is nudged towards the reference value.

The specific applications of nudging in the literature have been varied. Many studies apply

nudging for the purpose of model validation, constraining meteorological conditions in a model

to observations. This is useful when the process of interest is affected strongly by dynamical

conditions and so it is important to ensure the model accurately simulates the meteorological
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conditions (Jeuken et al., 1996). Some studies do this for specific periods such as during field

campaigns or particular meteorological events for investigating, for example, clouds (Dean et al.,

2007; Gettelman et al., 2020) and trace gases (van Aalst et al., 2004). Other studies apply nudg-

ing over longer periods, to determine how well models represent different processes, for example,

stratospheric chemistry (Davis et al., 2020).

As described in the previous section, for investigating radiative forcing, adjustments and

feedbacks, nudging tends to be used instead as a way of constraining natural variability, or more

rarely for mechanism denial experiments (Forster et al., 2016; Johnson et al., 2019). For these

purposes nudging is generally not applied to ensure the model accurately simulates specific me-

teorological conditions, but rather to reduce the meteorological variability. As such the nudging

reference used may be a climatology rather than a single time series, though reanalysis datasets

are still often used as the source for the climatology rather than model output.

Considerations when using nudging

In all use cases of nudging there are a number of choices to be made about how nudging is

implemented that can significantly affect results. These include which variables are nudged,

the source of the reference dataset nudged towards, the value of G, the time resolution of the

reference dataset, and the model levels over which nudging is applied. While the first two set-

tings can usually be determined by the intended aim of the study, the other three are foten

determined empirically. Some studies have investigated techniques to determine appropriate

settings a priori (Omrani et al., 2012); however this is relatively unusual particularly for studies

investigating radiative forcing.

An overview of these settings and the considerations required is given below for each. In

all cases these choices depend upon the reason for applying nudging, and this overview focuses

on the consequences for studies using nudging to investigate radiative forcing, particularly for

mechanism denial experiments, since that is the application of nudging used in this thesis. That

said, it is useful to draw on studies using nudging for a range of purposes, rather than just those

investigating radiative forcing, for informing these choices.

The first choice to consider is which variables are nudged. As aforementioned, typically

nudging includes potential vorticity, divergence and/or horizontal wind fields. Nudging these

variables is a basic step to constraining the large scale circulation and related natural variability

of the model simulation (Jeuken et al., 1996). Nudging just horizontal winds or potential vor-

ticity has been observed to have little effect on radiative forcing estimates, but has been found

to affect other model processes such as convective precipitation (Lin et al., 2016), high cloud

fraction and ice water path (Johnson et al., 2019) and dust emissions (Sun et al., 2019).

Many studies also choose to nudge a temperature-related quantity such as potential tem-

perature or dry static energy to constrain the model temperature field. A number of studies

investigating aerosol radiative forcing that applied nudging to reduce the required integration
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time concluded it is better to avoid nudging temperature related quantities for such studies

(Zhang et al., 2014, 2022). This is because nudging temperature related quantities was found

to significantly affect calculated radiative forcing, for example by causing changes to high cloud

formation. Likewise, in a mechanism denial experiment investigating circulation adjustments to

BC perturbation Johnson et al. (2019) also avoided nudging temperature to allow thermody-

namic adjustments to BC heating to take place, deciding to nudge only the horizontal winds.

Other variables are also nudged in some studies. For example, a number of studies have

tried nudging specific humidity. Sun et al. (2019) found that nudging specific humidity in ad-

dition to horizontal winds in Energy Exascale Earth System Model Atmosphere Model Version

1 (EAMv1) towards a reanalysis caused significant biases in precipitation, cloud forcing, and

aerosol burdens relative to the reanalysis. Studies have also found that nudging both temper-

ature and specific humidity can degrade model performance (Sun et al., 2019). Other studies

have nudged surface pressure, finding it improves representation of dynamical processes such as

cyclogenesis (Brill et al., 1991) though may offer only small improvements (Jeuken et al., 1996).

The next choice is what reference dataset is used to nudge towards. For studies attempting

to recreate specific observed atmospheric conditions typically a reanalysis dataset is used as the

nudging source. However, nudging towards reanalysis data can cause a number of issues due

to differences in the model producing the reanalysis and the model being nudged. For exam-

ple, Zhang et al. (2014) investigated the effects of nudging horizontal winds and atmospheric

temperature for a PI to PD anthropogenic and biomass burning aerosol perturbation using the

Community Atmosphere Model 5 (CAM5) and ECHAM6-HAM2 models. Due to a cold bias in

CAM5 compared to the reanalysis, they found that nudging the atmospheric temperature to-

wards a reanalysis dataset caused a significant decrease in the LW cloud forcing, by suppressing

the increase in formation of cloud ice that was seen in a parallel non-nudged simulation pair

due to increased aerosol concentrations. However, for the ECHAM6-HAM2 model the sensitiv-

ity of LW cloud forcing and cloud ice formation to nudging the atmospheric temperature field

was much smaller. This highlights the risk that systematic biases between the nudged model

and reanalysis may induce unintended responses but that this risk varies by model. Likewise

Davis et al. (2020) note that in the Whole Atmosphere Community Climate Model (WACCM)

the tropical tropopause is almost 1km higher than in the Modern-Era Retrospective analysis

for Research and Applications, Version 2 (MERRA2) reanalysis dataset. Nudging WACCM to

MERRA2 they suggest could therefore result in changing the model’s tropical tropopause height

resulting in a number of artificial changes to the stratosphere such as upwelling.

Another issue with nudging to renalayses is differences in the orography fields used in the

model producing the reanalysis and the nudged model. For example, between the Unified Model

(UM) and models used to generate the ERA reanalysis, orography can differ by as much as

hundreds of metres over the Andes and Antarctica (Telford et al., 2008). This can affect the

interpolation of reanalysis data onto the nudged model grid, introducing errors. When nudging

to a reanalysis nudging in the lowermost model levels can consequently generate instabilities

(Forster et al., 2016).
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An alternative to nudging to a reanalysis dataset is nudging to output from the model itself.

This avoids the issues of orography differences and systematic biases, although is only useful

where the aim is not to reproduce observed meteorological conditions, only to constrain the

model, as in most studies of radiative forcing. For example Zhang et al. (2014) demonstrated

a method of nudging using output from a control simulation of CAM5 with only the synoptic

variability from a reanalysis to eliminate the systematic bias. With this nudging method they

found the LW cloud forcing difference was reduced compared to nudging to a reanalysis. Using

the EAMv1 model Sun et al. (2019) likewise found that the impact of nudging is smaller when

nudging to the model’s own meteorology and recommended using model climatology for nudg-

ing reference data where replicating observations or specific meteorological events is not required.

However even nudging to the model’s own climatology can affect the simulation. The study

of Lin et al. (2016) found that in simulations with CAM5 nudging the horizontal winds affected

convective precipitation. They also found that nudging the horizontal winds and temperature

significantly suppressed both the change in precipitation and cloud forcing. Sun et al. (2019)

and Zhang et al. (2022) found that when nudging horizontal winds and temperature in EAMv1

to the model’s own climatology there was a large bias in CRE over the marine stratocumulus

regions and trade cumulus regions, particularly in the Pacific Ocean (figure 1.6b and d). They

also concluded that when nudging horizontal winds or horizontal winds and temperature there

were decreases in dust emissions due to decreased horizontal wind speeds near the surface. How-

ever, it is worth noting that their figure S18 demonstrates the decreases in dust emissions and

near surface horizontal winds were greater for simulations nudged to reanalyses.

The next choice to consider is the value of G used. Ideally the value of G used should be

large enough to sufficiently constrain the nudged variables but not too strong to introduce undue

artificial forcing into the model or greatly interfere with model processes (Jeuken et al., 1996;

Telford et al., 2008; Lin et al., 2016). A wide range of values have been used in the literature,

though fewer studies have presented results comparing the performance of using different values

of G. These studies typically compare the bias or spatio-temporal errors between the nudged

model and reference dataset nudged towards across values of G. For example, Merryfield et al.

(2013) tested varying G between 1/96 and 1/6 h−1 when nudging horizontal winds and tem-

perature to the ERA40 reanalysis. They decided that the optimum value of G was that for

which the root mean square difference (rmsd) in temperature between the nudged simulation

and the nudging input was similar to the rmsd between various reanalysis datasets covering the

same period. Over a range of model levels they determined that a value of 1/24 or 1/48 h−1

for G were had most similar rmsd to the rmsd between reanalyses. G = 1/6 h−1 constrained

the model more strongly resulting in a lower rmsd while using G = 1/96 h−1 generated a higher

rmsd. (It should be noted that Merryfield et al. (2013) only used a similar technique to nudging,

which they refer to as constant increment nudging, though using a spatial filter they find this

behaves very similarly to nudging). Davis et al. (2022) found that in simulations with a dynam-

ical timestep of 30 minutes, when nudging horizontal winds and temperature to its own model

output, the optimum value of G considering a number of metrics was between 1/24 and 1/12
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Figure 1.6: Cloud forcing errors arising from nudging to model climatology in the study of Zhang et al. (2022). (a)

illustrates the annual mean CRE in a free simulation while (b-e) illustrate the difference in CRE between the free simulation

and in simulations nudged to the free simulation. (b) and (c) have horizontal winds nudged only while (d) and (e) have

horizontal winds and temperature nudged. The nudged simulations in (b) and (d) used a default nudging workflow (DNDG)

in which the nudging tendency is calculated before convection and cloud physics schemes while the nudging reference data

from the free simulation is calculated after these. For (c) and (e) a revised nudging workflow (RNDG) was used in which

the nudging tendency is instead calculated at the same point in the timestep as when the reference data is generated. From

Zhang et al. (2022).

h−1. This varied slightly depending on the metric, with 1/12 or 1/24 h−1 most appropriate for

trace gas concentrations, convective mass flux and horizontal wind spatial errors, but 1/24 and

1/48 h−1 being better for temperature spatial error and for biases across several fields.

Another way to assess the appropriate value of G is to consider the timescale of processes

in the model. For example, Kooperman et al. (2012) considered that nudging may suppress

only adjustments at longer timescales than the nudging timescale. They suggested this could

be useful for isolating certain model processes (e.g. cloud feedbacks) in aerosol perturbation

experiments. However, this could be detrimental where such processes are not intended to be

suppressed.

These studies illustrate the importance that the aim of the study has for determining the

appropriate value of G (like many of the other settings discussed here). Firstly, when tuning G,

one should consider what variables and processes are of most importance (e.g. meteorology ver-
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sus trace gas concentrations). If one variable is the focus of the study then errors introduced into

other variables may be of less importance. Secondly, if the aim of the study is to approximately

recreate the meteorology over a given period while nudging to a reanalysis, then the approach

of Merryfield et al. (2013) is a good example of how to achieve sufficient, but not excessive,

nudging that matches the real world uncertainty in observations. However, if using nudging for

a mechanism denial experiment, achieving a very similar value to that of the nudging reference

is important, so a higher value of G may be more appropriate. Also, while spatio-temporal cor-

relations and rmsd are useful metrics, studies should not neglect to assess the actual bias too,

especially where biases exist between the model and reference dataset, such as in mechanism

denial experiments. Finally, one should also consider the resolution of the model and whether

any processes are expected to be suppressed by the nudging. The effect of varying G may also

depend on the model timestep, which will vary between models.

Another choice to be made is the nudging reference input time resolution to use. Many

studies in the past have used 6 hourly input. However, Zhang et al. (2022) illustrated well how

poorly this can represent a diurnal cycle in temperature and horizontal winds, particularly when

many nudging schemes use a linear interpolation between input points. This is apparent from

figure 1.7, where use of 6 hourly input causes large deviations in temperature and horizontal

wind speed, particularly around peaks or troughs in either variable. Consequently they found

that using 3 hourly nudging input significantly improved representation of a number of metrics.

Increasing the time resolution of input to 1 hourly resulted in smaller gains. Davis et al. (2022)

similarly tried a range of nudging input time resolutions, finding that generally the higher the

resolution of input, the smaller the biases in nudged fields between the nudged model and the

nudging input were.

As with G, the nudging input time resolution may also affect what processes are suppressed.

In figure 1.7 one can see that nudging with coarser temporal resolution input data could fail to

reproduce shorter timescale processes on the order of hours as the linear interpolation tends to

relax the model towards a coarser representation of the diurnal cycle. By contrast this would be

unlikely to affect processes that have timescales on the order of days. Jeuken et al. (1996) and

Zhang et al. (2022) both noted that as spatial resolution in models increases, smaller scale (both

spatially and temporally) processes will be resolved by models. It is therefore understandable

that 6 hourly nudging input may have been acceptable when used in simulations with a spatial

resolution of 500 km by Jeuken et al. (1996), but the simulations conducted by Zhang et al.

(2022) having a resolution of ∼110 km benefit significantly from a higher resolution input.

Another choice to be made when nudging is what model levels to nudge. At the lower al-

titude limit of nudging, some studies suggest that nudging in the boundary layer can generate

instabilities (Telford et al., 2008; Forster et al., 2016). However, this is mainly in the case of

nudging to reanalyses that have differing orography to the nudged model, as discussed earlier.

Sun et al. (2019) tested simulations with or without nudging applied at pressures above 850 hPa

and found no significant difference between the two simulations. These simulations were nudged

towards a reanalysis but they only nudged horizontal winds not temperature. At the upper end,
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Figure 1.7: Plot illustrating the effect of varying the time resolution of nudging input data for (a) eastward wind speed,

in m s−1, and (b) atmospheric temperature, in degC. The thick black lines are area mean values output from a simulation

over the area outlined by a pink box in figure 1.6e at 700 hPa during a 48 h period, witha timestep of 0.5 h. The dotted

lines represent values interpolated to the same timesteps using 1 (green), 3 (blue) or 6 (red) hourly output from the same

simulation. From Zhang et al. (2022).
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Davis et al. (2022) linearly tapered G to 0 between 1 hPa and 0.1 hPa to avoid interfering with

atmospheric tides and gravity waves.

Finally, while not always a choice, one should consider where in the model timestep sequence

nudging is applied. Zhang et al. (2022) illustrated that, when nudging to input generated from

a control run of the same model, if the nudging tendency term in equation 1.16 is calculated

at a point in the timestep sequence of the nudged simulation that is different to the point the

input is generated in the control run, an extra forcing term is introduced. This term will include

the forcing from processes that occur in the model timestep between the point the nudging

tendency is calculated and the point in the control simulation when the output is generated.

In the study of Zhang et al. (2022) for example, this included deep convection, turbulence and

stratiform cloud parametrizations. In their study this effect caused significant biases between

nudged simulations and nudging input across a range of metrics. In particular this effect was

responsible for the large bias in the CRE over marine stratocumulus regions noted by Sun et al.

(2019) when nudging temperature, illustrated in figure 1.6.

While the point in the timestep that nudging tendency calculation and application are im-

portant, it is worth noting that it is not an easy aspect of the nudging to change in an existing

model. It is also something that may pose an issue for nudging to reanalysis datasets, where

the sequence of model processes cannot practically be altered in the reanalysis dataset to match

the sequence in the nudged model. However, this term may be small compared to that of any

biases between the nudged model and reanalysis dataset.

Summary of nudging considerations

Having considered all of the above choices it is worth highlighting that, since most of these set-

tings are determined empirically, there is typically no ‘correct’ nudging setup, only a best case

(Lin et al., 2016; Sun et al., 2019). Furthermore, even in an optimum setup, nudging may not

achieve the desired effects. For example, Gettelman et al. (2020) found that in nudged simula-

tions with CAM6 the smaller the bias achieved in atmospheric temperature and boundary layer

structure, the worse the simulation of clouds became. While they noted this may be partly due

to nudging to a reanalysis dataset, they also suggested this may result from nudging interfering

with cloud processes.

In summary, nudging is a technique with a range of applications but is always an approxi-

mate one. What is clear is that the optimum settings for nudging depend on both the model

and the study aim. Hence it is advisable to test a number of settings with the model to be used,

or refer to studies that use the same model and/or that apply nudging for a similar purpose.
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1.3.5 Effective radiative forcing and radiative adjustments due to anthro-

pogenic black carbon and sulphate aerosols

As noted earlier, the ERF due to aerosols arises from a number of radiative adjustment processes

in addition to their IRF. Figure 1.8 captures this large range of processes as a schematic (Bellouin

et al., 2020a). As can be seen from figure 1.8, there are many radiative adjustment processes

documented in the literature that involve cloud responses, with these responses varying by cloud

type and height and aerosol species. These radiative responses are often divided into aci and

ari effects as described in section 1.3.1. Non-cloud ari effects are also important and divided by

many studies into adjustments associated with surface albedo, humidity, atmospheric temper-

ature and/or lapse rate and surface temperature (Smith et al., 2018, 2020a). In this section a

brief account of the radiative adjustments specific to SU and BC is given, particularly focusing

on the differences between the effects of these two aerosols and what processes are important

for each.

SU and BC can be categorised as scattering and absorbing aerosols respectively (Li et al.,

2022). Scattering aerosols strongly scatter incident SW radiation, with a portion of that radi-

ation ‘backscattered’. This reduces the amount of solar radiation reaching the Earth’s surface,

increasing the albedo of the atmosphere. This generally causes a decrease in net downward

radiation, resulting in a negative radiative forcing and cooling of the surface and atmosphere

(Li et al., 2022). By contrast, absorbing aerosol strongly absorbs incident SW radiation, and

re-radiates that energy as longwave radiation. This warms the local atmosphere and tends to

decrease planetary albedo and cause a positive radiative forcing (Li et al., 2022). However,

absorbing aerosol tends not to warm the surface much or even causes a cooling at the surface

since the heating effect from absorption is higher in the atmosphere (Satheesh and Ramanathan,

2000; Li et al., 2022).

Aside from their direct interactions with radiation, aerosols have strong effects on radiation

via clouds. SU aerosol has a large negative ERFaci (Boucher et al., 2013; Smith et al., 2020a;

Forster et al., 2021). This is due to SU being water soluble and acting as a CCN (Grosvenor and

Carslaw, 2020; Li et al., 2022) and thus increasing the amount of radiation scattered by clouds

due to the indirect effects described in section 1.3.1 (Twomey, 1977; Albrecht, 1989). The aci

effects of SU are large and significantly increase the negative ERF due to SU (Boucher et al.,

2013; Smith et al., 2018, 2020a; Forster et al., 2021).

ERFaci due to BC perturbation is smaller than for SU (Johnson et al., 2019) since BC con-

tributes a smaller fraction of CCN (Block et al., 2024). This is because freshly emitted BC is

water insoluble and so does not act as cloud droplet condensation nuclei (Li et al., 2022). How-

ever, after emission BC undergoes ageing in the atmosphere, becoming coated with hydrophilic

species such as organic carbon or sulphate, which increases its ability to act as a CCN (Bond

et al., 2013), though still to a lesser degree than SU. BC is also thought to be able to act as

an ice nucleating particle, but the mechanisms of this process and its significance relative to

background concentrations of ice nucleating particles is not well understood (Li et al., 2022).
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Figure 1.8: Schematic depiction of aerosol radiative effects in the (a) pre-industrial atmosphere and (b) with anthropogenic

emissions of aerosols. Question marks indicate processes that are uncertain in their effects on ERF. Cliquid and Cice refer

to liquid and ice cloud fractions respectively; LWP and IWP refer to liquid and ice water paths respectively; INP refers to

ice nucleating particles. From Bellouin et al. (2020a).

In terms of ari cloud adjustments, BC is generally thought to cause significant cloud ra-

diative adjustments by affecting cloud properties via semi-direct effects (Johnson et al., 2004;

Bond et al., 2013; Samset and Myhre, 2015; Sand et al., 2015; Smith et al., 2018, 2020a). Many

of these effects occur due to changes in atmospheric stability and lapse rate and depend on
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the vertical distribution of BC aerosol (Samset et al., 2013; Samset and Myhre, 2015; Stjern

et al., 2017; Herbert et al., 2020; Li et al., 2022). For example, where absorbing aerosol such as

BC is at approximately the same altitude as clouds, it may cause cloud ‘burn-off’, where cloud

reduces due to the local heating from absorbing aerosols decreasing vapour saturation (Koch

and Del Genio, 2010). However, absorbing aerosol above clouds may increase cloud liquid water

paths and fractions by increasing atmospheric stability (Koch and Del Genio, 2010; Samset and

Myhre, 2015; Stjern et al., 2017; Herbert et al., 2020). This effect is particularly strong for

marine stratocumulus clouds (Johnson et al., 2004; Koch and Del Genio, 2010; Herbert et al.,

2020). Absorbing aerosol below cloud may also increase cloud by increasing convection (Koch

and Del Genio, 2010). Overall these effects are thought to lead to increases in low cloud and

decreases in high cloud, the former causing a negative radiative effect due to scattering incoming

SW radiation, and the latter also causing a negative radiative effect due to decreasing absorp-

tion of outgoing LW radiation by cloud (Koch and Del Genio, 2010). Since these adjustments

broadly depend on the change in atmospheric temperature and heating (and consequent changes

in atmospheric stability and convection) resulting from the presence of BC or other absorbing

aerosol, these cloud adjustments could be approximately described as atmospheric ‘temperature-

mediated’ cloud adjustments.

As well as these atmospheric temperature-mediated adjustments, significant changes in

ERFari can arise from changes in large-scale circulation and dynamical adjustments due to

local and remote aerosol forcing (Sherwood et al., 2015; Myhre et al., 2017; Wilcox et al., 2023).

For example, Williams et al. (2022) found significant differences in the cloud response to absorb-

ing aerosol perturbations in different locations, with negative cloud radiative adjustments when

perturbations were applied over south east Asia and the western Pacific, and generally positive

cloud radiative adjustments when perturbations were applied over the eastern Pacific. They

suggested this effect was caused by the local heating from absorbing aerosol interacting with

the Walker circulation. They found that increasing absorbing aerosol over the western Pacific

caused an enhancement of the Walker circulation , which increased liquid water content in the

tropics. This resulted in a negative radiative forcing due to increased scattering of SW by clouds.

Whereas when increasing absorbing aerosol over the eastern Pacific, the heating due to aerosol

perturbation was confined locally by the opposing descent of the Walker circulation, resulting in

decreased liquid water content due to decreased relative humidity. Other studies have likewise

identified adjustments to clouds and precipitation due to interactions between aerosol forcing

and dynamics, for example, due to interactions with the east Asian monsoon (Wilcox et al.,

2019) and from aerosol emissions reductions over eastern China during the Covid-19 pandemic

(Fahrenbach and Bollasina, 2023).

Considering all these ERFari cloud adjustments together, for BC perturbation ari cloud

adjustments have been generally found to cause a negative radiative forcing that opposes the

positive BC IRF (Stjern et al., 2017; Smith et al., 2018; Thornhill et al., 2021; Li et al., 2022).

However this can vary significantly by model, with studies using some models having close to

zero BC ERFari contributions from cloud adjustments (Johnson et al., 2019; O’Connor et al.,

2021), and others reporting positive radiative adjustments (Allen et al., 2019).
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Fewer studies have quantified ari cloud adjustments for SU, with most studies focusing on aci

adjustments to SU perturbation, or grouping all cloud adjustments together (Smith et al., 2018;

Thornhill et al., 2021). This is because, as a scattering aerosol, SU tends to have a stronger effect

on surface temperature than atmospheric temperature (Li et al., 2022). However, circulation

adjustments are known to arise from SU perturbations (Dong et al., 2016; Wilcox et al., 2019)

and these will contribute to ERFari. Likewise, SU perturbation does affect atmospheric temper-

atures and so should be expected to cause some ari cloud radiative adjustments. Additionally, in

fSST experiments where the land surface temperature can respond, cloud feedbacks will arise in

response to this land surface temperature response and, while technically a radiative feedback,

will be included in ari cloud adjustments calculations.

In terms of non-cloud adjustments, BC has generally been found to cause a negative at-

mospheric temperature radiative adjustment and a positive water vapour radiative adjustment

(Smith et al., 2018; Thornhill et al., 2021). This is because BC heats the atmosphere, which

both increases the amount of LW radiation emitted by the atmosphere and increases specific

humidity, which increases the greenhouse effect of water vapour. SU has been found to cause

the opposite effect (positive atmospheric temperature radiative adjustment and negative water

vapour radiative adjustment), but with smaller magnitudes than for BC (Smith et al., 2018).

Again this could be ascribed to SU having less effect on atmospheric temperature than surface

temperature compared to BC.

Although the forcing from surface temperature response, the planck effect, is considered to

be a radiative feedback not an adjustment, previous studies have quantified the radiative forcing

from land surface temperature change under aerosol perturbations in fSST experiments. Smith

et al. (2018) found this effect to be of the same sign as the atmospheric temperature radiative

adjustment for both BC and SU perturbations, but of much smaller magnitude. By contrast

Thornhill et al. (2021) found a close to zero surface temperature radiative response comparing

results from 7 different models for BC perturbation.

Aside from temperature and water vapour adjustments, both aerosols can cause responses

in albedo. BC deposition on snow or ice has been found to decrease surface albedo and enhance

melting of snow and ice, causing a positive radiative adjustment (Clarke and Noone, 1985;

Hansen and Nazarenko, 2004; Flanner et al., 2009; Bond et al., 2013; Forster et al., 2021). This

mechanism has been assessed to cause only a small positive radiative adjustment, on the order

of 0.01 W m−2 in more recent studies (Lin et al., 2014; Namazi et al., 2015). While SU does

not affect surface albedo in this way, it has also been assessed to cause a small surface albedo

response (Smith et al., 2018). This could occur because of changes in land surface temperatures

in fSST experiments, which result in changes in albedo such as via changes in snow cover.

On a basic level one can summarise the key difference between SU and BC as perturbation

of SU causes a negative ERF and tends to cause cooling of the atmosphere while perturbation of

BC causes a positive ERF and tends to causing warming of the atmosphere. The differences in
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radiative effects between the two aerosols are more complex however and do not have the same

symmetry as their ERFs, but rather involve different processes, as well as the same processes

but to different degrees. Overall, much of these differences in radiative effects between the two

aerosols arises from the fact that SU is a soluble and scattering aerosol, while BC is an insoluble

and absorbing aerosol.
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Chapter 2

Development and testing of model

nudging process denial experiments

for investigating radiative

adjustments in UKESM1

2.1 Introduction

This work applies a similar method to that used by Johnson et al. (2019) described in sec-

tion 1.3.3, in which nudging is used as a mechanism denial tool to isolate different radiative

adjustments to aerosol radiative forcing. In this case, as well as using nudging of horizontal

winds to suppress circulation adjustments, an additional set of experiments are conducted that

nudge potential temperature as well to suppress atmospheric temperature mediated adjustments.

These experiments were conducted with perturbation of either sulphate (SU) or black carbon

(BC) aerosol from pre-industrial (PI; 1850) to present day (PD; 2014) emissions to investigate

their radiative adjustments. The motivation for conducting the experiments with perturbations

of two different aerosols separately is firstly to investigate how their radiative adjustments differ,

and also to demonstrate application of the methodology to two aerosols that behave differently.

Before running these simulations it is important to determine what are the appropriate

nudging settings to use. This chapter presents an assessment of various nudging settings: the

variables nudging is applied to; the value of G used; the model levels over which nudging is

applied; and the time resolution of nudging input. This assessment primarily aims to identify an

optimum nudging setup for the methodology used here and its application to SU and BC radia-

tive adjustments in the following chapter. However, it also seeks to provide a wider assessment

of optimal nudging settings, particularly for application of this same methodology with other

forcing agents or models, and more broadly for application of nudging to simulations intended to

investigate radiative forcing and adjustments. The earlier section 1.3.4 provides useful context

for the assessment of nudging settings, explaining what they are and their significance.
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This chapter is laid out as follows. First a detailed description of the theory behind the

methodology is presented in section 2.2 as well as some of the higher level choices made in the

experiment design. Then details of the model and simulation configurations used are given in

section 2.3. Following this, a description of the nudging code used is given, and a description of

the modifications to the code made as part of this thesis in section 2.4. Next are details of what

nudging variables were investigated and the simulations conducted to achieve this in section 2.5.

Then the results of the simulations testing different nudging variables are presented in section

2.6. And finally a discussion of the optimal nudging settings to be used in the following chapter,

as well as any wider significance of the results for each variable, is presented in section 2.7.

2.2 Methodology for using nudging for process denial of radia-

tive adjustments

The principle of the methodology is outlined as follows. By nudging variables to the same

reference state, Xref, across simulations with or without a forcing agent perturbed, the differ-

ence in those variables (and consequently, any variables dependent on the nudged variables)

between the simulations should be suppressed. This principle can be applied to radiative ad-

justments. For example, in two fixed SST simulations, one with pre-industrial (PI) and the

other present-day (PD) emissions of aerosols, the atmospheric temperature will differ between

the simulations, primarily due to the difference in aerosol radiative forcing. By nudging the

atmospheric temperature in the two simulations to the same reference state, the difference in

atmospheric temperature due to the aerosol forcing is suppressed, as is the radiative effect of

the temperature change. In addition, differences between the simulations in other fields that

respond to the atmospheric temperature change (e.g. specific humidity, cloud fields, surface

temperature) should also be suppressed. By comparing such a nudged simulation pair with a

non-nudged simulation pair it should then be possible to determine the effect of the aerosol

emission change on the atmospheric temperature, the consequent effects on dependent fields,

and the radiative forcing associated with changes in these fields.

Here, nudging of the model horizontal wind fields (eastward wind speed, u, and northward

wind speed, v) and atmospheric potential temperature (θ) are used to isolate the contributions of

circulation and atmospheric temperature mediated adjustments that arise under perturbations

of either anthropogenic SU or BC aerosol emissions. Figure 2.1 outlines the experiments required

and how the adjustments are determined from these. Firstly, the difference in top of atmosphere

(TOA) net downwards fluxes between a pair of free running simulations, one with a PD (control)

state and the other with PI (perturbed) anthropogenic emissions of either SU or BC, determines

the ERF. This uses the fSST method of determining ERF (Hansen et al., 2005; Forster et al.,

2016). The difference in other fields that respond to the aerosol perturbation determines the free

adjustment of those fields. Secondly, the difference in any field between a control and perturbed

simulation both with u and v nudged (uv-nudged), instead returns the free adjustment of the

field minus those resulting from circulation adjustments. The corresponding difference in TOA

fluxes is the ERF minus the radiative effect of circulation adjustments. Thirdly, the difference

36



in any field between a control and perturbed simulation with their horizontal wind fields and θ

nudged (uvθ-nudged) instead returns the adjustments minus both circulation and atmospheric

temperature mediated adjustments. The corresponding difference in TOA fluxes is the ERF

minus the radiative effects of circulation and atmospheric temperature mediated adjustments.

Figure 2.1: Schematic illustrating the experiments conducted and the determination of circulation and atmospheric

temperature adjustments from the differences between simulations. Control simulations have all conditions set to 2014;

perturbed simulations have emissions of the aerosol of interest set to 1850.

To look at this in reverse, in the uvθ-nudged simulation pair the key remaining radiative re-

sponses should be the DRE, aci adjustments (though temperature changes could plausibly affect

the second indirect effect), cloud masking effects, part of the surface albedo adjustment (that is

not caused by temperature), and any chemical adjustments. In the uv-nudged simulation pair,

the radiative responses should include all of these plus those mediated by temperature, particu-

larly including: cloud adjustments relating to adjustments in vertical heating rates and stability,

tropospheric and stratospheric temperature adjustments (including lapse rate adjustment) and

humidity adjustment. The free simulation pair radiative responses should include all those in the

uv-nudged simulation pair as well as circulation-mediated adjustments. Circulation adjustments

relate to changes arising from adjustment to large-scale dynamics, which can arise particularly

due to changes in atmospheric absorption and land surface temperature change (Myhre et al.,

2017), particularly including the effects of shifts in cloud patterns (Sherwood et al., 2015).

The effect of this nudging can also be better understood by reflecting back on figure 1.4 and

considering how nudging would affect the interactions between aerosol and other components

of the climate system. Figure 2.2 illustrates the same schematic but with the suppression due

to nudging represented also. As can be seen, nudging itself only directly suppresses adjustment

of atmospheric temperature and horizontal winds. In the case of temperature, this directly

suppresses radiative adjustment due to atmospheric temperature response. However, the sup-

pression of adjustment of temperature and winds also suppresses adjustments that respond to

these variables, particularly adjustment of clouds (primarily semi-direct effects), as well as the

distribution of aerosols and greenhouse gases, and surface temperature. The suppressed ad-
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justment of these other components of the climate system then reduce radiative responses that

would have otherwise arisen due to their adjustment.

Figure 2.2: Illustration of interactions between aerosols and greenhouse gases (GHGs) and different components of the

climate system that affect radiation, but with nudging applied to suppress adjustment of horizontal winds and atmospheric

temperature. After Boucher et al. (2013).

For any given field, taking the difference between the control-perturbed difference of the

field in the free simulation pair minus the control-perturbed difference of the field in the uv-

nudged simulation pair, gives an estimate for the contribution of circulation adjustments to the

overall adjustment in that field. Doing the same for the uv-nudged control-perturbed difference

minus the uvθ-nudged control-perturbed difference gives an estimate for the contribution of at-

mospheric temperature mediated adjustments to the overall adjustment in that field. Similarly,

taking the difference between radiative forcing in the free and uv-nudged pairs gives the total

radiative adjustment due to circulation-mediated adjustments; and the difference in radiative

forcing between uv-nudged and uvθ-nudged pairs gives the total radiative adjustment due to

temperature-mediated adjustments. This can be illustrated algebraically:

∆Xcirc = ∆Xfree −∆Xuv-nudged (2.1)

and:

∆XT = ∆Xuv-nudged −∆Xuvθ-nudged (2.2)

where ∆Xcirc is the adjustment in any variable (including TOA radiative adjustment forc-

ing) due to circulation adjustments in response to the aerosol forcing, ∆XT is the adjustment

in any variable (including TOA radiative adjustment forcing) due to atmospheric temperature

adjustments in response to the aerosol perturbation, and ∆Xfree, ∆Xuv-nudged, and ∆Xuvθ-nudged
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are the adjustments in the variable in the free, uv-nudged and uvθ-nudged control-perturbed

simulation pairs respectively. In this way, the adjustments to individual variables resulting from

circulation and atmospheric temperature responses can be determined, as well as the radiative

adjustment forcing caused by circulation- and temperature-mediated adjustments.

As illustrated in figure 2.1 the nudging inputs for u, v, and θ are derived from the free control

experiment. Nudging towards output from the same model used for the experiments was chosen

instead of nudging towards reanalysis data (as is often done with nudging) for two main reasons

(see section 1.3.4 for further context). Firstly, it prevents differences in the underlying models

used for the simulations and the reanalysis from affecting the response to nudging (Kooper-

man et al., 2012). This would be particularly detrimental if there were differences in orography

(Telford et al., 2008), or systematic differences in temperature (Zhang et al., 2014), between the

nudged model and reanalysis providing nudging input. Secondly, having the same orography

between the nudging input and the model runs means nudging can be applied to the lowermost

model levels, which could otherwise generate model instabilities (Forster et al., 2016). Since

significant adjustments in winds and temperature resulting from SU and BC perturbations are

expected in the lower levels, nudging these levels is expected to be important in suppressing

adjustments.

As well as choosing from what source the nudging input is derived, another choice to be made

was how to process the u, v, and θ fields from the free control to generate the nudging input

fields. The simplest approach is to nudge u, v, and θ at each timestep in the nudged simulations

to u, v, and θ values from the corresponding timestep in the free control experiment. To reduce

computational requirements, u, v, and θ data can be taken from only every few timesteps (i.e.

a coarser temporal resolution) of the free control, with their values on intermediate timesteps

calculated from interpolation. This approach results in the nudged variables in each nudged

simulation having a similar time series of natural variability to that of the free control, and by

extension, to each other nudged simulation. Alternatively, one could determine a climatology

for u, v, and θ in the free control, by averaging over multiple years of the free control for each

timestep, and use this as the nudging input. Again u, v, and θ data can then be taken from

only every few timesteps of the free control climatology using interpolation to fill the gaps. This

alternative approach would cause the nudged variables in each year of the nudged simulations to

follow roughly the same annual cycle, rather than matching the natural variability of each year

of the free control. One potential downside to this second method is that if only a few years

are averaged over, there may be a discontinuity in the nudging input between the first and last

timesteps (i.e. the last timestep of December and first of January), since the first timestep of

the free control does not follow its last timestep. However, the more years are averaged over the

more this discontinuity would be smoothed out. Either approach should produce similar results

for calculation of radiative adjustments and so in this work the first method - nudging at each

timestep to values interpolated from the corresponding timestep in the free control - was chosen

for simplicity.

It should also be noted that while the atmospheric temperature adjustments are determined
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as the difference between the uv-nudged and uvθ-nudged simulation pairs, they could alter-

natively be determined using a θ-nudged simulation pair differenced with the free pair. The

primary reasoning for choosing to do the former here is that while it is not uncommon to nudge

just the horizontal winds, it is more uncommon to nudge just θ in the literature. However, the

latter method could be equally valid and should be explored in future work.

2.3 Model/simulation details

All simulations conducted use version 1.0 of the UK Earth System Model, UKESM1 (Sellar

et al., 2019), based on the UK Met Office’s Unified Model, UM (Brown et al., 2012). Simula-

tions are based on the UKESM1 time-slice piClim experiments used in the Aerosol Chemistry

Model Intercomparison Project (AerChemMIP) (O’Connor et al., 2021). Specifically, the model

is used in an ‘atmosphere-only’ configuration, using the Global Atmosphere 7.1/Global Land 7.0

(Walters et al., 2019) version of HadGEM3, coupled with the interactive chemistry for strato-

sphere and troposphere scheme of the UK Chemistry and Aerosol model (UKCA; Morgenstern

et al. (2009); O’Connor et al. (2014)). The model has 85 vertical levels going up to 85 km above

sea level and uses N96 resolution grid spacing (grid cells of 1.875◦ longitude and 1.25◦ latitude).

The model timestep length is 20 minutes.

Unlike the piClim experiments, the experiments conducted here are reversed to set 2014

(PD) as the control state and 1850 (PI) as the perturbed. Hence, in the control simulations all

boundary conditions including SSTs, sea ice, greenhouse gases, chemistry and aerosol emissions,

and vegetation properties (such as canopy height and leaf area index) are representative of 2014

conditions. This change was made to make the results more policy relevant by representing the

effects of reducing aerosol emissions in a present atmosphere (whereas using a PI control atmo-

sphere may be more useful for understanding the contributions of aerosols to climate change). In

the perturbed SU experiments emissions of anthropogenic sulphur dioxide are set to an estimate

of its emissions in 1850. In the perturbed BC experiments all emissions of BC (fossil fuel and

biomass burning) are set to an estimate of its emissions in 1850. Biomass burning emissions were

included in the perturbation to produce a clearer forcing and adjustment signal and because the

anthropogenic component of biomass burning is difficult to separate out. The emissions data

used are from estimates made by van Marle et al. (2017) and Hoesly et al. (2018). A further

minor difference to the piClim configuration used in O’Connor et al. (2021) is that methane

and nitrous oxide use prescribed concentrations using 2014 values in Meinshausen et al. (2017),

rather than being determined interactively in the model.

For this work, the choice to use an ESM (over a GCM without interactive chemistry, such as

HadGEM) was considered necessary to achieve the most accurate representation of aerosols and

their interactions in the atmosphere. For example, including interactive chemistry enables rep-

resentation of non-linear effects of BC emissions on CCN such as by BC reducing the uptake of

aerosol precursor gases by soluble aerosol particles which more readily act as CCN (Koch et al.,

2011; Johnson et al., 2019). While the nudging mechanism denial methodology here focuses
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on separating circulation- and atmospheric temperature-mediated adjustments, which are dy-

namical or physical rather than chemical adjustments, representing the atmospheric chemistry

accurately is important to ensure the mechanism denial experiments start from an accurate

representation of aerosol effect in the free case before nudging. Atmospheric temperature in

particular could also have direct effects on chemistry processes, many of which are temperature

dependent.

The simulations also employ additional radiation calls to separate out the DRE, CRE and

residual or ‘clear-clean sky’ radiative forcing. The additional radiation calls calculate the TOA

downwards radiative flux either without aerosol or without aerosol and clouds at each time step,

and use the method of Ghan (2013) to calculate DRE, CRE and clear-clean sky radiative forcing.

As noted by Zelinka et al. (2023) it is expected that the clear-clean sky forcing includes more ad-

justments than just the surface albedo effect, including particularly the surface, tropospheric and

stratospheric temperature adjustments, the humidity adjustment and any chemical adjustments.

2.4 Nudging code and modifications

2.4.1 The UM nudging code

This work uses the existing nudging code in the UM, with modifications implemented as part of

this thesis, which are outlined in the following section (2.4.2). An earlier version of the nudging

code is documented in detail in Telford et al. (2008), and a more up to date description of the

code can be found in Dalvi and Rodriguez (2020). Here a brief description of the nudging code

is provided.

The existing UM nudging code allows nudging of three variables: u, v and θ. The nudging

code requires 6-hourly time varying input for each nudged variable as the reference to nudge

towards, which is linearly interpolated onto the model timesteps. 6-hourly input is required

because the initial implementation of nudging in Telford et al. (2008) used the ERA-40 reanal-

ysis dataset which was available at 6 h intervals. This input must be pre-processed into the

appropriate form for the nudging code to read. The model then nudges to the input data using

equation 1.16 on every model timestep. In this work the 6-hourly input is taken from the free

control simulation, using

A number of settings can be varied in the nudging code. Aside from choosing which of the

three variables are to be nudged, the settings of greatest relevance here are: G; the levels that

are nudged; and ramps for increasing nudging linearly over a range of levels at the top and bot-

tom of the range of levels nudged. The ramps scale the value of G applied across the specified

number of levels, from 0 at the lowest level nudged to G at the specified number of levels above

for the lower ramp; or 0 at the highest level nudged to G at the specified number of levels below

for he upper ramp.
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The nudging scheme is applied at the end of the physics and dynamics schemes. The model

output fields for u, v, and θ used as the nudging input (from the free control) are also generated

after the physics and dynamics schemes. The nudging input should therefore be generated (and

applied) at the same point in the timestep cycle as when the nudging is applied, meeting the

recommendation of other studies discussed earlier in section 1.3.4 (Zhang et al., 2014; Sun et al.,

2019; Zhang et al., 2022).

2.4.2 Modifications to the nudging code

Initial testing of the nudging indicated that significant nudging tendencies were being applied

to potential temperature even after only a few model timesteps. There was also a difference

between the model potential temperature value output from the free control simulation and

after that output was read into the model. Figure 2.3a illustrates this issue for an example

timestep and grid point: the potential temperature read into the model (‘input-read’) is warmer

than the raw input (‘input-raw’) at all levels, and there is a positive nudging increment (‘nudge

inc.’), which nudges the model value towards the warmer input values. There is also a persis-

tent negative increment due to ‘other’ factors (i.e. simulated physical processes) that opposes

the nudging increment (‘other inc.’). This pattern was observed for many timesteps and over

multiple grid points suggesting an error with the implementation of the nudging.

Figure 2.3: Nudging input for θ before (‘input-raw’) and after (‘input-read’) being read into the nudging code, and

increments of θ due to nudging (‘nudge inc.’) or all other (‘other inc.’) processes. (a) before fixing nudging code indexing

error (as described in text) and (b) after fix. All the profiles are for the same single timestep and lat/lon grid point.

Increments are plotted against the bottom axis, input values against the top axis.
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These tests identified the issue was a result of an indexing error in the nudging code when

applied to climate simulations (as used in this work) rather than numerical weather prediction

(NWP) simulations. The indexing error arises due to an extra theta level present in NWP sim-

ulations, that is not present in climate simulations. Consequently the nudging input was shifted

one model level down when read into the nudging code, resulting in it being positively biased at

each model level. This resulted in the positive nudging increments as the nudging attempts to

force the model to warmer potential temperatures. I fixed this issue via a branch to the nudging

code that corrects indexing, resulting in a better match between the raw input value of θ and

the value after being read in by the model, as well as causing smaller nudging increments, as

illustrated in figure 2.3b.

With the indexing error fix applied, there were still differences between the nudging input

before and after being read into the nudging code. The ‘grid interpolated’ line in figure 2.4

illustrates this error, plotting the atmospheric profile of the difference between the input before

and after being read into the nudging code, for an example timestep and grid point. It can

be seen that below 15 km the difference could be up to ±0.5 K, while in the stratosphere and

mesosphere the difference could reach several kelvin.

Figure 2.4: Atmospheric profile of the difference between potential temperature supplied as nudging input to the model

before and after being read by the model nudging code, for two different cases: one in which the input is interpolated

spatially and one in which the input is just copied. All the profiles are for the same single timestep and lat/lon grid point.

This issue was identified to be a result of regridding being applied to the nudging input

when read into the nudging code. Since the nudging code is able to accept inputs from different

resolutions and sources, nudging input is spatially interpolated onto the model grid. However,

even though in this work the nudging input uses the same model grid, it still goes through a

spatial interpolation step and this appears to introduce errors. To address this issue a further

43



change was made to the nudging code branch, allowing the code to directly copy the input,

skipping the spatial interpolation step. This reduced the difference between the nudging input

before and after being read into the nudging code to less than 0.1 K, as illustrated by the ‘grid

copied’ line in figure 2.4.

The small remaining bias between input before and after being read into the model may

result from a similar effect being caused by the time interpolation applied to the input. However

unlike the spatial grid, the input data used here is not the same time frequency as the model

timesteps (20 min), and so temporal interpolation is required. While it would be possible to

nudge the model using input data with the same frequency as the model timestep, this would

be considerably more expensive computationally, and the remaining difference in figure 2.4 is

small regardless.

Aside from these fixes, two further changes were made to the nudging code to enable extra

aspects of the nudging to be tested beyond the existing scope of the nudging code. The first

was a change to allow the lowermost model atmospheric level to be nudged. In the existing

nudging code an exception is raised if the lower nudging ramp is set to less than 1, resulting in

it not being possible to nudge the lowermost level. With a small change applied to the branch

to adjust the exception, the first model level can be nudged.

The second change was to allow the nudging input time resolution to be varied. The existing

nudging code could only take 6 hourly input. However, particularly with linear interpolation

onto model timesteps being used here, this provides a relatively poor representation of the di-

urnal cycle in potential temperature, as discussed earlier in section 1.3.4. This could reduce the

effectiveness of nudging in suppressing adjustments in the mechanism denial methodology used

here, as well as generating spurious responses to the nudging. Therefore further edits were made

via a branch to allow the nudging code to use varying time frequencies of nudging input.

The fixes to the indexing error and regridding were applied to all further simulations pre-

sented in this and the following chapter. The changes to allow nudging the first model level and

varying the input time resolution were only used for their respective simulations, as detailed in

the next section.

2.5 Experimental design for testing nudging setups

As discussed in section 1.3.4, determining appropriate nudging settings is typically done em-

pirically, which is the approach taken in this work. Four sets of simulations were conducted,

each set varying a different aspect of the nudging setup: the value of G used; the model levels

nudged; whether the lowermost model level is included in nudging; and the time frequency of

nudging input. These four sets of simulations and their differences are outlined in Table 2.1 and

can be summarised as follows:

• One set of simulations investigated varying G, testing a range between 1/24 (weaker nudg-
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ing) and 1/1 h−1 (stronger nudging).

• Another set of simulations investigated varying the model level range nudged to include

the lowermost model levels, with a variation on the lower ramp up of nudging, using the

central value of G from the previous set of simulations (1/6 h−1).

• A further simulation set investigated extending nudging to the lowermost model level,

using the central G value from the first set of simulations and level range from one of the

second set of simulations.

• And a final set of simulations tested varying the nudging input time resolution, using two

different values of G and the level range from one of the second set of simulations.

It is worth noting why each set of simulations was conducted and what specifically was being

looked for in the context of the methodology presented in section 2.2. For the simulations vary-

ing G, the aim was to find a value of G that optimised the balance between better suppression

of the u, v and θ adjustments, whilst avoiding introducing significant non-physical responses

in the simulations. These simulations were done without nudging the lower levels on the basis

that this could cause instabilities in the model (see section 1.3.4). The second set of simulations

sought to test whether nudging the lower levels helped with suppressing adjustments in the lower

levels, as well as the effect of including a lower nudging ramp. The second set of simulations did

not extend nudging to the lowermost model however, since by default the nudging code did not

originally permit this. The third test therefore investigated whether nudging the lowermost level

too had a significant impact, using the modifications to the nudging code described in section

2.4. All of these three sets of simulations used 6-hourly nudging input. The final set of simu-

lations was then conducted to test whether increasing the time resolution of the input to 3 or

1 hour intervals would improve either the adjustment suppression or reduce the control errors.

One of these simulations used a stronger relaxation parameter (G = 1/3 h−1) with 3-hourly

input to test whether a higher value of G (and so stronger adjustment suppression) could be

used without introducing non-physical responses if the input resolution was higher.

For each of these nudging settings, a control and perturbed simulation were run to be used as

a pair for calculating adjustments and associated radiative forcing. SU emissions perturbation

was used for the perturbed simulations for all tests because of the higher radiative forcing signal

from a PI to PD SU emissions perturbation than for BC. For the first two sets of simulations

(testing G and nudging lower model levels), these were conducted with both uv-nudged and uvθ-

nudged simulation pairs; for the latter two sets of experiments (testing nudging the lowermost

model level and varying the input time resolution), these were only conducted with uvθ-nudged

simulation pairs. In all nudged simulations the upper bound of the nudging was model level 83

(∼74 km amsl) with an upper ramp of 2 levels (meaning the full value of G was used up to level

81, ∼65 km amsl).

As well as the nudged simulations, a free control simulation and a free SU perturbed sim-

ulation were run. As aforementioned, the free control simulation was used to generate the

nudging input. The free control and free SU perturbed simulations were also used as a pair for
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Table 2.1: Nudging settings applied for each nudging setup tested. G is the relaxation parameter in h−1. The nudging

bottom refers to the level at which the nudging ramp begins. The bottom ramp is the number of levels upwards over which

the value of G applied is increased linearly to its specified value, reaching the specified value at level = nudging bottom +

bottom ramp. Model levels 1, 4, 10 and 14 correspond to heights of 20, 160, 800 and 1493 m above mean sea level. The

input time interval is the time resolution of nudging input from the free control simulation used in each simulation. The

bold row is the best case nudging setup identified in section 2.7

Setting tested G / h−1 Nudg. bottom Bottom ramp Input time interval / h

G 1/24 10 4 6

1/12 10 4 6

1/6 10 4 6

1/3 10 4 6

1/1 10 4 6

Lower nudging range 1/6 1 1 6

and ramp 1/6 1 4 6

Nudging level 1 1/6 1 0 6

Input time resolution 1/6 1 1 3

1/6 1 1 1

1/3 1 1 3

calculating adjustments and associated radiative forcing, to allow comparison with the nudged

simulations. These free simulations were conducted for 35 model years each, with the first year

removed as spinup and the remaining 34 years used for calculating radiative adjustments. Note

that the nudging input generated from the free control was not averaged; the nudging input for

the nudged simulations was comprised of unique 6 hourly instantaneous nudging input from the

corresponding timestep in the free control simulation.

For the first three sets of nudging test simulations, the nudged simulations were conducted

for only 5 model years, with the first year used as spinup and the remaining 4 used for averag-

ing. The shorter integration time for nudged simulations than the free simulations was possible

because the pattern of internal variability is similar in the control and perturbed nudged sim-

ulations, because both follow the natural variability of the free control simulation which they

are nudged to; consequently the difference in the nudged control and perturbed TOA net down

radiative fluxes (=radiative forcing) is less variable over time without nudging. To test the

validity of using only 4 years averaging, a uvθ-nudged control and perturbed SU experiment

were each extended by 5 years to test the effect of averaging over more years. The difference in

net down TOA flux determined using either a 4 or 9 year long control simulation was 0.012 W

m−2. The difference in ERF determined using either 4 or 9 years of integration in the control

and perturbed simulations was <0.001 W m−2. Hence, using more than 4 model years from the

nudged simulations makes little difference to the results. Furthermore, with 4 years of integra-

tion the standard error of nudged simulation ERFs is already comparable or smaller than that

of the free simulations, similar to findings in Kooperman et al. (2012).
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The final set of nudging test simulations (varying time resolution of input) were conducted

for only one model year. This was due to the extra computational costs and time required

(which includes generating the higher time resolution input from a second free control simu-

lation). Thus they are intended to be only limited tests to indicate whether increasing time

resolution of input is likely to improve upon the existing results.

2.6 Nudging performance across different nudging settings

Here are presented the results from all of the nudging test simulations described in the previous

section. All results presented are determined using multi-annual means integrated over the run

length (minus 1 year spinup) of simulations unless otherwise stated. Likewise, unless otherwise

stated, all uncertainties given are calculated as two times the standard error of the multiannual

mean. Thus the uncertainty only captures the uncertainty due to interannual variability not

other forms of uncertainty. References to statistical significance for all results are based on dif-

ference with two standard errors, implying statistical significance at the 95 % confidence limit

assuming a normal distribution.

The results are divided into different aspects of the nudging performance for the first three

sets of experiments (investigating effects of varying G and applying nudging to the lower and

lowermost model levels). These include the effectiveness with which u, v and θ adjustments are

suppressed; the presence of biases in u, v and θ in the nudged control simulations; biases in the

nudged control simulation TOA fluxes; biases in the nudged control simulation cloud fields; the

effect of nudging lower model levels on stability and cloud adjustments; and finally the effect of

varying the nudging setup on ERF. This is followed by results from the final set of experiments

(varying the time resolution of nudging input) which only focused on the effectiveness of sup-

pressing the θ adjustment.

2.6.1 Suppression of adjustments in u, v and θ

First we deal with the performance across the first three sets of simulations (testing varying G

and the levels nudged, including whether to nudge the surface or not). To assess the performance

of these different nudging setups, firstly their suppression of adjustment in u, v, and θ fields can

be compared. Profiles of multi-annual global level mean adjustments for each nudged simula-

tion pair are illustrated in fig. 2.5, for θ, u and v. Compared to θ, the u and v adjustments

are harder to characterise with simple level-averaged means, involving positive and negative

changes in different areas at each level. Therefore for the horizontal wind fields, instead of a

mean adjustment, the RMS of the multi-annual mean adjustment determined over each level

is illustrated. This better represents the magnitude of adjustment in horizontal winds at each

level and makes it easier to see how well nudging suppresses this adjustment. The adjustments

in the free simulation pair are also included so that the θ bias and horizontal wind RMS of the

free simulation pair can be compared with that of the nudged simulations to assess how well the

nudging suppresses the adjustment. In an ideal case, adjustment of u and v should be zero in

47



all the nudged simulations, and adjustment of θ zero in the uvθ-nudged simulations.

In fig. 2.5c it can be seen that for all of the uvθ-nudged simulations the θ adjustment

is negative both in the troposphere and stratosphere. The nudging strength can be seen to

directly affect the adjustment suppression in the uvθ-nudged simulations, with the stronger

nudged (higher G) simulations having a smaller adjustment (i.e. more suppressed). In the free

troposphere, the adjustment varies from approximately 50 % of the free adjustment in the G

= 1/24 h−1 simulation to less than 5 % of the free adjustment in the G = 1/1 h−1 simulation.

However, in all of the uvθ-nudged simulations that do not nudge the lower levels, the adjustment

suppression is much less effective in the lowermost 1 kilometre, with the adjustment being as

large or larger than the free adjustment. By contrast, the two experiments with lower level

nudging suppress the adjustment more strongly in the lowermost 1 km, although not entirely.

However, in the rest of the troposphere, the lower level nudged simulation pairs have a weaker

suppression of the adjustment, with an adjustment similar to the G = 1/24 h−1 simulation with-

out lower level nudging. What causes this pattern is uncertain since the nudging in the lower

levels simulations is identical to the other simulations above the lowermost kilometre. It is also

worth noting that the lower level uvθ-nudged experiments have localised positive and negative θ

adjustments in a few regions, particularly over central Africa, that are not present in the simu-

lation pairs not nudging the lower levels (fig. B.1). The variation of the lower ramp between the

two simulation pairs with lower level nudging makes little difference to the θ adjustment. The

simulation pair with nudging extended to the lowermost level also has little effect, with a reduced

adjustment in the lowest three model levels, but slightly increased adjustment at all other levels.

Whilst not apparent in figure 2.5c, in the uvθ-nudged cases the θ adjustment in the lowermost

kilometre is stronger over land and the poles (fig. B.1). This likely occurs because while the

SSTs are fixed, the land surface temperature and temperature over sea ice is allowed to adjust,

which will influence the lowermost model levels in particular. This may explain why nudging,

even when applied to the lower model levels, is ineffective at suppressing the adjustment in θ.

In the stratosphere in figure 2.5c, all of the uvθ-nudged simulations have a negative θ ad-

justment unlike the free adjustment. This is unexpected given that the nudging should suppress

the adjustment, not reverse it, and it is unclear what causes this effect.

Looking at figures 2.5a and 2.5b, some similar observations can be made for the u and v

adjustments in the uvθ-nudged simulation pairs as were made for θ: the stronger nudging cases

have a lower adjustment RMS above 1 km, and the lower level nudged experiment pairs have

the lowest RMS in the lowest 1 km (fig. 2.5a and 2.5b). However, unlike for θ adjustment,

the lower level nudged simulation pairs have a similar or smaller adjustment RMS in the free

troposphere and stratosphere to the G = 1/6 hr−1 simulation pair without lower level nudging.

Of these two pairs, the pair using a lower ramp has a slightly reduced v wind adjustment RMS

and similar u wind adjustment RMS compared to the pair without a lower ramp. Extending

the nudging to the surface seems to have little effect. Again it is worth noting there are some

localised stronger remaining adjustments over central Africa when applying lower level nudging,
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(a) u-wind

(b) v-wind

(c) θ

Figure 2.5: Adjustments in (a) eastward wind, (b) northward wind, (c) and potential temperature due to perturbation of

SU from 1850 to 2014 for various nudging setups. For horizontal winds the RMS, calculated over each model level, of the

global multiannual mean adjustment is given. For potential temperature, the model level mean of the global multiannual

mean adjustment is given. The dashed grey line in (c) is the zero line.
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but at higher altitudes than for θ (fig. B.2 and B.3).

While the aim is to achieve zero adjustment of θ in the uvθ-nudged simulation pairs, it could

be considered ideal for the θ adjustment in the uv-nudged simulation pairs to not be suppressed

at all instead (i.e, to equal the θ adjustment in the free simulation pair). If there is a large

difference in θ adjustment between the uv-nudged and free simulation pairs it implies the uv-

nudging may alter some of the atmospheric temperature response to the aerosol perturbation.

This would make the difference between uv- and yvθ-nudged cases a less accurate representation

of the atmospheric temperatures mediated adjustments. However, in practice the θ adjustment

will be affected by uv-nudging, since the circulation adjustment is likely to affect atmospheric

temperature in order to maintain thermal wind balance. In figure 2.5c, it is clear that this is true

for all of the uv-nudged simulation pairs, which have considerable deviations in θ adjustment

relative to the free adjustment. Specifically, the uv-nudged pairs have about half the adjust-

ment in θ as the free simulation pair in the free troposphere; a negative adjustment in the lower

stratosphere where the free adjustment is positive; and as low as half the adjustment in the mid

stratosphere, with only the G = 1/3 hr−1 case approximating the free adjustment here. None

of the setups could be described as particularly better, with those closer to the free adjustment

in the mid stratosphere showing stronger negative adjustments in the lower stratosphere. There

also is not a monotonic trend over the different values of G, with the G = 1/24 and 1/1 hr−1

pairs begin closer to each other than either G = 1/12 or 1/3 hr−1. The lower level nudging has

relatively little effect on the lower levels adjustment.

Very similar observations can be made from fig. 2.5a and 2.5b for the u and v adjustment in

uv-nudged simulation pairs as for the uvθ-nudged simulation pairs. Firstly, the stronger nudged

cases show smaller adjustment RMS; and secondly, lower level nudging reduces the adjustment

RMS in the lower levels, and a small amount in the higher levels. Aside from these observa-

tions, the adjustment RMS can be seen to be greater for both u and v for each uv-nudged pair

compared with their uvθ-nudged equivalents. Similar to the point above concerning θ suppres-

sion by uv-nudging, while the temperature adjustment is expected to affect circulation (and so

nudging θ might cause suppression of some adjustment in u and v as seen here), ideally the

uv-nudged pair would have the same adjustment in u and v as the uv θ-nudged pairs in order

to separate out the circulation adjustment entirely. Since the uv-nudging does not suppress

the entire horizontal wind adjustment relative to the uvθ-nudged pairs, some amount of the dif-

ferences between uv and uvθ-nudged simulations could be ascribed to the circulation adjustment.

2.6.2 Biases in u, v, and θ in nudged control simulations

Next, the effectiveness of the nudged control simulations in reproducing the free control can be

assessed to give an indication as to whether the nudging is introducing unintended non-physical

responses in the model. In principle, since the nudged control experiments have identical condi-

tions to the free control (except for the application of nudging of the u, v and θ fields to the free

control), the nudged controls should be close to identical to the free control. Therefore the differ-

ence in any field between the free control minus each nudged control experiment - referred to as
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the ‘control error’ - should ideally be close to zero. This assumption is only valid for equivalent

years in the free and nudged controls due to natural variability. As such, a time average over

only years 2 to 5 from the free control (instead of years 2 to 35 as done for adjustments) is used

for differencing against fields from the nudged control simulations for determining control errors.

To aid interpretation of the control errors, it should be noted that since the adjustments

are calculated from differences in control and perturbed simulations for each nudging setup,

the control error is not necessarily important for the separation of circulation and temperature

adjustments; if the perturbed simulations included precisely the same errors as the control sim-

ulations, then when differenced, the error would have no effect on the adjustment calculated.

However in practice, in a simulation with a slightly different atmosphere, one might expect the

same perturbation in emissions to generate different adjustments because of the slightly different

conditions, biasing the adjustments. While the control error is not a direct measure of this bias

itself, a larger control error will indicate that this bias is likely to be greater. Furthermore, a

larger control error may indicate that nudging is introducing spurious changes that are not real

to the atmosphere, which may affect the representation of adjustment processes.

Figure 2.6 illustrates the control errors for each nudged control simulation for u, v, and θ,

again using a multi-annual level mean bias for θ and multi annual mean level RMS for u and

v. Considering uvθ-nudged controls first (fig. 2.6c), for θ the stronger nudged controls have a

negative error, which is particularly significant in the lower 1 km. Indeed the G = 1/1 hr−1

control has a control error over an order of magnitude larger than the free θ adjustment seen in

fig. 2.5c for the G = 1/1 hr−1 simulation pair. Weaker nudged controls have a positive control

error error, which is greater in the stratosphere (fig. 2.6c). The G = 1/6 hr−1 control has the

lowest error (though it should be noted this arises somewhat from a cancelling of negative error

over land and positive over the poles). The lower level nudged controls have a positive θ control

error, which is greater than the G = 1/6 hr−1 control without lower level nudging. The lower

level nudging has little effect on the control error at lower levels. Likewise applying a lower ramp

or not to the nudging can be seen to make little difference to the θ control error, and extending

nudging to the lowermost level only increases the control error slightly at most levels.

For the u and v control errors (fig. 2.6a and 2.6b), in the lower 1 km the uvθ-nudged controls

with G = 1/6, 1/3 and 1/1 hr−1 have a large error. The controls with lower level nudging or

weaker nudging have a smaller error in the lower 1 km. In the free troposphere and stratosphere

the controls with weakest nudging have the lowest error for v, whereas the strongest nudged

control has the lowest error for u. Compared to the G = 1/6 hr−1 nudging control without lower

nudging, the lower level nudged controls have smaller control error in v in the free troposphere

and stratosphere and similar error in u. Of the lower level nudging controls, the one without a

lower ramp up of nudging has a slightly lower u wind control error at most levels but similar

v wind control error to the control with a lower ramp. Extending nudging to the lowest level

appears to decrease both the u and v wind control errors relative to the lower level nudged

controls by a small amount.
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(a) u-wind

(b) v-wind

(c) θ

Figure 2.6: Difference in (a) eastward wind, (b) northward wind, (c) and potential temperature fields between the free

control minus each nudged control simulation. The difference is determined using only years 2 to 5 from the nudged and

free controls. For horizontal winds the RMS, calculated over each model level, of the multiannual mean bias is given. For

potential temperature, the model level mean of the multiannual mean bias is given. The difference is determined using only

years 2 to 5 of the free control simulation.
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The uv-nudged control simulation in figure 2.6c have a strong positive θ control error in the

lower stratosphere up to ∼24 km, where the errors become strongly negative. This means the

uv-nudged controls all have a cooler lower stratosphere and warmer mid-stratosphere than the

free control. Unlike for the uvθ-nudged controls, the error is roughly monotonic with G: the

largest error is in the strongest nudging case, and smallest error in the weakest nudging case.

However, for all the uv-nudged cases this large stratospheric control error indicates that the

uv-nudging introduces non-physical responses in the stratosphere. The lower level nudging has

little effect on the control error, decreasing the control error by only a small amount. In the

troposphere all of the uv-nudged pairs have only a small error, <0.1 K in magnitude (except G

= 1/1 hr−1).

In the uv-nudged control simulations the spread in u-wind errors is greater than the uvθ-

nudged controls, but there is less spread in the v-wind errors. Generally all of the uv-nudged

control simulations have small errors, except for the u-wind control error in the weaker nudged

controls. The stronger uv-nudged controls tend to have smaller control errors than the weaker

nudged controls, with exceptions at some heights. The addition of lower level nudging does

decrease the control error in the lower levels, but has little effect at higher model levels.

2.6.3 Biases in nudged control simulation TOA fluxes

As well as comparing the control error for u, v, and θ, the difference in multiannual mean TOA

radiative fluxes between nudged control minus free control can be compared for each nudging

control experiment, illustrated in fig. 2.7. There is a large variation of control flux error across

the nudged controls. For uvθ-nudged controls, the stronger nudging cases have very large errors

of ∼-2.5 and ∼-7 W m−2 for G = 1/3 and 1/1 hr−1 respectively. The weaker nudged cases

have a smaller but non-negligible error. The G = 1/6 hr−1 control has a net TOA flux error

within uncertainty of zero (and so within uncertainty of the free control), though with slightly

negative SW and positive control LW errors. The two controls with lower level nudging perform

best, with net, SW and LW errors all within uncertainty of zero. Since both these two controls

are within error of zero, this suggests that the lower nudging ramp has no significant effect.

The control with nudging applied at level 1 is also within error of these two controls but with

a smaller uncertainty range. This suggests that nudging the lowest level does not significantly

change the control flux error but does reduce noise.

Most of the uv-nudged control experiments have a net TOA flux control error not signifi-

cantly different from zero, but with offsetting negative SW and positive LW errors. The LW

and SW errors increase in magnitude with the nudging strength (except G= 1/1 SW error),

whereas nudging the lower levels has little effect. Hence, the G = 1/24 hr−1 nudged control has

the smallest magnitude SW and LW control errors, though is still significantly different from zero.
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Figure 2.7: Comparison of differences in net, shortwave (SW) and longwave (LW) TOA flux between the free control

minus each nudged control. The difference is determined using only years 2 to 5 of the free control simulation. Black lines

illustrate uncertainty ranges, calculated as two standard errors over the annual mean flux difference. G is the relaxation

parameter applied; bl is the bottom model level nudged; r is the lower nudging ramp which is the number of model levels

over which the relaxation parameter is linearly increased from 0 to G. The first 5 bars are from the first set of nudging

experiments (varying G) for uvθ-nudging; the next two are from the second set of nudging experiments (nudging the lower

model levels) for uvθ-nudging; and the next bar is from the third nudging experiment set (nudging the lowermost model

level) for uvθ-nudging; the remaining bars are from the first two sets of experiments but for uv-nudging (see table 2.1 for

experiment details).

2.6.4 Biases in nudged control simulation cloud fractions

Since a significant portion of aerosol radiative adjustments are expected to be via clouds, the

cloud control errors should also be compared between the different setups. Figure 2.8 illus-

trates the cloud volume fraction (the three dimensional fraction of a gridbox containing cloud)

control error for three uvθ-nudged control simulations and two uv-nudged control simulations.

The uvθ-nudged G = 1/1 h−1 case has a much stronger control error in all parts of the atmo-

sphere than the other cases, exceeding 0.15 at some grid points (fig. 2.8c; note the different

scale). The large error in cloud fraction likely explains the large control TOA flux error for

this experiment seen in figure 2.7. Nudging the lower levels does not improve or worsen the

control error with uvθ-nudging (fig. 2.8b compared with 2.8d) generally, though does change

the pattern of the error in the upper troposphere between 20 ◦ north and south. The control

errors for uv-nudged simulations are similar, though with larger errors in the high cloud but

smaller in the low cloud (fig. 2.8e). For the uv-nudged simulations the lower level nudging has a

negligible effect on the cloud fraction control error, with figure 2.8fe and f being almost identical.
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(a) Free control climatology (b) uvθ-nudged G = 1/6 hr−1, bl=10, r=4

(c) uvθ-nudged G = 1/1 hr−1, bl=10, r=4 (d) uvθ-nudged G = 1/6 hr−1, bl=1, r=1

(e) uv-nudged G = 1/6 hr−1, bl=10, r=4 (f) uv-nudged G = 1/6 hr−1 , bl=1, r=1

Figure 2.8: (a) Climatology of zonal mean cloud volume fraction from free control, and (b-f) differences in multiannual

zonal mean cloud volume fraction between selected nudged controls minus the free control. Note the larger scale for (c).

The differences are determined using only years 2 to 5 of the free control simulation.

2.6.5 Nudging effects on lower tropospheric stability and cloud fraction ad-

justment

One more comparison found to be particularly relevant for the effect of applying lower level

nudging is the adjustment in cloud fields and atmospheric stability. Figure 2.9 illustrates the

cloud adjustments in the G = 1/6 h−1 uvθ-nudged simulation pair without lower level nudging

and in one of the lower level nudged simulation pairs, and the adjustment in lower tropospheric

stability (LTS) for both simulation pairs, due to perturbation of SU from 1850 to 2014. LTS is

approximated as θ20 − θ1, where the subscript denotes the model level, with level 20 at approx-

imately 3 km above mean sea level (amsl) and level 1 the lowermost atmospheric level. While
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this is a crude metric for stability it has been shown to have use for understanding low cloud

changes (Andrews et al., 2021). Without lower level nudging, there is a strong positive cloud

fraction adjustment in the lowest 1 km in response to SU perturbation (fig. 2.9a). Since the θ

adjustment is poorly suppressed in the lower 1 km when not nudging the lower levels (fig. 2.5c),

the unsuppressed cooling of these levels relative to the more strongly suppressed cooling above

increases the lower tropospheric stability below the height that nudging is applied (fig. 2.9c).

Hence, this cloud fraction increase is a spurious effect arising from the nudging. With lower

level nudging applied it can be seen that the stability adjustment is much smaller (fig. 2.9d).

Accordingly, while there remains a cloud increase in the lowest 1 km in the lower level nudged

simulation pair, it is weaker (fig. 2.9b), suggesting that nudging the lower model levels reduces

this spurious increase in cloud fraction.

(a) Cloud adjustment without lower level nudging (b) Cloud adjustment with lower level nudging

(c) LTS adjustment without lower level nudging (d) LTS adjustment with lower level nudging

Figure 2.9: Effect of nudging height on cloud adjustment via stability adjustment. Plots illustrate the adjustment in

multiannual zonal mean cloud volume fraction (a, b) and adjustment in multiannual mean lower tropospheric stability (c,

d) between the uvθ-nudged control (2014 SU emissions) simulation minus the uvθ-nudged SU perturbed simulation (1850

SU emissions), both with G = 1/6 h−1, when nudging is applied either from (a, c) model level 11 (∼1 km above mean

sea level) or (b, d) model level 2 (∼50 m above mean sea level) upwards. Lower tropospheric stability is approximated as

θ20 − θ1, where the subscript denotes the model level, with level 20 at approximately 3 km above mean sea level and level

1 the lowermost atmospheric level.
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2.6.6 ERF under varying nudging setups

Having compared the performance of the different setups, the effects on the overall ERFs de-

termined can be compared. Figures 2.10 and 2.11 illustrate the ERF due to PI (1850) to PD

(2014) SU emission perturbation calculated from the free simulation pair and each of the nudged

simulation pairs, for all sky and the CRE. For the free simulation pair, the all sky ERF is neg-

ative as expected for SU aerosol forcing. The negative SW forcing results from a negative CRE

and DRE (not shown) in approximately equal measure. The positive LW forcing results mainly

from the CRE response, and to a smaller extent residual clear-clean sky responses (not shown).

Across the different uvθ-nudged simulation pairs the ERFs determined vary significantly,

with a range of ∼0.4 W m−2 between G = 1/1 and 1/6 hr−1. Most have a more negative ERF

than the free simulation pair (except for the strongest nudging case) with the ERF having a

large dependence on G. The ERF does not vary monotonically with G, with the middle case

(G=1/6 h−1) having the most negative ERF. The application of lower level nudging causes a

significant but smaller change in ERF than the variation of G, with the ERFs of the two lower

level nudged simulation pairs being less negative than the ERF of the simulation pair without

lower level nudging but the same G. The two lower level nudged simulations pairs are within

uncertainty, suggesting no significant effect of the lower nudging ramp. However, in contrast

to the TOA control flux errors seen in figure 2.7, nudging the lowermost level increases the

uncertainty of the radiative forcing calculated. Figure 2.11 illustrates that the majority of the

variation in ERF across the different nudging setups arises from a varying CRE response.

By contrast, for the uv-nudged experiment pairs the ERFs are fairly invariant with G and

whether lower level nudging is applied or not. All of the uv-nudged experiments have a more

negative net ERF than the free experiment pair, with a slightly more negative SW and less

positive LW forcing in the uv-nudged experiments.

2.6.7 Effect of varying nudging input time resolution

One of the main deficiencies of all the nudging setups tested is the weak suppression of θ ad-

justment with uvθ-nudging. The simulations testing higher time resolution input were primarily

conducted to see if this could be improved upon, and so the only aspects of the higher nudging

input time resolution simulation pairs presented here are the θ adjustment suppression and con-

trol error. Since the simulations were run for one model year only, the θ adjustment and control

error are plotted as monthly means for 4 model levels to give an approximate indication of the

θ adjustment and control error (rather than using a time mean full vertical profile as before)

with the limited dataset. These results are illustrated in figure 2.12.

From figure 2.12a it can be seen that for all of the simulation pairs the θ adjustment is

similar for levels 1 (∼50 m), 11 (∼1 km) and 26 (∼5 km), and larger for level 55 (∼20 km).

This is consistent with the pattern in figure 2.5c for all other simulation pairs. Increasing the

time resolution alone appears to offer little improvement of the adjustment suppression, with
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Figure 2.10: Comparison of all-sky ERF due to 1850 to 2014 SU perturbation determined from each pair of control and

perturbed simulations. Black lines illustrate uncertainty ranges, calculated as two standard errors over the annual mean

ERF. G is the relaxation parameter applied; bl is the bottom model level nudged; r is the lower nudging ramp which is the

number of model levels over which the relaxation parameter is linearly increased from 0 to G. The first bar is from the free

experiment pair; the next 5 bars are from the first set of nudging experiments (varying G) for uvθ-nudging; the next two

are from the second set of nudging experiments (nudging the lower model levels) for uvθ-nudging; and the next bar is from

the third nudging experiment set (nudging the lowermost model level) for uvθ-nudging; the remaining bars are from the

first two sets of experiments but for uv-nudging (see table 2.1 for experiment details)

Figure 2.11: As for fig. 2.10 but for CRE.
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(a) Adjustment

(b) Control error

Figure 2.12: Global monthly mean (a) adjustment and (b) control error in θ over a selection of model levels, using four

different nudging setups. The adjustment is calculated as the difference between θ fields due to perturbation of SU from

1850 to 2014 emissions between the control and SU perturbed UKESM simulations. Control error is calculated as the

difference in θ fields between the free control and nudging control UKESM suite. The four nudging setups used are the

first experiment testing lower nudging range and ramp (G=1/6, resolution (res) = 6hr), and the three experiments testing

input time resolution, as listed in table 2.1. Level heights are: 1 = ∼50 m; 11 = ∼1 km; 26 = ∼5 km; 55 = ∼20 km.

both the 3 hourly input and 1 hourly input simulation pairs with G = 1/6 h−1 having a similar

adjustment magnitude to the 6 hourly input simulation pair across all levels. The simulation

pair with 3 hourly input and G = 1/3 h−1 does however have a smaller θ adjustment through-

out most of the 12 month period than the other simulation pairs, similar to the G = 1/3 h−1

simulation pair with 6 hourly input in the first set of nudging experiments (figure 2.5c).

Turning to the control error, from figure 2.12b it can be seen that there is considerably more
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variation in control error with nudging input time resolution. The control simulation with 3

hourly nudging input and G = 1/6 h−1 has a smaller magnitude control error than the 6 hourly

nudging input control simulation, with a reduction of more than 60 % on levels 1, 26 and 55,

and smaller reduction on level 11, over most of the 12 month period. Despite the clear decrease

in control error going from 6 hourly to 3 hourly input, there is not a clear decrease in error going

from 3 hourly to 1 hourly input, with the simulation using 1 hourly nudging input having similar

magnitude control errors, although with control errors generally negative rather than positive.

By contrast to the other simulations, the control simulation with 3 hourly nudging input and G

= 1/3 h−1 has a larger magnitude control error. For levels 26 and 55 this control error is similar

to that of the G = 1/3 h−1 simulation pair with 6 hourly input illustrated in 2.6c, but lower for

levels 1 and 11 due to the lower level nudging employed in the higher time resolution simulations.

2.7 Discussion and identifying an optimum nudging setup

Across the different variables investigated it is clear that both the choice of G and whether nudg-

ing is applied to lower model levels have a significant influence on the uvθ-nudged simulations,

particularly evidenced by the effect on the SU ERF calculated from the different simulation

pairs. Clearly for the methodology outlined in section 2.2 to be effective, careful considera-

tion must be given to the nudging settings for uvθ-nudged simulation pairs. By contrast, for

uv-nudged simulation pairs the G value and levels nudged were less important, making some

difference to the control error and adjustment suppression, but relatively little difference to the

overall SU ERF calculated.

Because of the sensitivity of the uvθ-nudged simulations to the nudging settings used, a single

value for each setting is identified as the optimum value of those tested. These settings are used

for the application of the methodology to investigate SU and BC aerosol radiative adjustments

in the following chapter. Due to the smaller variation across the uv-nudged simulations when

using different settings, this comparison is focused more on the optimum nudging settings for the

uvθ-nudged simulations. The same settings are however, used for both the uv- and uvθ-nudged

simulations in the following chapter for consistency.

Firstly, the performance of different values of G across the first set of nudged simulation

pairs can be summarised as follows:

• Weaker nudging cases are less effective at suppressing u, v, and θ adjustments; have low

control errors for u and v; and have middling control errors for theta and TOA fluxes;

• Stronger nudging cases are most effective at suppressing adjustments; but generate larger

control errors for u, v, and θ, especially in the levels below which nudging was not applied

(lowermost 1 km), and large control cloud fraction and TOA flux errors;

• The middle nudging case is middling at adjustment suppression; performs best on control

theta and TOA flux errors; and has middling control errors for u and v.
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Because of the significant control errors, the stronger nudged cases (G = 1/3 and 1/1 h−1)

can be dismissed. With the cloud fields and TOA fluxes so different to the free control, the

atmosphere in these control simulations is unlikely to be representative of the real PD atmo-

sphere, and there will be differences in the representation of adjustments compared with the

free simulation due to the differing background atmosphere. From the remaining three values

of G tested, the 1/6 h−1 case performs better at suppressing adjustment of u, v, and θ and is

comparable across the control errors to the weaker nudged cases.

Secondly, the impact of including nudging in the lower model levels can likewise be sum-

marised as follows:

• Lower level nudging improves suppression of the u, v, and θ adjustments in the lower

levels;

• In the free troposphere and stratosphere, lower level nudging nudging negatively impacts

suppressing the θ adjustment but improves suppression of the u and v adjustment;

• Lower level nudging reduces control error for u, v and TOA flux, but increases the control

error for θ;

• Lower level nudging also introduces some spurious control errors and spurious localised

areas of adjustment in u, v, and θ, particularly over central Africa;

• The more consistent suppression of θ across the atmosphere when applying nudging to the

lower levels reduces erroneous stability changes and corresponding cloud adjustment.

• The lower nudging ramp had little effect.

The fifth point is potentially a very significant one given the importance of clouds in aerosol

radiative adjustments. It could be the reason for the less negative ERF when nudging the

lower levels relative to the simulation pair with the same G value (1/6 h−1) without lower lev-

els nudged (fig. 2.10), since nudging the lower levels avoids the artificial increase in low cloud

fraction. Based particularly on this point, as well as the improvement in adjustment suppres-

sion in the lower model levels, using lower level nudging appears to be better for process denial

experiments involving θ nudging. This is despite the poorer suppression of θ adjustment in the

free troposphere and stratosphere, and areas of spurious localised adjustment and control error,

when nudging the lower model levels. Including the lower nudging ramp or not appears to make

little difference.

These results demonstrate that, when nudging θ or other temperature-like quantities, nudg-

ing to lower levels is important to avoid introducing artificial stability changes at the level below

which nudging is applied from. For the nudging methodology used here this is important: per-

turbed simulations are expected to have systematic differences in temperature to the control

simulation that they are nudged towards due to the perturbation of aerosol, and so artificial sta-

bility changes should be expected if no nudging the lower levels. With cloud being of particular
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interest in the adjustments arising from aerosol forcing, avoiding artificial cloud changes is par-

ticularly important. However, this effect could also apply to studies nudging temperature-like

quantities more generally: for example, if a model with a known bias in temperature is nudged

towards a reanalysis one might expect similar artificial changes in stability to occur. While

differences in orography prevent reliably nudging the lower models when nudging to reanalysis

datasets to avoid this issue, other studies should consider this effect may affect results, partic-

ularly where stability or cloud responses are of particular importance to the study. However it

should be noted that in the uv-nudged simulations the lower level nudging made less difference,

with u and v adjustments and control errors in the uv-nudged simulations without lower level

nudging being similar over the lower levels to the nudged levels, particularly for lower values of

G, similar to the findings of Sun et al. (2019).

Thirdly, including nudging of the lowermost model level or not made little difference. While

nudging the lowermost level does decrease u and v control errors by a small amount, the main

differences are the improved suppression of θ adjustment at the lower few model levels, worse

suppression of θ adjustment at all higher levels, and a larger uncertainty in the ERF when

nudging the lowermost level. While the improved θ adjustment suppression at the surface could

help ensure temperature mediated adjustments are suppressed, the increased ERF uncertainty

would make it harder to draw significant conclusions from the results. It is also not obvious

what causes the ERF uncertainty. While nudging this extra level seems less important than the

value of G or whether to nudge the lower 10 levels, it is concluded here that not nudging this

level is more effective.

Finally, increasing the time resolution of the nudging input does appear to decrease the θ

control error but does not seem to decrease the θ adjustment. Effectively this suggests that

with higher time resolution input the nudging is able to better reduce the bias when nudging

towards the same atmospheric state, in agreement with the findings of Zhang et al. (2022) and

Davis et al. (2022). However, when nudging towards an atmospheric state with different aerosol

emissions the increased time resolution of nudging input does not reduce the bias. This could be

because in the perturbed simulations the nudging is trying to overcome systematic differences in

θ between the nudging input and the ‘natural’ state of the simulations, meaning small differences

in the ‘target’ (nudging input) of the nudging make little difference. Conversely in the control

simulations the nudging is only working to constrain differences in internal variability, meaning

much of the control error will arise from smaller differences that the extra precision in the target

can help reduce. Additionally, the results of the simulation pair with 3 hourly input and G =

1/3 h−1 indicate that increasing the time resolution of the input does not allow stronger nudging

to be used without loss to the control error. Indeed the control error and adjustment appeared

similar to the simulation pair using the same value of G but with 6 hourly input aside from

the differences due to lack of lower level nudging in that simulation pair. This may suggest the

input resolution is a less important setting to consider than the value of G and the levels nudged.

In terms of an optimum setting for input time resolution, the results indicate that control

errors can be reduced by a large percentage just by increasing the resolution to 3 hourly from
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6 hourly. Increasing resolution to 1 hourly makes less difference. This is similar to the findings

of Zhang et al. (2022) who found only marginal reductions in the bias between nudging input

and a nudged simulation when going from 3 to 1 hourly input. However, the reduced control

error of the 3 hourly input simulation must be measured against the extra data storage required,

which was doubled relative to 6 hourly nudging input; and the extra computation time, which

only increased slightly for the actual simulation but did require longer pre-processing time also.

While not a rigorous investigation, from the results presented here it was determined here that,

without any decrease in the adjustment as well as control error, it was not worth increasing the

time resolution to 3 hourly for the final experiments used in the following chapter. However,

it should be stressed the investigation into varying time resolution here was limited to only 1

year simulations and investigating θ adjustments and control error only; a more detailed inves-

tigation of the effects of higher resolution input on this methodology could therefore be valuable.

Following from the analysis of each investigated aspect of the nudging setup the optimum

settings were determined as G = 1/6 h−1, with nudging applied to the lower levels, without

including nudging of the lowermost level or a lower nudging ramp, and using 6 hourly time

resolution of input. This corresponds to one of the simulation setups in the second set of test

simulations. While the decision to not use a lower nudging ramp was somewhat arbitrary, be-

cause having a lower ramp does not appear to improve the simulation at all it could be considered

better to not include it by default. This is the nudging setup used in chapter 3 to apply the

nudging methodology outlined in this chapter to aerosol perturbation and its radiative adjust-

ments.

2.8 Conclusions

This chapter presents an assessment of the effects of varying a number of nudging settings,

specifically in the context of using nudging as a mechanism denial tool for investigating radia-

tive adjustments, using SU as an example. The results suggest that the optimum value of G for

this methodology using UKESM1 was found to be 1/6 h−1. This is at the high end of values

typically used in studies of radiative forcing that apply nudging in general circulation models.

This stronger nudging may be necessary with this methodology because, unlike most nudging

studies in which nudging is used to ‘course correct’ a simulation by nudging to a reanalysis,

here nudging is used to suppress an intentional difference between the nudged simulation and

nudging input, namely aerosol adjustments.

Nudging the lower model levels was found to be important due to the risk of causing arti-

ficial stability changes at the lowest height nudging is applied at, which can cause an artificial

cloud response. This effect could occur in other studies if the nudging input used is expected to

have a systematic difference in temperature to the simulation being nudged, such as if a model is

known to have a large temperature bias relative to a reanalysis dataset being nudged to. Studies

using nudging should therefore check whether this artificial stability change occurs and consider

whether it affects cloud responses. This could be done by testing the application of nudging
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from different levels in the lower troposphere. However, this may only be possible when nudging

to output from a model using the same orography rather than a reanalysis.

From these results, using G=1/6 h−1 with lower level nudging is identified as the optimal

nudging setup for applying the mechanism denial methodology to SU and BC radiative adjust-

ments with UKESM1. However, it is clear there are limitations even in this optimal case. In

particular, across a number of different nudging setups large differences in cloud in the nudged

control simulations versus the free control were identified, which could affect the representation

of cloud adjustments in the nudged simulations pairs. Across all of the uvθ-nudged simulation

pairs there was a weak suppression of the θ adjustment, achieving only ∼60% reduction through

much of troposphere but less over the lower levels, and a θ adjustment in the stratosphere of

opposite sign to that in the free simulation pair. While using higher time resolution nudging

input might be useful, a limited test suggested that using higher time resolution nudging input

does not improve suppression of θ adjustment. However this was only a limited test and using

higher time resolution did reduce the bias in θ between the nudged control simulations and

nudging input, as found in other studies. Further work is therefore required to fully investigate

the use of higher resolution nudging input.

2.9 Recommendations for nudging settings for different pur-

poses

As well as the discussion given above, a list of approximate recommendations is given for differ-

ent applications of nudging. These recommendations draw from both the results found in this

chapter as well as the literature review given in section 1.3.4. As such these recommendations

are most applicable to the use of nudging in UKESM1 (and the UM more broadly). Some

recommendations, such as which variables to nudge and the nudging input source are likely

to be fairly applicable to nudging in other models too, while others such as G and input time

resolution may vary considerably between models. The recommendations are outlined in table

2.2, and explained in more detail below.

When thinking about the most appropriate settings to use, the aims in terms of both adjust-

ments and control errors can be considered. When constraining a single simulation to specific

meteorology, the aim should generally be to minimise the control error, this simply being the

difference between the simulation and the input. When reducing the integration length for

calculations of ERF or radiative adjustments, the aim is to constrain the natural variability.

However, this is not intended to constrain the simulation to any particular values, only to in-

crease consistency of variability between a pair of simulations. As such, the control error should

be minimised but the adjustment ideally would be unaffected, since suppressing it can affect

the ERF. Some suppression of adjustments will be unavoidable, however. By contrast, when

seeking to deny specific mechanisms to isolate their effects the primary aim is to suppress the

adjustments, whilst ideally minimising the control error too. It is also worth noting that, in

the first case when constraining to specific meteorology, when constraining a pair of simulations
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Table 2.2: A list of recommended settings for nudging for different applications of nudging. The applications considered

are specifically: nudging to constrain a model to a specific (usually observed/reanalysis) meteorology; nudging to reduce

necessary integration time by constraining natural variability to be the same in a pair of simulations; and nudging to suppress

the circulation and/or atmospheric temperature response to isolate the effects of these responses. These recommendations

are primarily made for using nudging in UKESM1, but may apply more broadly to other models in some cases. It should

also be noted that some of these settings will depend on others: for example G may depend on the input time resolution,

and whether θ is required to be nudged for the intended purpose. ‘BL’ = boundary layer

Nudging

setting

Constraining to

specific meteorology

Reducing integration

time

Mechanism denial

Variables

nudged

u,v; θ if necessary u,v u,v for circulation; θ for

atmospheric temperature

Nudging

input source

Source of specific

meteorology (usually

reanalysis)

Same model output

(e.g. PiClim for

CMIP)

Same model output

G Depends on exact aim Weaker: 1/24 h−1 (or

possibly weaker)

Stronger: 1/6 (or 1/12

h−1 if just uv-nudging)

Nudged

level range

Depends on exact aim Above BL, unless

nudging θ

Above BL, unless

nudging θ

Input time

resolution

3 hourly 3 hourly 3 hourly is better but 6

hourly may be sufficient

Is nudging

suitable?

Yes Depends on outputs of

interest: just aci or

WMGHGs - yes;

overall ERF - maybe

Okay for circulation

adjustment; less effective

for temperature

adjustment
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with some perturbation between them the recommendations will be similar to constraining a

single simulation, but may depend on the exact purpose. With this thought process in mind

each setting can be considered in turn below:

Variables nudged

For constraining to a specific meteorology, the variables nudged will be largely determined

by the specifics of the intended purpose. In most case just nudging the horizontal winds may

be sufficient. However, if processes strongly dependent on temperature, such as atmospheric

chemistry, need to be matched between the simulation and the input then it may be necessary

to nudge θ as well (Davis et al., 2022). For reducing integration time it is best to only nudge the

horizontal winds, as nudging θ can affect ERF too much. For mechanism denial the variables

nudged obviously depend on what processes are intended to be suppressed.

Nudging input source

When constraining to specific meteorology the source will be whatever meteorology is in-

tended to be replicated by the simulation, usually a reanalysis dataset. For reducing integration

time where the aim is to reduce control error but leave adjustments as unaffected as possible,

nudging to output from the same model is likely to be better than nudging to reanalysis since

there will be fewer differences between the simulation and the nudging input. One obstacle

here is that a suitable model simulation may not already be available to use for nudging input,

whereas reanalysis data is readily available. However, in many cases a suitable simulation form

the same model could be found. For Climate Model Intercomparison Project (CMIP) experi-

ments for example, a PI fSST control (PiClim) experiment is likely to be a reasonable choice

of nudging input for any timeslice fSST experiments. The same recommendation applies to

mechanism denial experiments.

G

For constraining to specific meteorology the value of G to use depends on the exact pur-

pose. If only approximate conditions are required a lower value of G (1/12 or 1/24 h−1) may

be sufficient; if replicating the input more exactly is required, stronger nudging (1/6 h−1) will

help reduce the control error more in most cases. For reducing integration length, the results

found here suggest that, when nudging only horizontal winds, the lowest value of G used (1/24

h−1) may be best. Using G = 1/24 h−1 with uv-nudging resulted in the least suppression of u,

v and θ adjustments relative to the free simulation pair, generally low control errors across u,

v, θ and TOA radiative fluxes, and only a small change in ERF. It is worth noting that an even

lower value of G could be more effective for this purpose, but this is not pursued further here.

For mechanism denial experiments, G must be higher because of the need to actively suppress

processes. As described in the discussion of the optimum nudging setup, this was found to be

G = 1/6 h−1 (though using G = 1/12 h−1 could be sufficient for uv-nudging only).
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Nudged level range

For constraining to specific meteorology, again the exact purpose should determine whether

nudging lower levels is important, for example, whether the focus of the study is on lower tropo-

sphere changes or upper troposphere and stratosphere. However, if θ is to be nudged, then the

lower model levels should be nudged regardless. For reducing integration time the results suggest

that nudging the lower levels had little effect on control error and adjustments in the uv-nudged

case. Assuming the constraint of natural variability is approximately the same whether nudging

the lower levels or not, one could suggest that avoiding nudging those levels may be better,

simply to avoid over-constraining the model. However, this has not been tested thoroughly, and

could be further investigated. For mechanism denial the recommendation is similar: if nudging

just horizontal winds, nudging the lower levels makes little difference; for nudging θ, the lower

levels should be nudged.

Input time resolution

While only a small test was carried out here, the results indicated that control error in θ

can be reduced by nudging to 3 hourly input vs 6 hourly input, but with little further improve-

ment using 1 hourly input. The studies by Zhang et al. (2022) and Davis et al. (2022) also

noted improvements when nudging to higher resolution nudging input. As such, for constrain-

ing to specific meteorology or reducing nudging integration time it may be advisable to use 3

hourly nudging. However, the benefits of using 3 hourly nudging input should still be consid-

ered against available computing resources. For mechanism denial increasing the nudging input

time resolution did not increase the suppression of adjustments much, which is more impor-

tant for this use case than minimising the control error. As such, it may be less worthwhile to

use 3 hourly input for mechanism denial experiments, though further work could investigate this.

Suitability of nudging

While somewhat subjective, it is worth commenting on how suitable nudging is for achieving

each purpose. For constraining a simulation to specific meteorology, nudging could be consid-

ered suitable, since this is the most direct effect of nudging and nudging can achieve low control

errors when optimal settings are used. For reducing integration time, the effect of nudging on

radiative adjustments, and consequently ERF, brings into question how suitable nudging is as

a tool. In some cases these effects may be insignificant, such as calculating aci effects from an

aerosol perturbation, as suggested by (Johnson et al., 2019). For example, one could calculate

aci radiative effects due to an aerosol perturbation, by taking the difference in ERF calculated

from two pairs of nudged simulations, one with aci effects switched on and one without. While

nudging will affect radiative adjustments other than aci it should do so similarly in each pair

and so the effects will cancel, while the effect of aci should be relatively unaffected by nudg-

ing. However, if overall ERF is of interest and something is perturbed that causes significant

radiative adjustments, such as aerosols, the results shown here suggest that any nudging can

effect the overall ERF. If lower values of G than 1/24 h−1 are used, this difference may be re-

duced, and could be investigated in future work. Finally for mechanism denial experiments, as
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explained in more detail in the conclusions, nudging may be an effective technique for investigat-

ing circulation-mediated adjustments, but is less effective for atmospheric temperature-mediated

adjustments.
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Chapter 3

Results from applying model

nudging process denial experiments

to anthropogenic sulphate and black

carbon aerosol radiative adjustments

3.1 Introduction and methods

This chapter presents results from using the nudging mechanism denial method outlined in sec-

tion 2.2 to isolate radiative adjustments from PI to PD perturbation of anthropogenic SU and

BC emissions in UKESM1. These results are produced using the same UKESM1 control and

SU perturbed fSST free running simulations used in chapter 2 and control and SU perturbed

uv and uvθ-nudged simulations that used the optimum nudging setup identified in section 2.7.

Specifically this nudging setup uses G = 1/6 h−1, nudging applied from model level 2 (∼50

m) to 82 (∼70 km), and 6 hourly nudging input. In addition, one free, one uv-nudged and

one uvθ-nudged simulation with BC perturbed were conducted, using the same nudging setup

for the nudged simulations. To clarify, these simulations use the model/simulation setup and

nudging code described in sections 2.3 and 2.4 respectively, with the free simulations being 35

years with 1 year for spinup, and the nudged simulations 5 years with 1 year for spinup.

While the results presented in chapter 2 focused on evaluating the performance of different

nudging setups for the mechanism denial methodology, this chapter focuses on the results from

applying this methodology, particularly focusing on different adjustments and their associated

radiative impacts. As with the results from chapter 2, all results presented in this chapter are

determined using multi-annual means integrated over the run length (minus 1 year spinup) of

simulations unless otherwise stated and all uncertainties given are calculated as two times the

standard error of the multiannual mean. References to statistical significance for all results

are based on difference with two standard errors, implying statistical significance at the 95 %

confidence limit assuming a normal distribution.

This chapter is structured as follows. Firstly, results concerning the effectiveness of the
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nudging methodology in suppressing circulation and atmospheric temperature adjustments are

presented. These results somewhat overlap with those presented for SU perturbation experi-

ments in 2.6, but focus solely on the best case nudging setup, which is used in this chapter,

and introduce results for the BC perturbed simulations as well as SU. Secondly, a breakdown of

radiative forcing across the free, uv-nudged and uvθ-nudged and different sky types is presented.

This is followed by results of the cloud adjustments and then other adjustments (temperature,

humidity) across the different simulations. Finally a discussion of the results and what can be

learned about aerosol radiative adjustments is given, as well as suggestions for improvements to

the nudging methodology.

3.2 Effectiveness of nudging for suppressing adjustments

Figure 3.1 illustrates profiles of multi-annual level mean adjustments in θ and northward wind

speed arising from SU and BC Pi to PD perturbation. The adjustment in the free simulation pair

can be compared with that of the nudged simulations to assess how well the nudging suppresses

adjustments. As explained in section 2.6, ideally nudging would cause the wind speed adjust-

ments to be zero and the θ adjustment zero in the uvθ-nudged simulation pair. Also because

adjustment of the horizontal wind fields is harder to characterise with simple level-averaged

means the root mean square (RMS) of the multi-annual mean adjustment determined over each

level is used instead.

The free adjustment in θ to the SU forcing is characterised by a cooling of the troposphere,

with warming in the stratosphere (fig. 3.1c). In the uvθ-nudged simulation pair, the tropo-

spheric cooling response is partially suppressed, with an adjustment approximately half that

of the free θ adjustment across most of the troposphere. This however excludes the lowermost

model levels (<100m) where the adjustment remains almost as big as in the free simulation

pair. This response can be partly ascribed to the land surface temperature not being fixed and

the nudging extending to model level 2 (∼50 m) not the lowermost model level. In the strato-

sphere, the uvθ-nudged simulation pair also shows a cooling adjustment, increasing roughly

linearly with height, despite the free adjustment having a warming response. This suggests the

nudging is not just suppressing the adjustment, but introducing a new signal into the simulation.

Under BC forcing the θ adjustment in the free simulation pair is approximately opposite

that of SU in the troposphere, causing a warming effect. The uvθ-nudging is less effective at

suppressing the tropospheric temperature adjustment to BC than SU, with no reduction of the

θ adjustment between the free and uvθ-nudged below ∼1 km and between 3 to 5 km, and a

reduction of only <50 % between 1 and 3 km and in the upper troposphere. It is not clear

what could cause this difference between the two aerosols, but would suggest nudging is less

successful at suppressing temperature adjustments due to BC than SU in these experiments. In

the stratosphere, the uvθ-nudged BC perturbed case mirrors the SU perturbed case, continuing

to show a positive θ adjustment despite the free adjustment being negative.
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(a) v-wind (b) u-wind

(c) θ

Figure 3.1: Profiles of global level-mean adjustments in (a) northward wind (v), and (b) eastward wind (u), both in ms−1,

and (c) potential temperature, in K, in response to perturbation of SU or BC from 1850 to 2014 emissions calculated from

free, uv-nudged and uvθ-nudged control/perturbed simulation pairs using the optimum nudging setup identified in chapter

2. For potential temperature, the global model level mean of the multiannual mean adjustment is given. For horizontal

winds the root mean square (RMS) of the multiannual mean adjustment calculated over each model level is given to better

represent the mean adjustment.

For the SU perturbation, both the northward and eastward wind adjustments in both uv-

and uvθ-nudged simulation pairs are substantially suppressed relative to the free simulation pair

(fig. 3.1b and 3.1a). The uv-nudged simulation pair suppresses 60 to 70 % of the northward

wind adjustment below 2 km, 70 - 90 % between 2 and 20 km and >90 % above 20 km. The

uvθ-nudged simulation pair suppresses the northward wind adjustment even more effectively,

with >80 % of the adjustment suppressed at all levels. A similar result is found for eastward

wind adjustment, with uv-nudging suppressing >80 % of the adjustment below 2 km and >90

% above 2 km, and uvθ-nudging suppressing >90 % at all heights.

Under BC perturbation the wind adjustments are broadly similar. In the free case for both

eastward and northward wind speeds the adjustment is smaller than under SU perturbation,

but has very similar variation with altitude. Under uv- and uvθ-nudging the wind adjustments

are very similar to the SU case. Because the adjustment in the free case is smaller for BC than

SU, consequently the adjustment suppression could be considered slightly less effective in the

BC perturbed nudged simulations.
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Figure 3.2 illustrates profiles of control errors in θ and northward wind speed (Control er-

ror is defined in section 2.6). Like for the adjustments in figure 3.1, these use a multi-annual

level mean for θ and multi-annual level RMS for northward wind. For the θ control error, the

uvθ-nudged control has a small positive control error, being between 0.05 and 0.1 K warmer

than the free control in the troposphere. This is smaller than the free θ adjustment in the

troposphere seen in figure 3.1c, but of similar magnitude to the uvθ-nudged adjustment. In the

uv-nudged case the θ control error is between -0.1 and 0.1 K in the troposphere, which is less

than the free adjustment and similar to the uv-nudged adjustment. However in the stratosphere

the uv-nudged θ control error is much larger, varying between 1.8 and -1.4 K in the low and

mid stratosphere respectively. This raises some concern that only nudging the horizontal winds

may introduce spurious temperature responses in the stratosphere, which could have knock on

effects in the troposphere also.

(a) θ (b) v-wind

Figure 3.2: Profiles of global level-mean control error in (a) potential temperature, in K, and (b) northerly wind, in

ms−1, calculated between free control minus uv-nudged or uvθ-nudged control simulations. For potential temperature, the

global model level mean of the multiannual mean bias is given. For horizontal winds the root mean square (RMS) of the

multiannual mean control error calculated over each model level is given to better represent the mean control error. The

control error is determined using only years 2 to 5 from the free control to match the pattern of internal variability in the

nudging simulations.

For the northward wind control error, the uv- and uvθ-nudged control simulations have sim-

ilar control error magnitudes, with slight differences over height. These errors are of similar

magnitude to the nudged northward wind adjustments in figure 3.1a, although are larger be-

tween 13 to 18 km, and are smaller than the free northward wind adjustment by 70 to 90 %.

The control errors in the eastward wind have a similar profile. As such, the horizontal wind

control errors can be considered small relative to the adjustments being suppressed, suggesting

nudging is not introducing sizeable artefacts into the horizontal wind speed fields, increasing

confidence in the results.

It is clear from these results that while the nudging does suppress some of the adjustment

in θ and horizontal wind speeds in the troposphere, it does not totally suppress the adjustment,

particularly for θ. Nudging also introduces a number of unintended effects, including the large

cloud control errors noted in section 2.6. The incomplete suppression of adjustment and the
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artefacts introduced by nudging are likely to affect the results to some extent, particularly in

the uvθ-nudged case. With these limitations in mind, the remaining results consider the radia-

tive forcing of the circulation and atmospheric temperature adjustments and the mechanisms

through which they affect radiative forcing.

3.3 ERF and radiative adjustments from temperature and cir-

culation adjustments

The radiative forcing arising from circulation and temperature mediated adjustments are cal-

culated for SU and BC from the method outlined in figure 2.1 and equations 2.1 and 2.2.

These radiative forcings are illustrated in figure 3.3. For both aerosol types the circulation and

temperature mediated adjustments have opposite forcing to their ERF, acting to offset their

overall forcing. For SU the net temperature mediated (0.14 ± 0.04 W m−2) and circulation

adjustments (0.10 ± 0.08 W m−2) are both positive and significantly different from zero, with

the temperature mediated adjustment larger but within two standard errors of the circulation

adjustment magnitude. For BC, both are negative though only the net temperature mediated

adjustment (-0.25 ± 0.08 W m−2) is significantly different from zero (circulation adjustment:

-0.04 ± 0.07 W m−2). The temperature mediated adjustment is also a much larger fraction of

the ERF in the BC perturbed case than in the SU case, with a magnitude around 50 % of the

ERF compared to around 10 % in the SU perturbed case. For both species the temperature

adjustment arises from a larger shortwave (SW) component (positive for SU; negative for BC)

with a smaller offsetting LW component (negative for SU; positive for BC). As reported later,

this SW/LW pattern can be largely explained by cloud radiative adjustments, with increased

cloud resulting in negative SW forcing due to enhanced scattering of incoming solar radiation,

but positive LW forcing due to enhanced absorption of OLR (and vice versa for decreased cloud).

Table 3.1 further breaks down the radiative forcing due to 1850 to 2014 SU emissions pertur-

bation into the all sky, CRE, DRE and clear-clean sky components for the free, uv-nudged and

uvθ-nudged experiment pairs. In the free case, the negative ERF under SU perturbation can be

seen to arise mostly (∼60 %) from the CRE, but with a large (∼40 %) contribution from the

DRE, as expected from previous studies (Smith et al., 2018; O’Connor et al., 2021). The CRE

is dominated by a large negative SW forcing, indicative of an increase in scattering by cloud in

line with aci effects. There is also a smaller positive LW forcing, which is indicative of a decrease

in outgoing longwave radiation (OLR) due to clouds. This could be via increased cloud fraction

absorbing more OLR or decreased cloud top temperatures in response to aerosols as suggested

in Quaas et al. (2009).

These values are similar to the study of O’Connor et al. (2021) who also used UKESM1 with

perturbation of SU from PI to PD conditions. The all sky and SW CRE forcing from their study

and this one are within 2 standard errors. However, one small difference is that the LW CRE

found here is slightly larger than theirs (0.17 ± 0.02 Wm−2).
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(a) SU (b) BC

Figure 3.3: Effective radiative forcing (ERF), circulation-mediated adjustment radiative forcing and atmospheric

temperature-mediated adjustment radiative forcing, in Wm−2 due to perturbation of SU (a) and BC (b) from 1850 to

2014 emissions. The ERF is determined as the difference in TOA net down flux between the free control and free perturbed

SU/BC simulations. The circulation adjustment radiative forcing is determined as the difference between the free ERF

minus the radiative forcing from the uv-nudged simulation pair. The atmospheric temperature adjustment is determined

as the difference in forcing from uv-nudged simulation pair minus the forcing from the uvθ-nudged simulation pair. All are

global, multi-annual means in all-sky conditions. Numerical values are presented in tables 3.1 and 3.2.

The nudged simulation pairs have similar radiative forcing to the free pair in the DRE, but

with significant differences in the CRE and clear-clean sky. It is likely that DRE is affected

very little by the nudging because there should be little impact of circulation or temperature on

the direct aerosol interaction with radiation. In contrast, in the uv-nudged case the CRE has

a slightly stronger negative radiative forcing (-0.09 Wm−2), while in the uvθ-nudged simulation

pair the CRE has a considerably stronger negative forcing (-0.32 Wm−2). Consequently, the

circulation adjustment (free minus uv-nudged) and temperature adjustment (uv-nudged minus

uvθ-nudged) radiative forcing both principally arise from a positive change in the cloud radiative

forcing, with a stronger change in response to temperature adjustment.

While not an exact comparison, (Smith et al., 2018) reported ari cloud radiative adjustments

(i.e. excluding aci and surface albedo) amounting to ∼-0.4 and ∼-0.8 Wm−2 due to a five times

increase in SU from PD in HadGEM2 and HadGEM3 respectively (their figure S8). Dividing

their values by 5 approximate the perturbation from PI to PD emissions performed here, equiv-

alent to ∼-0.08 and ∼-0.16 Wm−2. These values are of the opposite sign to the CRE circulation-

(0.09 ±0.08 Wm−2) and atmospheric temperature-mediated (0.23 ±0.04 Wm−2) adjustments in

table 3.1. While the CRE in table 3.1 will include some effect of aci, this is unlikely to be large,

with most of the adjustment expected to be due to semi-direct effects. Therefore the results

here suggest an ari (semi-direct effect) radiative adjustment of the opposite sign for SU to their

study. It is worth noting however, 3 other models in their study reported smaller negative ari

cloud radiative adjustments, and two reported positive ari cloud radiative adjustments.

It is also worth noting that the difference in CRE between the free and uvθ-nudged simulation

pairs is primarily in the SW, with only a small change in forcing in the LW. This is consistent

with the temperature adjustment causing a decrease in low cloud, which would decrease SW

negative forcing but have a smaller effect on LW forcing, as described in the next section. By
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contrast the uv-nudged simulation pair CRE differs from the free pair by similar amounts in the

LW and SW, suggesting the circulation adjustment affects high cloud too.

Aside from the CRE, the clear-clean sky component of the forcing has a net value close to

zero in the free and uv-nudged cases. However, in the uvθ-nudged simulation pair both SW and

LW components are positively shifted resulting in a positive clear-clean response. This partially

offsets the stronger negative CRE in the uvθ-nudged case resulting in a smaller total (all sky)

temperature adjustment forcing.

Table 3.1: Radiative forcing due to perturbation of SU from 1850 to 2014 emissions, determined from free, uv-nudged and

uvθ-nudged control-perturbed simulation pairs. Circulation-mediated adjustment and temperature-mediated adjustment

calculated using equations 2.1 and 2.2 are also given. For each experiment the radiative forcing is given for all sky, DRE,

CRE, and clear-clean (residual) forcing components using the decomposition of Ghan (2013). Forcing components are

further subdivided into net, SW and LW forcing. All values are given in Wm−2.

Sky type Band Free uv-nudged uvθ-nudged Circ. adjust. Temp. adjust.

All Net -1.46±0.06 -1.55±0.02 -1.69±0.01 0.10±0.08 0.14±0.04

SW -1.82±0.06 -1.86±0.02 -2.03±0.02 0.04±0.08 0.17±0.05

LW 0.36±0.05 0.30±0.00 0.34±0.04 0.06±0.05 -0.03±0.04

DRE Net -0.63±0.01 -0.65±0.00 -0.64±0.01 0.02±0.02 -0.01±0.01

SW -0.67±0.02 -0.69±0.00 -0.68±0.01 0.02±0.02 -0.01±0.01

LW 0.04±0.01 0.04±0.00 0.04±0.00 0.00±0.01 0.00±0.00

CRE Net -0.84±0.06 -0.93±0.02 -1.16±0.02 0.09±0.08 0.23±0.04

SW -1.07±0.06 -1.10±0.02 -1.32±0.03 0.03±0.08 0.22±0.05

LW 0.23±0.03 0.17±0.00 0.16±0.02 0.05±0.03 0.01±0.02

ClearClean Net 0.02±0.04 0.02±0.00 0.11±0.02 -0.01±0.04 -0.09±0.03

SW -0.08±0.03 -0.07±0.00 -0.03±0.00 -0.01±0.03 -0.04±0.00

LW 0.10±0.04 0.09±0.00 0.14±0.02 0.01±0.04 -0.05±0.03

Considering the same breakdown for BC (Table 3.2), the positive forcing in the free simu-

lation pair arises primarily (∼ 95%) from the DRE with only a small net positive contribution

from the CRE. The small CRE results from a positive SW forcing mostly offset by a negative

LW forcing. This is different to results from other models which tend to indicate a larger nega-

tive net CRE for BC resulting from increased low cloud and decreased high cloud (Stjern et al.,

2017), a difference that has been noted in previous studies using UKESM1 (Johnson et al., 2019;

O’Connor et al., 2021).

As with SU these values can be closely compared with those of O’Connor et al. (2021), who

perofmred a similar PI to PD BC perturbation to that performed here. Unlike for SU, the

total all sky radiative forcing here (0.53 ± 0.06 Wm−2) is larger than in their study (0.37 ±
0.03 Wm−2). This difference mostly arises from a larger SW forcing from the DRE here than

their clear sky forcing (DRE + clearclean). The SW CRE found here is also larger (0.26 ±
0.04 Wm−2) than theirs (0.15 ± 0.02 Wm−2). However, it is worth noting that in both studies
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the LW and SW CRE are of similar magnitudes, unlike for SU where the SW effect dominated

strongly, suggesting high cloud changes are important for BC radiative adjustments, not just

low cloud.

As with the perturbed SU experiments, the DRE is unchanged between the free and nudged

simulations. Unlike in the SU experiments, the uv-nudged simulation pair has a similar CRE

forcing to the free case, within two standard errors. However the SW and LW components of

the uv-nudged CRE are both significantly smaller in magnitude than in the free CRE. This

could suggest the circulation adjustment suppresses some cloud response in the uv-nudged case,

particularly high cloud that may affect the LW forcing more than the SW. The uvθ-nudged CRE

by contrast is much more strongly positive than the CRE in the free simulation pair, with a

SW forcing more than twice the amount but a similar LW forcing (within two standard errors).

This may suggest a strong low cloud increase due to the temperature adjustment is present in

the free case, which acts to reduce the net positive forcing compared to in the uvθ-nudged case

where temperature adjustment is suppressed (see next section). As with the SU experiments,

the clear-clean sky response is strongest in the uvθ-nudged case, acting to reduce the all sky

forcing difference between the uvθ-nudged simulation pair and free and uv-nudged simulation

pairs.

Comparing these results with other studies, Smith et al. (2018) reported a cloud radiative

adjustment of ∼-0.7 ± 0.3 Wm−2 for a 10 times increase in BC emissions relative to PD. Dividing

their value by 10 (∼-0.07 ± 0.03 Wm−2), their value is smaller than the total CRE circulation

and atmospheric temperature-mediated radiative adjustment in table 3.2 (-0.36 ± 0.12Wm−2).

While the value reported here will include adjustment due to aci effects and theirs excludes the

first indirect effect, one can assume that most of the CRE for BC will be via ari (semi-direct

effects) rather than aci adjustments. As such the radiative adjustment due to ari cloud effects

in this work for BC appear to be large compared to the average from their study. One model in

their study did have a much larger cloud radiative adjustment, however even this when divided

by 10 (∼ 0.24 Wm−2; their figure S3) would be smaller than the combined circulation- and

atmospheric temperature-mediated adjustment found here.

Figure 3.4 illustrates the spatial pattern of the all sky net TOA forcing for the 1850 to 2014

SU and BC perturbations. The spatial pattern of the ERF is broadly similar for the two species

(some exceptions being over the Congo basin, Arabia, the Amazon and the coast of Peru) but of

opposite sign (fig. 3.4a and 3.4b). This could be explained by the two aerosols having a broadly

similar spatial distribution of emissions, aside from some areas (e.g. tropical or boreal forest

biomass burning emissions). Both species show a stronger radiative forcing over land than sea,

with especially strong forcing near to significant emission regions in south and east Asia. Over

sea, the forcing is generally negative for SU except in areas of the Southern Pacific and Southern

Ocean, whereas for BC the ERF over sea is more varied.

The uv-nudged forcing has a similar spatial pattern to the ERF for both species (fig. 3.4c

and 3.4d). The main difference to the free simulation pair is a suppression of noise, particu-
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Table 3.2: Radiative forcing due to perturbation of BC from 1850 to 2014 emissions, determined from free, uv-nudged and

uvθ-nudged control-perturbed simulation pairs. Circulation-mediated adjustment and temperature-mediated adjustment

calculated using equations 2.1 and 2.2 are also given. For each experiment radiative forcing is given for all sky, DRE, CRE,

and clear-clean (residual) forcing components using the decomposition of Ghan (2013). Forcing components are further

subdivided into net, SW and LW forcing. All values are given in Wm−2.

Sky type Band Free uv-nudged uvθ-nudged Circ. adjust. Temp. adjust.

All Net 0.53±0.06 0.57±0.01 0.82±0.07 -0.04±0.07 -0.25±0.08

SW 0.76±0.05 0.72±0.00 1.09±0.12 0.04±0.06 -0.37±0.12

LW -0.23±0.05 -0.15±0.01 -0.27±0.06 -0.07±0.06 0.12±0.07

DRE Net 0.50±0.01 0.50±0.01 0.51±0.03 0.00±0.02 -0.01±0.04

SW 0.50±0.02 0.50±0.01 0.51±0.03 0.00±0.03 -0.01±0.03

LW 0.00±0.01 0.00±0.00 0.00±0.00 0.00±0.01 0.0±0.00

CRE Net 0.07±0.05 0.11±0.00 0.44±0.05 -0.03±0.06 -0.33±0.06

SW 0.26±0.04 0.21±0.00 0.57±0.09 0.05±0.05 -0.37±0.09

LW -0.19±0.03 -0.10±0.01 -0.13±0.04 -0.09±0.03 0.03±0.05

ClearClean Net -0.04±0.04 -0.04±0.00 -0.13±0.02 0.00±0.04 0.09±0.02

SW 0.00±0.03 0.01±0.00 0.01±0.01 -0.01±0.04 0.01±0.01

LW -0.04±0.04 -0.06±0.01 -0.14±0.02 0.01±0.05 0.08±0.03

larly noticeable over oceans, illustrating the effect of nudging the horizontal winds bringing the

nudged simulation intrinsic variability closer to the nudging reference data. However, there are

also differences over areas with larger forcing, in particular over ocean areas along the western

coast of North and South America and over eastern China under SU perturbation.

The uvθ-nudged forcing has a similar spatial pattern to the ERF over land for both species,

but differs over the ocean particularly for BC (figures 3.4e and 3.4f). Specifically, there is a

significant positive forcing along the western coasts of several landmasses, with a smaller posi-

tive forcing along the storm tracks, in the BC perturbed case, that is not seen in the ERF. For

SU, although the ERF shows areas of negative forcing in similar regions along the western costs

of landmasses already, there is a stronger negative forcing in these regions in the uvθ-nudged

case, and a negative forcing along the southern hemisphere storm track. As discussed in section

1.3.5, previous studies have found that increased BC emissions can cause an increase in ma-

rine stratocumulus cloud in these regions as part of the semi-direct effect, resulting in a overall

negative radiative forcing due to increased scattering in the SW. Therefore, it seems likely the

stronger positive forcing in these regions in the uvθ-nudged BC case is a result of less marine

stratocumulus cloud. For SU, given the pattern is very similar, it seems likely the stronger

negative forcing in the uvθ-nudged case is related to increased marine stratocumulus, and thus

more scattering in the SW occurring.

By contrast over land there is relatively little difference between the uv-nudged and uvθ-

nudged forcings. There is a weaker negative forcing over northern mid- and high-latitude land

in the uvθ-nudged SU perturbation, though this is smaller than the difference in marine stra-
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(a) ERF (Free SU) (b) ERF (Free BC)

(c) uv-nudged SU (d) uv-nudged BC

(e) uvθ-nudged SU (f) uvθ-nudged BC

Figure 3.4: Multiannual mean TOA all sky radiative forcing due to 1850 to 2014 perturbation of SU (a, c, e) or BC (b,

d, f), determined for (a,b) free (=ERF), (c,d) uv-nudged, and (e,f) uvθ-nudged simulation pairs.

tocumulus regions. In the BC perturbed case there is less change over land, with only a small

decrease in the positive forcing over central South America and south east Asia. The SU per-

turbed uvθ-nudged case also exhibits a positive forcing over central Africa, and a slight negative

forcing in a similar region for the BC perturbation, however this is likely due to spurious adjust-

ments in the horizontal winds and potential temperature fields introduced by nudging rather

than a real effect, as noted earlier in section 2.6.
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3.4 Cloud response to aerosol perturbation

3.4.1 Low cloud adjustments

Given that most of the temperature- and circulation-mediated radiative adjustment forcing can

be ascribed to the CRE, it should be possible to identify spatial patterns in the cloud adjust-

ment that explain the radiative adjustment forcing. Figure 3.5 illustrates the adjustment in low

cloud cover arising in each of the experiment pairs for SU and BC perturbations as well as the

low cloud cover from the free control as a baseline for comparison. Low cloud is represented by

taking the maximum cloud volume fraction across levels 3 to 16 (∼75 to ∼2000 m above the

surface) for each grid point. Low cloud adjustment is represented by taking the maximum cloud

volume fraction across model levels 3 to 16 for the control and perturbed simulations for each

grid point, and differencing these fields. This representation is chosen because of the variation

in typical cloud heights over different latitudes, which would make a mean over a level range

less useful. However, similar interpretations can be drawn from means across the same model

level ranges (not shown).

In the free simulation pair with SU perturbation (fig. 3.5b) there is an increase in low cloud

cover over some land areas, particularly in Eurasia and North America. Over oceans the signal

is less clear with areas of both increased and decreased cloud cover. In the free BC perturbation

(fig. 3.5c), the response over land is less clear, with the sign of the response varying by region.

Over the oceans there is a similarly variable pattern in the sign of cloud response. The low cloud

response is similar for both aerosols over the mid and high southern latitudes.

The main effect of the uv-nudging on low cloud adjustment appears to be the suppression of

noise. In both SU perturbed (fig.3.5d) and BC perturbed (fig. 3.5e) simulation pairs the cloud

adjustment is reduced considerably in all areas, except close to strong anthropogenic aerosol

emission sources in south-east Asia. This is particularly noticeable over the Southern Hemi-

sphere, where there are few anthropogenic aerosol sources.

Beyond suppressing noise, in the SU case, the uv-nudging reduces the low cloud increase over

Eurasia and North America seen in the free simulation pair. Over the oceans there are also areas

of increased cloud in the marine stratocumulus regions along the western edges of Africa and

North and South America in particular, though the signal is weak. Following equation 2.1, these

responses can be inferred as the result of suppressing circulation adjustments in the uv-nudged

case, which appears to affect the low cloud response to SU forcing over these regions. In the BC

case by contrast there is no distinct change in the adjustment beyond the noise suppression.

For the uvθ-nudged pair with SU perturbation (fig. 3.5f), two patterns are apparent in

particular. Firstly, over land the positive cloud response is even weaker than in the uv-nudged

case. This indicates the atmospheric temperature adjustment is responsible for some of the

cloud increase over land seen in the free case, since suppressing the temperature adjustment

here reduces the cloud response. Secondly, there is a pattern of strongly increased cloud over
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Figure 3.5: Multiannual mean low cloud volume fraction and its adjustment across simulations. (a) Low cloud in the free

control, which is represented by the maximum cloud volume fraction over model levels 3 to 16 (∼75 to ∼2000 m above mean

sea level for points over sea) at each grid point for the control. Low cloud adjustment due to 1850 to 2014 perturbations of

SU (b, d, f) or BC (c, e, g) determined for (b,c) free, (d,e) uv-nudged and (f,g) uvθ-nudged simulation pairs, represented

by taking the level with maximum cloud volume fraction over model levels 3 to 16 for each grid point for the control and

perturbed simulations, and differencing these fields.

the marine stratocumulus regions and along the jet stream paths. This suggests that the at-

mospheric temperature adjustment causes a decrease in cloud fraction over these regions, that

would otherwise be seen in the free case, since the pattern only emerges when the temperature

adjustment is suppressed. In the BC case (fig. 3.5g) the same spatial pattern of cloud response

is also evident, though with a decreased cloud fraction, implying the atmospheric temperature

adjustment causes an increase in cloud in these regions.

Comparing the low cloud adjustment with the findings from the radiative forcing maps in
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figure 3.4, it is clear that the negative forcing over marine stratocumulus regions in the uvθ-

nudged SU perturbed simulation pair (fig. 3.4e) corresponds to an increase in low cloud in

these regions (fig. 3.5f). A similar observation can be made for the BC case with a positive

forcing in these regions (fig. 3.4f) and decreased low cloud (fig. 3.5g). What is less clear is

what causes these opposite, but similar magnitude, marine stratocumulus responses. In the SU

perturbed uvθ-nudged case, the marine stratocumulus increase could possibly be explained by

aci adjustments, with the increase in SU acting to increase the (time averaged) cloud fraction

by increasing cloud lifetime. However, the same mechanism could not apply in the BC case,

since there is a decrease in marine stratocumulus cloud cover in the BC perturbed uvθ-nudged

case. While BC is known to affect marine stratocumulus via semi-direct effects as described

earlier, the decreased cloud fraction in these regions is greatest in the uvθ-nudged case, where

θ adjustment is suppressed, and largely absent from the uv-nudged and free cases. Therefore it

seems unlikely this response results from the semi-direct effect.

An alternative hypothesis for the marine stratocumulus decrease in the BC case could be

that BC emissions cause a decrease in other CCN in these regions. This effect has been noted

previously by other studies which have found that over polluted areas BC particles (particularly

from fossil fuel emissions) can cause a decrease in viable CCN by acting as a sink for aerosol

precursor gases, limiting growth of existing soluble particles that more readily act as CCN (Koch

et al., 2011; Johnson et al., 2019). In the BC perturbed case we find a reduction in SU mass

mixing ratio around south and east Asia, where BC burden is particularly high, in line with

this mechanism, illustrated in figure 3.6. However, over marine stratocumulus regions, which

are not so polluted, we found that SU mass mixing ratios decreased by only a few percent or

not at all. The SU burden also typically decreased most in the BC perturbed free case (fig.

3.6a), less in the uv-nudged case (fig. 3.6b), and least in the uvθ-nudged case (fig. 3.6c) over

marine stratocumulus regions and south and east Asia. Since no clear pattern of cloud decrease

is observed in the stratocumulus regions in the BC perturbed free and uv-nudged cases, and

over south and east Asia the cloud decrease is greater in the nudged cases than the free case,

this suggests these changes in SU caused by BC are too small to result in the large low cloud

increases seen over the marine stratocumulus regions.

As well as the cause of the low cloud response in the BC perturbed uvθ-nudged case being

unclear, it is not clear why the cloud adjustment in the marine stratocumulus regions is absent

in the uv-nudged case. This could possibly be explained by temperature mediated adjustments

(specifically semi-direct effects) in the uv-nudged case causing a positive low cloud adjustment

that offsets the decrease in the uvθ-nudged case (where temperature-mediated adjustments are

suppressed). It is also unclear why the magnitude of low cloud adjustment in these regions is

similar for BC and SU; it may suggest that both are a result of a similar mechanism rather than

the low cloud response in the SU uvθ-nudged case being a result of aci adjustments.

To further understand the low cloud response, we can consider the adjustment in lower tro-

pospheric stability (LTS). This is particularly useful for understanding atmospheric temperature

adjustments, where cloud responses under the semi-direct effect are known to relate to changes
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Figure 3.6: Multiannual mean adjustment in SU mass mixing ratio burden at model level 11 (∼ 1 km) due to 1850 to

2014 BC emissions perturbation, for (a) free, (b) uv-nudged and (c) uvθ-nudged simulations pairs. Plotted as a percentage

change of the SU burden in the free control, and only negative adjustments are shown.

in stability caused by aerosol forcing (Herbert et al., 2020). Figure 3.7 illustrates the lower

tropospheric stability and its adjustment across the simulation pairs. LTS is approximated as

θ20−θ1, where the subscript denotes the model level, with level 20 at approximately 3 km above

mean sea level and level 1 the lowermost atmospheric level.

In the free control it can be seen that there is already higher LTS over the marine stratocu-

mulus regions than elsewhere over oceans (fig. 3.7a). In the free SU perturbed case, the LTS

generally decreases over oceans, especially over the northern storm track, and to a lesser extent

over most of the marine stratocumulus regions, while it increases particularly over areas of land

in Eurasia and North America. In the free BC perturbed case there is generally an increase in

LTS over both land and oceans, though excluding the Southern Ocean and Antarctica.

In the uv-nudged SU perturbed case, compared with the free adjustment, much of the LTS

adjustment in the southern hemisphere is absent, suggesting much of it was noise in the free

case. The LTS increase over North America and Eurasia is still present but reduced, while there

remains a decrease in LTS over mid and high northern latitude ocean which is more uniform

than in the free case. In the uv-nudged BC perturbed case there is a very similar pattern LTS

adjustment over ocean to the SU perturbed case, but of opposite sign, with an increase in LTS.

In the uvθ-nudged case the LTS adjustment is further suppressed for both SU and BC as

would be expected since suppressing the atmospheric temperature response is the aim of nudging

θ. Aside from over Central Africa, where there are known artefacts introduced by the nudging as
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(a) Free SU

(b) Free SU (c) Free BC

(d) uv-nudged SU (e) uv-nudged BC

(f) uvθ-nudged SU (g) uvθ-nudged BC

Figure 3.7: (a) Multiannual mean lower tropospheric stability (LTS) from the free control, and lower tropospheric stability

adjustment due to 1850 to 2014 SU (b, d, f) or BC (c, e, g) perturbation determined for (b,c) free, (d,e) uv-nudged and

(f,g) uvθ-nudged simulation pairs. LTS is calculated as the difference in θ at level 20 minus level 1.
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noted previously, the only areas with much LTS adjustment are over south and east Asia in the

SU case, and specifically near to high emission areas in India and Eastern China for both species.

Even still these adjustments to LTS are smaller in magnitude than in the uv-nudged or free cases.

While some changes can be put down to removal of noise by the nudging, the progressively

decreased magnitude of the positive LTS adjustment over North America and Eurasia between

the free, uv-nudged and then uvθ-nudged SU perturbed cases correlates well with the progres-

sively decreasing positive cloud fraction adjustment noted earlier from figure 3.5. This could

point to a feedback arising from SU forcing whereby cooling of the land surface (see figure 3.9)

more strongly than the troposphere from SU forcing causes an increase in LTS, that then causes

an increase in low-cloud fraction. This is however in contrast to the BC perturbed cases, where

cloud adjustment is also generally negative over land in the nudged cases, despite the LTS ad-

justment being generally positive.

What is conspicuously absent from the uvθ-nudged LTS adjustments for both aerosols is

an adjustment over the marine stratocumulus regions or along the storm tracks. While it is

expected that nudging θ should suppress adjustment in LTS, this confirms that a semi-direct

effect cannot be responsible for the changing low cloud in these regions under uvθ-nudging seen

in figure 3.5f and 3.5g. It can also be seen that while the BC perturbed uv-nudged case shows

an LTS response in the marine stratocumulus regions west of southern and western Africa, there

is no significant response west of northern South America or Central America. Consequently,

it seems unlikely that the lack of low cloud adjustment in these areas in the BC perturbed

uv-nudged case could be explained by semi-direct effects offsetting the negative adjustment seen

in the uvθ-nudged case.

While there is no obvious physical explanation for the low cloud adjustments in the uvθ-

nudged simulation, it is worth noting that the pattern is similar to the bias identified by Zhang

et al. (2022) and illustrated in figure 1.6. In their study, the bias was caused by calculating

nudging increments in nudged simulations at a different point in the model timestep to when

the nudging input data was generated from a free control. A similar pattern of bias is observed

in the cloud control error for the uvθ-nudged control simulation conducted here (not shown).

While the control error is not the same as an adjustment, and so does not prove that the cause of

the marine stratocumulus adjustments in the uvθ-nudged simulation pairs is due to the nudging

timestep sequence, and Zhang et al. (2022) employed a different model that may exhibit different

behaviour, this possibility definitely requires further investigation.

3.4.2 High cloud adjustments

Figure 3.8 illustrates high cloud volume fraction from the free control and its adjustment in each

simulation pair due to SU and BC perturbations. This uses the same representation as for low

cloud: the maximum cloud volume fraction over model levels 32 (∼7 km) to 45 (∼14 km) is used

for the control volume fraction, while cloud adjustment is represented by taking the maximum

cloud volume fraction over these levels for the control and perturbed simulations and differencing.

84



Figure 3.8: Multiannual mean high cloud volume fraction and its adjustment across simulations. (a) High cloud in the free

control, which is represented by the maximum cloud volume fraction over model levels 32 to 45 (∼7 to ∼14 km above mean

sea level for points over sea) at each grid point for the control. High cloud adjustment due to 1850 to 2014 perturbations

of SU (b, d, f) or BC (c, e, g) determined for (b,c) free, (d,e) uv-nudged and (f,g) uvθ-nudged simulation pairs, represented

by taking the level with maximum cloud volume fraction over model levels 32 to 45 for each grid point for the control and

perturbed simulations, and differencing these fields.

For the free case, the SU and BC high cloud adjustments are generally opposite in spa-

tial pattern but with similar magnitudes, the main exceptions being close to the poles. In the

uv-nudged case the spatial pattern is even more closely mirrored. For both species the high

cloud adjustment is suppressed outside of approximately 30◦S to 50◦N, with a generally sim-

ilar spatial pattern within this latitude range to in the free case, except for over the North

Pacific, North Indian Ocean and Northern South America where the sign of cloud adjustment

has changed. In the uvθ-nudged case the high cloud adjustment is limited to areas along the
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intertropical convergence zone (ITCZ), with particularly strong adjustment over central Africa.

The response over central Africa is very likely related to the aforementioned control errors in

theta and horizontal winds at least in part, and can explain the anomalous radiative forcing in

this area in figure 3.4 for the uvθ-nudged case. It is not clear whether the response generally

along the ITCZ in the uvθ-nudged cases is related to this anomaly or representing a real process.

Comparing the high cloud response in free, uv-nudged and uvθ-nudged cases, the results

indicate that outside of 30◦S to 50◦N the adjustment is primarily a result of circulation ad-

justments or noise, since it is suppressed in the uv-nudged case; while the adjustment within

this range is largely a result of temperature adjustment, since much of the adjustment in the

uv-nudged case is suppressed in the uvθ-nudged case (excluding the anomalous pattern over

central Africa). The similarity between the SU and BC perturbed high cloud adjustments is

perhaps surprising given the different interactions by which SU (scattering) and BC (absorbing)

affect climate. This could possibly be explained by the high cloud adjustment being generally

above the altitude anthropogenic aerosol emissions typically reach and so more dependent on

the large scale changes to atmospheric temperatures, and thus convection, than local responses

to aerosol forcing.

While the high cloud response does not explain as much of the TOA forcing signal seen in

figure 3.4 as the low cloud response, some areas of the high cloud adjustment pattern are clearly

correlated with the radiative forcing. For example, in the SU perturbed uv-nudged case (fig.

3.4c) across south and south-east Asia, southern Africa and northern South America the nega-

tive forcing follows the spatial pattern of the decrease in high cloud (fig. 3.8d). Although part

of the negative forcing in these areas is likely to result from the DRE of SU, there is a negative

LW radiative forcing in these areas (not shown), likely related to a decrease in absorption of

outgoing LW by high clouds due to decreased high cloud fraction. Furthermore, in table 3.2 it is

apparent that the uv-nudged BC case has a less negative LW CRE forcing than the free BC case,

which is likely explained by differences in the high cloud response rather than low cloud. While

a difference in the net high cloud change in the uv-nudged and free BC perturbed cases is not

obvious from figures 3.8c and 3.8e, zonal mean cloud adjustments show that high cloud reduces

less in the uv-nudged case than the free case and is likely to be the explanation for the more

negative LW CRE forcing in the free BC case (not shown). This is consistent with the findings

of Johnson et al. (2019) who also found that uv-nudging suppresses the high cloud decrease due

to BC perturbation, though here it can be seen that while the free and uv-nudged cases are not

significantly different in net ERF, this high cloud change is associated with a significant change

in the LW CRE forcing.

3.5 Non-cloud adjustments

Whilst the contribution of clear-clean sky forcing to the ERF is small relative to the CRE, it is

significant, particularly in the uvθ-nudged simulations (Table 3.1 and 3.2). Two of the primary

contributions to the clear-clean sky forcing are the surface temperature response and specific
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humidity response. It should be noted that since SSTs are fixed as part of the experiment design,

ocean temperatures can only change where sea ice is present, but the land surface is allowed to

respond.

Figure 3.9 illustrates the surface temperature response in each of the simulations pairs for

both aerosols. The land surface temperature response for the two species is quite different with

a negligible global mean change caused by the BC perturbation and a small global mean cooling

caused by the SU perturbation (-0.06 K) in the free simulation pairs (fig. 3.9). However, locally

the SU perturbation produces stronger changes, particularly a cooling of up to 1.5 K over most

of North America and Eurasia (fig. 3.9a). The areas of cooling correspond with areas of greatest

low cloud fraction increase (fig. 3.5f) and LTS increase (fig. 3.7b). The BC perturbation, while

also showing some regional change in surface temperature, only causes large surface temperature

changes over India and north eastern China where there is up to 1.5 K cooling (fig. 3.9b).

For the SU perturbation the uv-nudging decreases the surface temperature response over

southern hemisphere land, suppressing noise, but also reduces the cooling over North America

and Eurasia by approximately 0.5 K (fig. 3.9c). This suggests the circulation adjustment for SU

is responsible for around half of the surface cooling over North America and Eurasia. In the BC

case (fig. 3.9d), the uv-nudging likewise suppresses the surface temperature response, indicative

of the noise suppression effect of nudging, and weakens the cooling over India and north eastern

China.

In the uvθ-nudged case the cooling over land due to SU perturbation is reduced further,

except over central Africa which is likely due to nudging artefacts (fig. 3.9e). With BC pertur-

bation, the uvθ-nudging also decreases the magnitude of the surface temperature adjustment

(fig. 3.9f).

It is to be expected that the atmospheric temperature adjustment will affect the land surface

temperature (when not fixed), but it is noteworthy that the uv-nudging can also suppress the

land surface temperature adjustment, both locally and overall, illustrated in the SU perturbed

experiment pairs. Furthermore, the change in land surface temperature in the SU perturbed

cases highlights that, while the uvθ-nudging is intended to suppress atmospheric temperature

mediated adjustments, by not fixing the land surface temperature adjustment, some adjust-

ments may still take place. For example, in many areas the cooling of the land surface in the

SU perturbed experiments is greater than the LTS increase (fig. 3.7). If the land surface tem-

perature were fixed, the LTS increase in these areas would likely be reduced or even become

negative in these areas (though fixing the land surface temperature would in turn affect the

tropospheric temperature). Changing the LTS adjustment could then significantly change low

cloud adjustments. A similar effect (acting in reverse) was noted by Andrews et al. (2021) for

CO2 quadrupling, with the land temperature increase causing a decrease in LTS over land, as-

sociated with decreased low cloud over land compared to if land surface temperature is fixed.

Considering specific humidity, the responses are largely similar but opposite for the two
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Figure 3.9: Multiannual mean surface temperature adjustment due to 1850 to 2014 SU (a, c, e) or BC (b, d, f) perturbations

determined for free (a, b), uv-nudged (c, d), and uvθ-nudged (e, f) simulation pairs. Since SSTs are fixed, only the land

surface and sea ice temperature varies.

species in free, uv-nudged and uvθ-nudged cases (fig. 3.10). The free perturbation of SU causes

a decrease in specific humidity in the troposphere, as might be expected from the cooling of

the atmospheric temperature. The BC perturbation has the opposite effect, increasing specific

humidity in response to its warming effect. When the atmospheric temperature response is

suppressed in the uvθ-nudged simulation pair the specific humidity response is reduced in the

troposphere, being close to zero between 2 to 7 km. However, below ∼1 km the adjustment is

up to ∼30% in the SU case and ∼50% in the BC case of the free adjustment, possibly relating

to the less effective suppression of θ adjustment close to the surface noted in figure 2.5c.

The uv-nudging also suppresses the specific humidity response significantly. Below ∼ 2 km

the uv-nudged cases have a similar adjustment in specific humidity to the free case, but above

this height, are closer to the uvθ-nudged cases. The uv-nudging therefore contributes more

to suppression of the specific humidity adjustment in the free troposphere than the additional

nudging of θ, particularly for BC where the uv-nudged and uvθ-nudged cases have very similar

positive adjustments. This could be explained in part by the uv-nudging suppressing around

half of the free θ adjustment in the free troposphere for SU (fig. 2.5c).
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In the stratosphere the specific humidity response is more different for the two aerosols. For

SU the weighted adjustment in the free case is bigger than in the troposphere increasing to

-6%. The uvθ-nudged SU perturbed case tends to have an adjustment close to zero, while the

uv-nudged case suppresses most of the adjustment, except close to the tropopause. For BC,

the the free adjustment is also bigger in the stratosphere but less so, only reaching 3% around

the tropopause. The uv-nudged case is similar to for SU, suppressing most of the adjustment

in the stratosphere, also less so near to the tropopause. The uvθ-nudged BC perturbed case is

very different causing a peak in adjustment at ∼22 km rather than near the tropopause, and a

stronger adjustment than the free case, reaching 5%.

Figure 3.10: Multiannual, global model level mean adjustment in specific humidity, q, due to 1850 to 2014 SU or BC

perturbations determined for free, uv-nudged and uvθ-nudged simulation pairs. Adjustment is given as a percentage of the

multiannual global model level mean specific humidity in the free control.

3.6 Discussion

From the results it is clear that the primary component of circulation- and temperature-mediated

radiative adjustments is via cloud adjustment. The CRE is the largest forcing component of

both the circulation adjustment and temperature adjustment for both aerosols. However, there

are significant contributions to the temperature adjustment forcing from residual clear-clean sky

adjustments. It is perhaps unsurprising that the CRE is the most significant component given

the significant contribution cloud adjustments have been found to make to aerosol ERFs in other

studies (Smith et al., 2018; Bellouin et al., 2020a; Smith et al., 2020a).

Of the two nudging types, uvθ-nudging clearly has a larger effect on ERF than uv-nudging.

This is associated with strong changes in low cloud, particularly over marine stratocumulus

regions and the storm tracks, which are largely absent from the uv-nudged and free simulation

pair adjustments. For both aerosols, the resulting temperature mediated adjustment forcing

(negative for BC and positive for SU) opposes the overall ERF. This result agrees with previous
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studies that find that BC causes a negative forcing via semi-direct effects (Samset and Myhre,

2015; Sand et al., 2015; Thornhill et al., 2021). However, it is not clear that the semi-direct

effect causes this cloud response in the uvθ-nudged BC perturbed case, and therefore whether

the response is representative of the real effect of temperature adjustments arising from aerosol

forcing, or an artefact introduced by nudging. Given the similarity (albeit of opposite sign) of

the low cloud response in the SU perturbed case, the low cloud response in the SU case may also

be an anomaly due to nudging. Consequently the temperature mediated radiative adjustment

should be interpreted with caution for both aerosols.

While smaller, the effect of uv-nudging is found to be significant for SU, and is more readily

understood than the effects of uvθ-nudging. The uv-nudging effect on radiative forcing occurs

primarily via cloud adjustments. In the SU perturbed case this includes a decrease in low cloud

over northern hemisphere land, and for BC, an increase in high cloud, relative to the free simula-

tion pair adjustments. It should be highlighted that even though the forcing response is smaller

than the uvθ nudged case, it is clear there are significant effects of nudging the horizontal winds.

Aside from the cloud changes, for example, at most altitudes above the free troposphere the

majority of specific humidity adjustment is suppressed by the uv-nudging.

In terms of the effectiveness of nudging as a mechanism denial methodology, there are a

number of limitations that can be identified from this and the previous chapter. One significant

issue is that the suppression of adjustment was imperfect: while the horizontal wind adjustment

could be largely suppressed by nudging, nudging the potential temperature as well was less ef-

fective. Consequently the adjustment identified cannot be confidently said to include the total

adjustment response for the temperature adjustment.

The other most significant issue is the possibility of unintended effects of nudging that are

difficult to identify a physical explanation for. This particularly includes some of the cloud

responses. For example, the control error in cloud fields illustrated in figure 2.8 demonstrates

that even where nudging input is generated from an identical simulation to that being nudged

(other than not being nudged), it can introduce responses in the cloud fields that are as large

as the signal of the low cloud adjustments under uvθ-nudging. Also, the marine stratocumulus

adjustments in the uvθ-nudged simulation pairs are similar to patterns of control error observed

by Zhang et al. (2022) that they found were resolved by altering the sequence of nudging in the

model timestep.

Unexpected or counter-intuitive responses from nudging have been identified in other stud-

ies as well. For example, Gettelman et al. (2020) found that nudging could reduce the bias of

temperature and boundary layer structure against observations whilst simultaneously increas-

ing bias in model clouds. They suggested this response may be due to the nudging disrupting

links between microphysical and turbulent processes. While that study was concerned with the

Southern Ocean specifically and used reanalysis data for the nudging input, it seems possible

such links could be disrupted elsewhere even when nudging to data from the same model. This

can cast doubt on whether even significant differences between the different nudged simulations
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have physical interpretations, or are caused by spurious effects of nudging.

To make the nudging mechanism denial methodology used here more useful requires ad-

dressing some of these limitations. One potential improvement could include fixing the surface

temperature. This is because while nudging the lower model levels helped to increase suppres-

sion of the adjustment of horizontal wind and potential temperature fields in lowermost 1 km,

the potential temperature adjustment was still suppressed by less than 50 % over these levels

with SU perturbation, and less than 30 % with BC perturbation. This could be partly due to

the land surface temperature being able to adjust freely, affecting the atmospheric levels close

above. Future studies using the nudging mechanism denial method to investigate atmospheric

temperature-mediated adjustments as done here could therefore try fixing the surface tempera-

ture, such as by using the method of Andrews et al. (2021), or possibly through implementing

nudging of the surface temperature field. This would hopefully fix some undesirable effects of

fixing SSTs but not land surface temperatures.

Aside from fixing the land surface temperature, future work with this methodology could

include adjusting the values of G and the time frequency of the nudging input. While the 1

year tests using higher time resolutions described in 2.6.7 found no overall improvements to θ

adjustment suppression and control error, a more detailed study by Zhang et al. (2022) found

significant reductions in bias between nudging input and nudged simulations when using the

EAMv1 model with higher time resolution nudging input. While the benefits may be model

dependent, further studies using nudging as a mechanism denial tool could further explore in-

creasing the time resolution of nudging input used. Furthermore, while nudging settings are

often tuned by trial and error as done here, Omrani et al. (2012) demonstrate the possibility of

determining the optimum values of G through understanding physical processes and the time

over which internal variation will cause a variable to diverge from its target value, rather than

trial and error. Future studies could seek to apply this approach to the use of nudging as a

mechanism denial tool.

Finally, a more general point that can be taken from these results is that nudging the θ field

will affect ERFs determined from UKESM1, particularly due to cloud responses but also clear-

clean sky responses too. This agrees with the findings of several previous studies using other

models that found nudging temperature or similar quantities could affect radiative forcing and

cloud representation in particular (Kooperman et al., 2012; Zhang et al., 2014; Sun et al., 2019).

Furthermore, this confirms the recommendations of Forster et al. (2016) and Zhang et al. (2014)

that temperature should not be nudged when nudging is only being used to reduce natural vari-

ability so that integrations can be shorter. However, while both this study and that of Johnson

et al. (2019) found the circulation-mediated radiative adjustment forcing for uv-nudging to be

insignificant for BC perturbation, the SU circulation-mediated radiative adjustment forcing was

found to be significant here. Furthermore, for both aerosols we found considerable differences in

cloud, humidity and temperature fields under just uv-nudging compared to the free simulations.

Therefore, where determining the ERF of some forcing agent is of interest, even nudging just the

horizontal winds to suppress natural variability should be done with caution. This may require
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even greater care if regional, not just global, adjustments are being investigated.

3.7 Conclusions

This chapter investigated the effects of nudging on BC and SU aerosol radiative adjustments

and its potential as a tool for isolating circulation and atmospheric temperature mediated ad-

justments and their associated radiative forcing. It was demonstrated that nudging horizontal

winds resulted in a small radiative forcing difference that was found to be significant in the

SU case. For both aerosols nudging the horizontal winds caused considerable changes in cloud,

specific humidity, and temperature fields. This suggests that while the effects of nudging hor-

izontal winds may be small, it can have considerable effects, particularly locally, suggesting

circulation adjustments due to aerosol perturbations can be significant. The differences due

to additional temperature nudging were even greater, strongly affecting marine stratocumulus

cloud and radiative forcing, suggesting a large effect of atmospheric temperature mediated ad-

justments. However, uncertainty around the mechanisms by which temperature nudging affected

cloud fields casts some doubt on whether these differences are associated with physical atmo-

spheric temperature mediated adjustments or are solely unintended effects of nudging.

Indeed the study demonstrated that the methodology used has a number of limitations that

affect its utility. These particularly include: achieving the effective suppression of adjustments

by nudging, the introduction of unintended model responses not representative of physical pro-

cesses by nudging, and the sensitivity of the method to the nudging settings chosen. These issues

are a significant problem when nudging both the horizontal winds and potential temperature,

and without addressing the first two issues, this method cannot be considered to give reliable

information on temperature mediated adjustments. When nudging just horizontal winds, the

horizontal wind adjustment suppression was considerably better and fewer artefacts were in-

troduced by the nudging, so at least for global means and broad patterns this method may

give useful insights into aerosol circulation adjustments. However for investigating finer scale

adjustments in circulation, this method is unlikely to be reliable without further refinements.

Such refinements should include testing the use of higher time resolution nudging input and

implementing the methodology in different models.

Finally, the study demonstrated that nudging can affect ERF determined from timeslice

experiments, even when nudging to model output to avoid biases with reanalysis models and

only nudging horizontal winds. This suggests that caution must be used when using nudging to

constrain internal variability to reduce the number of model years that must be integrated over

for determination of radiative forcing estimates from perturbation studies.
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Chapter 4

Investigating aerosol radiative

adjustments using a variation of the

partial radiative perturbation

technique with the SOCRATES

radiation code

4.1 Introduction

In this chapter the application of PRP calculations to aerosol radiative adjustments is investi-

gated. This work uses outputs from the free control and BC perturbed UKESM simulations used

in chapters 2 and 3 to run PRP calculations using the offline version of the UKESM radiation

code to determine radiative forcing due to 1850 to 2014 BC perturbation and resulting radiative

adjustments. This chapter presents details of the application of the PRP method, including a

number of issues encountered, as well as estimates of radiative adjustments determined for a

number of variables under BC perturbation from a one year PRP integration. See section 1.3.3

for an overview of the application of the PRP method.

Using PRP compliments the use of nudging in that PRP allows the separation of radiative

forcing due to adjustment of specific variables, while nudging separates adjustment mechanisms.

The decision to use PRP over a radiative kernel approach was primarily because this work

sought to use a radiation code for calculation of radiative adjustments that is close to identical

to the online radiation code, which is not possible using an existing radiative kernels. This

replication of the online radiation code included using 1 hourly input to the offline radiation

code to test assumptions about linearity of radiative adjustments and to directly represent the

cloud adjustment with the PRP method. The intention is also to investigate a variation of the

PRP method that may be more efficient and produces a sum of adjustment terms that is more

consistent with the total radiative adjustment forcing.

This chapter begins with a breakdown of the PRP experiments conducted and the method-
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ology used for them, including a description of the alternative PRP methodology employed here.

Details of the offline radiation code settings follow. After this, a description of the code devel-

oped and platform specific methodology to perform the PRP experiments is given, primarily

in the interest of making this work more easily replicable. Next is given results from testing

differences between output from the offline and online radiation codes. This includes an account

of bug fixes and other modifications that were made to the offline radiation code or the output

from the UKESM simulations to overcome any differences between the offline and online codes.

Next the results of the one year PRP integration for BC perturbation and resulting radiative

adjustments are given. Then a discussion of the key results is given, and finally, a conclusion of

the key findings from this work.

4.2 Methodology of PRP calculations

PRP calculations are performed for a number of radiatively active variables that adjust in re-

sponse to a PI (1850) to PD (2014) anthropogenic BC emissions perturbation. The input for

these PRP calculations is derived from the free fSST UKESM control and BC perturbed sim-

ulations described in 2.3, with added output diagnostics. The PRP calculations use the Suite

Of Community RAdiative Transfer codes based on Edwards and Slingo (SOCRATES) offline

radiation code (Manners et al. 2015). SOCRATES is also used for the online radiation code

in the UM, though there are a number of differences between the offline and online versions.

SOCRATES was chosen for the PRP simulations to ensure that the PRP calculations repre-

sented the online model radiative responses as closely as possible. As such, the settings used in

SOCRATES were made identical to those in the online radiation code in the UKESM simula-

tions that generated the input where possible, though in some cases this could not be achieved

with the existing offline SOCRATES code.

PRP calculations are performed for a range of variables. Specifically, PRP calculations were

used to determine the radiative effect of changes in aerosol, surface albedo, atmospheric tem-

perature, surface temperature, specific humidity, and ‘other’ variables. Since BC emissions are

perturbed, the radiative effect of aerosol change can be considered to be approximately the

IRF, though strictly speaking this PRP term will include radiative effects of adjustments to

any other aerosols, not just the IRF from BC perturbation. The radiative effect due to surface

temperature response is technically a radiative feedback, though it should be re-iterated that

only land surface temperature is allowed to respond. As with other studies (e.g. Smith et al.

(2018)) the radiative response from surface temperature is included in the total ERF given. The

remaining 4 PRP terms are all radiative adjustments. The ‘other’ PRP term includes the effect

of adjustments to all other input variables to SOCRATES that were not fixed between control

and perturbed UKESM simulations. These are specifically ozone (which used an interactive 3D

field in the UKESM simulations) and pressure.

As with nudging, one can think of PRP in the context of the radiative processes illustrated

in figure 1.4. Figure 4.1 outlines these interactions, noting where PRP is used to calculate the
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radiative effects of a change in a component of the climate system. As can be seen, unlike

nudging, PRP was not used to suppress the adjustment of variables themselves but rather to

calculate the direct radiative effects of each variable.

Figure 4.1: Illustration of interactions between aerosols and greenhouse gases (GHGs) and different components of the

climate system that affect radiation, noting where the PRP method calculates radiative effects of changes in different

components. After Boucher et al. (2013).

The initial intention was to perform all sky PRP calculations and also include a cloud PRP

term. However, before conducting the PRP calculations, tests of the representation of TOA

radiative fluxes from the control (i.e. PD) UKESM simulation in SOCRATES were conducted

for all sky, clear sky, clean sky and clear-clean sky cases. These tests are described in section

4.5 and highlighted difficulties in including the online model cloud fields in offline SOCRATES

accurately. These issues were unable to be resolved despite a number of fixes being implemented

and following extensive consultation with Met Office colleagues. Consequently the PRP calcu-

lations presented here were performed under clear sky conditions and no cloud PRP term is

calculated.

The input to SOCRATES from the UKESM simulations is 1 hourly for one model year.

The input frequency matches the time resolution of the online radiation code. While this input

resolution is higher than that used in other studies, the high resolution was chosen to best rep-

resent cloud radiative effect (see section 1.3.3). Only a one integration was used for the PRP

calculations due to the computational and time limitations when using 1 hourly input data (see

section 4.4).
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4.2.1 Cumulative PRP method

When the IRF and adjustments are calculated individually using PRP (i.e. one variable is

perturbed, with all other variables held at their control values) as is done in the conventional

PRP method, the sum of the terms is not necessarily equal to the whole ERF. Therefore, a

different implementation of the PRP method is used here. In this method the perturbations are

conducted ‘cumulatively’. More specifically, the first PRP term is calculated as the difference

between the net TOA fluxes when all variables are set to their values in the control simulation

minus the net TOA fluxes with one variable (e.g. aerosol) set to its value in the perturbed

simulation. The second PRP term is calculated as the difference between net TOA fluxes with

the latter state (i.e. aerosol set to the perturbed simulation values and all other variables set

to control simulation values) minus net TOA fluxes with an additional variable set to its values

in the perturbed simulation (e.g. aerosol and water vapour are set to perturbed values and all

others set to control values). Subsequent PRP terms follow this pattern, with the sum of each

adding up to the total clear sky radiative forcing.

To overcome the decorrelation bias described in section 1.3.3, both a forward and backward

calculation is performed for each variable and the mean taken to give a two-sided calculation

for each PRP term. This effectively results in two sets of cumulative PRP terms, one set begin-

ning with all variables set to control simulation values and changing them to perturbed values

cumulatively; the other set beginning with all variables set to perturbed simulation values and

changing them (in the same order, not reverse order) to control simulation values.

Algebraically this method can be described as follows. Firstly, the calculation for the forward

aerosol perturbation can be written as:

∆FA,f,clr = R(Ap, qc, αc, Tc, T
∗
c , oc)−R(Ac, qc, αc, Tc, T

∗
c , oc) (4.1)

where A is aerosol, q is specific humidity, α is surface albedo, T is atmospheric temperature,

T∗ is surface temperature, o is the ‘other’ variables; ∆FA,f,clr is the clear sky (subscript ‘clr’)

forcing due to aerosol perturbation (subscript ‘A’) in the forward case (subscript ‘f’); and R is

the TOA net downwards flux and is a function of A, q, α, T, T∗, and o. This is effectively the

usual form of a forward PRP calculation. However the forward calculation for the next PRP

term, specific humidity, is:

∆Fq,f,clr = R(Ap, qp, αc, Tc, T
∗
c , oc)−R(Ap, qc, αc, Tc, T

∗
c , oc) (4.2)

Thus the perturbation of specific humidity is performed with aerosol set to the perturbed

simulation values and control simulation values of all other variables, unlike the typical forward

calculation where all variables would be set to their control values except for specific humidity. It

should be noted that choosing water vapour as the next PRP term is mostly arbitrary, as is the

order of the remaining PRP terms (a point that is explained in more detail later in this section).

The forward calculations for the remaining variables (α, T, T∗ and other) are respectively:

∆Fα,f,clr = R(Ap, qp, αp, Tc, T
∗
c , oc)−R(Ap, qp, αc, Tc, T

∗
c , oc) (4.3)
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∆FT,f,clr = R(Ap, qp, αp, Tp, T
∗
c , oc)−R(Ap, qp, αp, Tc, T

∗
c , oc) (4.4)

∆FT ∗,f,clr = R(Ap, qp, αp, Tp, T
∗
p , oc)−R(Ap, qp, αp, Tp, T

∗
c , oc) (4.5)

∆Fo,f,clr = R(Ap, qp, αp, Tp, T
∗
p , op)−R(Ap, qp, αp, Tp, T

∗
p , oc) (4.6)

Backward calculations for each variable are then performed similarly. Again the backwards

calculation for the aerosol perturbation is like the usual form, but for the remaining variables

this differs to the conventional backwards calculation. The backward calculations are as follows:

∆FA,b,clr = R(Ap, qp, αp, Tp, T
∗
p , op)−R(Ac, qp, αp, Tp, T

∗
p , op) (4.7)

∆Fq,b,clr = R(Ac, qp, αp, Tp, T
∗
p , op)−R(Ac, qc, αp, Tp, T

∗
p , op) (4.8)

∆Fα,b,clr = R(Ac, qc, αp, Tp, T
∗
p , op)−R(Ac, qc, αc, Tp, T

∗
p , op) (4.9)

∆FT,b,clr = R(Ac, qc, αc, Tp, T
∗
p , op)−R(Ac, qc, αc, Tc, T

∗
p , op) (4.10)

∆FT ∗,b,clr = R(Ac, qc, αc, Tc, T
∗
p , op)−R(Ac, qc, αc, Tc, T

∗
c , op) (4.11)

∆Fo,b,clr = R(Ac, qc, αc, Tc, T
∗
c , op)−R(Ac, qc, αc, Tc, T

∗
c , oc) (4.12)

As noted earlier, using this cumulative PRP method ensures that the sum of the PRP terms

adds up to the total clear sky radiative forcing, that is to say that:

∆Fclr = FA,clr + Fq,clr + Fα,clr + FT,clr + FT∗,clr + Fo,clr (4.13)

where ∆Fclr is the total clear sky forcing due to BC perturbation. Equation 4.13 is true

for both the sum of forward and sum of backward terms, and consequently, the sum of two-

sided PRP terms also. To verify this, the total clear sky radiative forcing can be calculated

independently with SOCRATES as the difference in net TOA fluxes with all variables set to

control or perturbed values:

∆Fclr = R(Ap, qp, αp, Tp, T
∗
p , rp)−R(Ac, qc, αc, Tc, T

∗
c , rc) (4.14)

Equation 4.14 uses calculations already made for the PRP terms, and can also be used

to check whether the SOCRATES code reproduces the total radiative forcing calculated from

UKESM diagnostics.

As well as its conservative nature, there is also a small computational advantage of using

this cumulative PRP method: one PRP term does not require any additional calculations of the

radiation code to compute it. For example, for calculation of the forward other PRP term in
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equation 4.6 the first term is also required in the aerosol backward PRP term and the second

term is also required in the surface temperature forward PRP term. By contrast if the forward

other PRP term was to be determined with the conventional PRP method, an extra run of the

radiation code would be required in which only the other variables are perturbed (and similar

for the backward other PRP term). Consequently this method saves two runs of the radiation

code (one forward, one backward) compared to the conventional PRP method (irrespective of

the number of PRP terms calculated). A caveat worth noting is that the computational saving

only applies where PRP terms account for all radiatively active variables that are able to adjust

between the control and perturbed simulations. This will be true for many studies using PRP,

but for example, if PRP was used to calculate only the aerosol and water vapour adjustments,

then it would require the same number of calculations using either conventional or cumulative

PRP methods.

It should be clarified that, as alluded to earlier, the forward and backward calculations for

each term using this cumulative PRP method are expected to differ from the respective forward

and backward calculations using the conventional PRP method. For example, in the forward

water vapour PRP term (and the same logic can be applied for the backward term), the water

vapour radiative adjustment is calculated on a background of all variables set to control states,

except aerosol which is set to its perturbed state; whereas in the conventional method aerosol

would also be set to its control state. This difference in background variables is likely to result

in small differences in the masking effect of aerosol on water vapour adjustment. As such there

should be a small difference between the forward water vapour PRP term calculated using the

cumulative and conventional PRP methods. However, there is no reason for either method’s

forward water vapour term to be more or less ‘correct’ than the other; using either control

or perturbed states for the other variables is arguably arbitrary because in the atmosphere all

adjustments happen simultaneously anyway. Crucially though, while the forward term of the

cumulative method perturbs water vapour on a background of perturbed aerosol, its backward

term perturbs water vapour on a background of control aerosol (and the conventional PRP

method does the opposite). As such, although it is not tested here, while the individual forward

or backward terms are likely to differ between the two methods, it is expected that the two sided

(mean) PRP for each variable should be approximately the same between the two methods. As

an extension of this reasoning, the order in which the variables are perturbed in the cumulative

PRP method is likewise arbitrary: a different order will result in differences to the forward and

backward terms, but the two-sided PRP should change very little.

Finally, it must be noted that the equations above are written following the general con-

vention in the literature that one is calculating the radiative effect of going from the control

to the perturbed state. However in this work, by defining the perturbed simulation as having

1850 emissions and control simulation as having 2014 emissions of BC, these equations would

return PRP terms corresponding to changing the emissions of BC from 2014 to 1850. This

would be the reverse of the rest of the thesis and most comparable literature, where results are

given as the radiative effect of present day minus pre-industrial emissions of aerosols. Therefore

for consistency, the results presented from the PRP calculations using the above equations are
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multiplied by -1 (i.e. simply representing the radiative effect of going from 1850 to 2014 BC

emissions, or from perturbed to control states).

4.3 Details of the SOCRATES radiative transfer codes

SOCRATES was run with a two-stream approximation, in which radiation is represented by

upward and downward diffuse fluxes as well as a direct downward solar flux in the SW bands.

Its broadband configuration was used, in which there are 6 SW and 9 LW bands. The spectral

file used was that from the Met Office’s Global Atmosphere Configuration 7 (Walters et al., 2019).

For cloud representation, SOCRATES (as in the online UKESM simulations) was set to use

a Monte Carlo Independent Column Approximation scheme for representation of cloudy sky.

Ice and water clouds were treated treated separately rather than homogeneously.

To run SOCRATES requires a number of general input variables. These include: tempera-

ture on model levels and layers; surface temperature; pressure on levels and layers; SW and LW

surface albedo (the latter being 1 minus the surface LW emissivity); incoming TOA SW flux;

the solar zenith angle; specific humidity; and greenhouse gas concentrations. Of the greenhouse

gases only the ozone values come from an interactively determined field in the UKESM simu-

lations. CO2, O2, CH4, N2O, CFC-12-eq and HCFC134a-eq (the latter two being equivalent

concentrations for a number of halocarbons; see Meinshausen et al. (2017)) used fixed uniform

values. For aerosol (specifically for using GLOMAP mode aerosol rather than the older CLAS-

SIC scheme in the UM), additional inputs required were: model layer depth; aerosol optical

depth (AOD) in SW and LW bands; aerosol scattering in SW and LW bands; and aerosol asym-

metry factor in SW and LW bands. Finally for clouds, additional inputs were: total, liquid

and ice cloud fractions; liquid and ice water mass mixing ratios; and liquid effective radius. Ice

crystal effective radius was not required since the UKESM simulations used a parametrisation

based on temperature and ice mass mixing ratio.

4.4 Code development

The SOCRATES code can be installed and run on a number of platforms. For this work

SOCRATES was run on the Monsoon2 computing platform. SOCRATES has inbuilt tests that

can be run to ensure installation is performed correctly. In this case these were satisfactory,

generating slight discrepancies all at less than six significant figures.

To generate input for the SOCRATES PRP calculations the free control and BC perturbed

simulations described in chapter 2 were modified to add the additional diagnostics required for

SOCRATES, at 1 hourly frequency. SOCRATES requires the input variables to be pre-processed

into a NetCDF format. A python module allowing conversion of the variables into the appro-

priate format is contained in the SOCRATES code distribution but requires additional steps.
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Additional python code was written to achieve this pre-processing step working from code sup-

plied by Tom Dunstan (Met Office).

To efficiently run SOCRATES across multiple timesteps, the preprocessing and SOCRATES

calculations were performed using Rose suites (https://github.com/metomi/rose/). These allow

for automated cycling of preprocessing and SOCRATES run tasks. The overall process was split

up into a preprocessing suite and a ‘run’ suite: the preprocessing suite loaded, preprocessed,

and archived the input data; while the run suite executed SOCRATES with the input. Two

variations on the run suite were made: a ‘test’ run suite that used input from only the control

UKESM simulation to compare the TOA fluxes output from SOCRATES against online model

diagnostics (see section 4.5); and a ‘PRP’ run suite that used inputs from both the control and

BC perturbed UKESM simulations to perform PRP calculations (see section 4.6). These steps

are illustrated in figure 4.2.

Figure 4.2: Schematic representation of the experimental steps in this chapter.

The preprocessing and SOCRATES calculations were split into separate Rose suites because

the input data for each timestep was large (∼ 600 MB), causing the preprocessing step to require

a significant computing time itself. Specifically, using hourly input the preprocessing suites takes

∼2 days to preprocess 1 model year of input data and the run suite takes 10 to 15 days to do

a 1 year integration. Furthermore, by running the preprocessing as a separate suite, the PRP

calculations for different aerosols can be conducted without repeating the preprocessing for the

control simulation. Likewise it is possible to re-run just the run suite for any repeat SOCRATES

calculations, without needing to re-preprocess the input data.

4.5 SOCRATES testing and code fixes

Here are presented the results from test experiments, in which radiative fluxes calculated from

SOCRATES using just input from the control UKESM simulation are compared with radiative

flux diagnostics output from UKESM. These tests were conducted to test whether that the

online model radiation code could be accurately reproduced offline with SOCRATES. As such,

ideally the difference between SOCRATES and online radiative fluxes is zero. However, due to

a number of issues encountered and differences between SOCRATES and the online radiation

code, this was not always the case. These differences, and the fixes developed in this work to

address them, are detailed here.
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The issues encountered and corresponding fixes can be broken down by input variables, with

the primary issues affecting: TOA incoming SW flux and solar zenith angle; aerosols; clouds;

and surface emissivity. These are dealt with in turn in the following subsections, as well as one

subsection outlining remaining differences that could not be resolved in the time available. It

should be noted that for the results in section 4.6 all of the fixes described below (except the

cloud fixes) were applied in the calculations and the unresolved differences remained.

4.5.1 Incoming solar flux and solar zenith angle

An early issue identified was that the incoming TOA flux was significantly biased in SOCRATES

calculations against the online model. This bias followed the pattern of solar insolation at a given

time and was due to the incoming TOA flux diagnostic being used as input to SOCRATES al-

ready including the correction for solar zenith angle. The correction for solar zenith angle is

applied again in the SOCRATES code. To address this a reverse correction (inversely weight-

ing by the cosine of solar zenith angle) is applied to the incoming solar flux diagnostic during

preprocessing.

A related issue identified was that the incoming solar flux diagnostic was out of phase with

the solar zenith angle. In particular, the area of Earth’s surface illuminated according to the

solar zenith angle (i.e. angle less than 90◦) was larger than the illuminated area according to

the incoming solar flux (i.e. incoming flux greater than 0 W m−2) and appeared to be shifted

∼5◦ eastwards. This difference resulted from different timestamps for different diagnostics when

output from UKESM beyond the specified time profile of output (i.e. two diagnostics with

the same time profile do not necessarily represent the exact same time profile). Specifically,

the incoming solar flux diagnostic represents a mean value over a single dynamical timestep,

whereas the solar zenith angle diagnostic (as well as other radiation code specific diagnostics)

are averaged over a (1 hour) radiation timestep. As such, the incoming solar flux was instead

taken from the top level of a 3D flux diagnostic that is output on only radiation timesteps to

address this issue.

4.5.2 Aerosols

Despite the fixes to incoming solar flux and solar zenith angle diagnostics, large biases and ‘not

a number’ errors (NaNs) were observed in both all and clear sky fluxes calculated from offline

SOCRATES relative to the online diagnostics. The majority of the bias and the NaNs did not

persist in the clear-clean sky calculations, suggesting there were errors in the offline SOCRATES

calculations involving aerosols.

Two code errors were thus identified with the input and representation of aerosol in SOCRATES.

The first issue was a bug identified in the python module for preprocessing inputs into NetCDF.

This bug effectively copied the values for aerosol absorption extinction into the scattering ex-

tinction and aerosol asymmetry parameter. As such I updated the python preprocessing module
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to include a fix for this bug and submitted a branch to be included in the next SOCRATES

code release.

The second error was that the 3D aerosol input fields were interpolated in SOCRATES to

pressure levels supplied as an input file. However, the pressure levels used were only for a single

arbitrary column rather than a 3D field. With guidance from James Manners (Met Office), I

added a change to the SOCRATES code to omit the interpolation and copy the aerosol input

values directly without interpolation (since the input is from a UM run, there is no need to

adjust inputs between different vertical levels). This removed the bias present in the clear sky

case that was not present in the clear-clean sky case and the NaNs, suggesting that identical

treatment of aerosol in offline SOCRATES and the online radiation code was achieved.

4.5.3 Clouds

While fixing the aerosol issues reduced the bias and number of NaNs, in the all sky fluxes a large

bias and some NaNs still remained. This pointed to clouds also having differing representation

between the offline SOCRATES and online radiation codes.

To explain the NaNs issue, the liquid cloud droplet single scattering albedo is parametrised

in the radiation code using the liquid droplet effective radius. However the droplet effective

radius on some grid points falls outside of the range of the parametrisation (sometimes being

zero) even though cloud was present at those points. In the online model the droplet effective

radius is limited to within the window of the parametrisation; however these limits were not

applied in the offline SOCRATES code. Adding these limits to the offline SOCRATES code was

done with guidance from James Manners, who has added the changes to the SOCRATES code

base. This fixed all remaining NaNs.

Unlike the NaNs it was not possible in the time available to resolve the cloud bias. While

some issues with cloud representation were resolved, a large bias remained and the cause(s) of

the remaining bias are uncertain. The remaining bias in the all sky net TOA flux is illustrated

in figure 4.3 for a one day mean. In the SW there is no clear spatial pattern to the bias, aside

from being smaller at higher latitudes (presumably due to less insolation at higher latitudes)

and over areas with typically little cloud cover (e.g. the Sahara). There is also a mixed signal

of positive and negative biases, with bias magnitudes of up to 30 W m−2, suggesting there is

no systematic under- or overestimation of cloud scattering effects. Similar observations can be

made for absorption in the LW, though there is less dependence on latitude and the magnitude

of the bias is smaller than in the SW. The fact that both SW and LW fluxes are biased suggests

the cause is not just due to a difference in representation of either scattering or absorption alone,

but more likely in the representation of the cloud cover, liquid water path, or droplet effective

radius. Given the magnitude of the bias due to clouds and the lack of a solution, it was decided

that the actual PRP calculations should be performed under clear sky conditions only, since the

bias in cloud was likely to bias the effects of radiative adjustments.
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Figure 4.3: Difference in net downwards TOA fluxes under all sky conditions between SOCRATES and online radiation

code for a mean over a one day mean for SW bands and LW bands.

4.5.4 Surface emissivity

Across calculations under all, clear, clean and clear-clean sky conditions there existed a persis-

tent bias in the LW net downwards TOA fluxes in SOCRATES. As illustrated in figure 4.4a,

there were particularly strong negative biases relative to the online fluxes over areas of desert.

This arose from use of a single surface LW emissivity value (0.98) across all grid points in the

initial SOCRATES calculations, whereas the online UKESM simulations vary LW emissivity by

surface type. Bare soil (including deserts) in particular has a lower LW emissivity of 0.9, result-

ing in the strong negative bias over these surfaces which were emitting too much LW radiation.

The single uniform value of LW emissivity was initially used due to no LW emissivity diag-

nostic being present by default in the UKESM simulations. Adding a diagnostic to output the

surface LW emissivity under direction from James Manners provides a mostly satisfactory fix:

as can be seen in figure 4.4b, the LW net downwards TOA fluxes have a much reduced bias.

4.5.5 Remaining biases

Some differences between fluxes calculated with SOCRATES and the online radiation code re-

main. Aside from the unresolved cloud bias, a number of differences still remain. As noted

before, the biases are identical between clear and clear-clean conditions, and so are not related

to aerosols. The remaining biases are illustrated in figure 4.4b and 4.4c.

The main unresolved clear-clean bias in the LW is around coastlines, being a generally pos-

itive bias up to 0.5 Wm−2, though along some coastlines the bias is negative, as illustrated in

figure 4.4b. The exact cause of this bias is uncertain, but is possibly a result of different treat-

ment of surface temperatures on grid points containing land and sea. Specifically, it may be the

absence of a switch allowing for quadratic averaging of surface temperature at coastal points,

103



(a) LW: uniform emissivity (b) LW: surface specific emissivity

(c) SW

Figure 4.4: Difference in net downwards TOA fluxes under clear-clean sky conditions between SOCRATES and online

radiation code for a mean over one day (specifically from late May). (a,b) illustrate the bias in the LW and (c) the bias in

the SW. (a) illustrates the LW flux bias when using a single uniform value for LW emissivity in SOCRATES while in (b)

the same emissivity field from the online simulations is used. Note the different scale bars.

which is used in the online simulations. Whatever the cause, the bias is more strongly positive

over sub-tropical northern latitudes, with negative values at mid and high southern latitudes

suggesting a link to insolation strength given the time of year in figure 4.4b (late May).

In the SW there are two clear patterns of clear-clean bias remaining, illustrated in figure

4.4c. The first is a negative bias that varies with latitude, being stronger at northern latitudes,

up to -0.6 W m−2. The variation with latitude is likely to be related to the solar zenith angle

and associated varying insolation at different latitudes. The mechanism of this bias is uncertain.

The other pattern is of stronger positive or negative biases near mountain ranges. Generally the

bias is more negative on the shaded side of mountains (i.e north side at mid and high northern

latitudes and south at southern or low northern latitudes) and positive or close to zero on the

other side. The bias is also generally stronger at higher latitudes and weaker over sub-tropical

northern latitudes. This bias is likely due to the absence of a correction for dependence of inso-

lation on surface gradient in the offline SOCRATES code, but is included in the online model.

From figures 4.4b and 4.4c it can be seen that these remaining biases in the TOA fluxes
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calculated from SOCRATES can be up to approximately 0.5 W m−2 locally. While this is a

potentially large bias, it should be noted that they should have no significant effect on radiative

forcing calculations. This is because the causes of the bias are systematic and unlikely to vary

with aerosol perturbation, and so should mostly cancel when differencing two TOA flux calcu-

lations from SOCRATES.

While it was not possible to resolve all of the issues identified in this section, this work has

helped to identify some which were previously unknown (particularly those with aerosols and

clouds). These have either been fixed or are at least now known problems which hopefully shall

benefit future users of the offline SOCRATES code.

4.6 Results of 1 year clear sky PRP calculations

As described earlier, clear sky PRP calculations were performed for a limited 1 year case,

determining radiative forcing from aerosol, humidity, surface albedo, temperature, surface tem-

perature and residual terms due to perturbation of BC emissions from 1850 to 2014 levels. The

results of these calculations, as well as the total forcing calculated with offline SOCRATES, are

presented in table 4.1. The forward and backward forcings for SW and LW are also illustrated

in figure 4.5.

Table 4.1: 1 year global mean TOA radiative forcing or radiative adjustment calculated for a range of adjusting variables

using the partial radiative perturbation method due to 1850 to 2014 BC emissions perturbation. The forward (fwd),

backward (bwd) and two-sided (mean) PRP calculations are given for each variable, for SW, LW and net forcing. Total is

the total clear sky forcing calculated as the difference between TOA fluxes calculated in SOCRATES with all variables set

to control or perturbed using equation 4.14 (i.e. not just the sum of the table column). All values are given in W m−2.

Variable SW LW Net

fwd bwd mean fwd bwd mean fwd bwd mean

Total 0.33 0.18 0.51

Aerosol 0.41 0.39 0.40 0.03 0.03 0.03 0.45 0.42 0.43

Specific humidity -0.02 0.01 -0.01 0.52 -0.34 0.09 0.50 -0.34 0.08

Surface albedo -0.04 -0.05 -0.05 0.00 0.00 0.00 -0.04 -0.05 -0.05

Temperature -0.00 -0.00 -0.00 -0.29 0.25 -0.02 -0.29 0.25 -0.02

Surface temperature 0.00 0.00 0.00 -0.06 0.17 0.06 -0.06 0.17 0.06

Other variables -0.02 -0.02 -0.02 -0.02 0.08 0.03 -0.05 0.06 0.01

Firstly we consider the total clear sky radiative forcing calculated from SOCRATES. The

overall forcing includes a large positive SW forcing and a smaller positive LW forcing. The SW

forcing arises primarily from the aerosol term, while the LW forcing arises primarily from a

combination of water vapour and surface temperature adjustments. As a test of the validity of

the implementation of these PRP experiments using SOCRATES, the total clear sky radiative

forcing calculated from SOCRATES (eqn. 4.14) can be compared with the total calculated from

UKESM diagnostics. The two estimates agree within 2 d.p. for SW, LW and net clear sky
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Figure 4.5: Plot illustrating radiative forcings calculated in table 4.1, using partial radiative perturbation, for SW and

LW forward (fwd) and backward (bwd) calculations. A is all aerosol, q is the water vapour, α is the surface albedo, T is

the atmospheric temperature, T* is the surface temperature, and o is other variables.

radiative forcing. This confirms that the remaining unfixed biases in TOA fluxes described at

the end of section 4.5.5 have no significant effect on radiative forcing calculated from the PRP

experiments.

As well as the total clear sky radiative forcing calculated from SOCRATES agreeing with

that calculated from UKESM, the sums of the forward, backward or two-sided PRP calcula-

tions are all equal to the total clear sky radiative forcing too. That is to say that equations

4.14 and 4.13 produce equal estimates of ∆Fclr, as expected. This confirms that the cumulative

PRP method does produce individual PRP terms with a sum consistent with the total radiative

forcing.

Moving onto the specific variables, table 4.1 and figure 4.5 show that the aerosol PRP term is

positive in the SW with a small positive forcing in the LW. The positive SW forcing is expected

for aerosol given that BC has a positive IRF from absorbing incoming solar radiation (Li et al.,

2022). Indeed the SW forcing, illustrated in figure 4.6, shares a similar spatial pattern to the all

sky 34-year mean forcing illustrated in figure 3.4b, reflecting larger forcing in areas with stronger

emissions of BC. The aerosol PRP term makes up 84 % of the net clear sky radiative forcing.

As with the total radiative forcing, the aerosol radiative forcing calculated from the PRP

method can be compared with radiative flux diagnostics output from UKESM, specifically the

∆DRE, over the same one year period. Since the PRP calculations are performed under clear

sky, the PRP aerosol forcing is compared with ∆DRE’ from equation 1.13 (i.e. calculated as the

difference between clear sky and clear-clean sky radiative forcing, rather than between all sky

and clean sky as done in Ghan (2013)). The two measures of aerosol forcing are very similar

having the same net value of 0.43 Wm−2, but with ∆DRE’ having a SW and LW forcing of 0.41
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and 0.02 Wm−2 respectively, being slightly different from the SW and LW aerosol PRP terms

(0.40 and 0.03 Wm−2 respectively). The spatial patterns of both ways of calculating aerosol

forcing are also very similar.

Figure 4.6: Map of 1 year mean clear sky aerosol radiative forcing under 1850 to 2014 BC emission perturbation, calculated

using two-sided partial radiative perturbation.

Moving on to T, T* and q, it can be seen that, as expected, most of their radiative effect is

in the LW, but with opposing sign in the forward and backward calculations. In figure 4.5 it is

particularly evident that while the magnitude of radiative adjustment is large in the forward and

backward cases, the opposing signals result in a relatively small two-sided radiative adjustment.

This is in contrast to the aerosol and albedo PRP terms for which the forward and backward

calculations are similar. Looking at individual monthly means in figure 4.7, while there is a large

difference between forward and backward radiative adjustments for T, T* and q, they are not

always of opposing sign. The cause of the difference in forward and backward PRP calculations

is likely due to the decorrelation bias described in section 1.3.3.

For the albedo PRP term, Table 4.1 shows that there is a small negative radiative adjustment

in the SW, which as noted earlier is similar in the forward and backward cases. Spatially, this

adjustment is mainly confined to the mid and high northern latitudes, as illustrated in figure

4.8a. Comparing this pattern with the one month mean adjustment of the surface albedo field

for July (fig. 4.8b) and January (fig. 4.8c) of the one year run, it is clear that most of this

albedo forcing arises from albedo adjustment during northern hemisphere winter. The albedo

adjustment is therefore most likely primarily due to changes to albedo arising from snow cover

changes. With a one year integration it is not possible to suggest any albedo change due to

changing snow cover is a statistically significant adjustment response, given that snow cover will

depend strongly on meteorology. It should also be noted that while BC forcing could affect snow
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Figure 4.7: Clear sky 1 month mean LW radiative adjustments calculated from SOCRATES partial radiative perturbation

calculations for temperature (T), surface temperature (T*), and water vapour (q) adjustment due to 1850 to 2014 BC

emission perturbation, for mid season months. The two-sided (mean) calculation as well as forward (fwd) and backward

(bwd) PRP calculations are given for each variable.

cover indirectly by affecting surface temperature, precipitation and dynamics, in UKESM1 there

is no mechanism for BC deposition on snow to affect snow albedo.

The other PRP term, which includes ozone and pressure adjustments, causes a small net

radiative adjustment of 0.01 W m−2. This results from a small negative two-sided forcing in the

SW (-0.02 W m−2) and slightly larger positive two-sided forcing in the LW (0.03 W m−1). This

likely points to changes in O3, which can both absorb incoming SW radiation in the stratosphere

and outgoing LW radiation in the troposphere. However, this radiative adjustment is unlikely

to represent a significant effect, so is not considered further.

4.7 Discussion of the PRP method and results

A major limitation for interpretation of the PRP results is the 1 year integration period, which

is insufficient for determining uncertainties. This prevents identifying any statistical significance

for the specific values calculated. However, even with this short integration time we can draw

some tentative conclusions about the distribution of BC PI to PD ERF between the IRF and

individual radiative adjustments.

Firstly, since the aerosol PRP term will mostly correspond to BC perturbation (with ad-

justments to other aerosol species possible but likely small), we can state that the IRF was

determined to be 84% of the clear sky ERF, with the remaining 16% made up of radiative

adjustments. The estimate for BC IRF here (0.43 W m−1) is similar to that determined by

(O’Connor et al., 2021) using the double call method (0.38 ± 0.01 W m−1) also using UKESM1.

Since the double call method applied to the same 1 year period here returns the same value
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(a) SW albedo PRP radiative adjustment

(b) Surface direct albedo July (c) Surface direct albedo January

Figure 4.8: Maps of (a) one year mean clear sky SW surface albedo radiative adjustment calculated from partial radiative

perturbation and (b, c) month mean direct surface albedo adjustment for SW bands 1-3 (200 - 690 nm) for July 2014 and

January 2015, due to 1850 to 2014 BC emissions perturbation.

as the PRP term, the difference between the estimate of BC IRF from this work and that of

O’Connor et al. (2021) is likely to relate to the choice of PD as the baseline atmosphere in this

work, while PI was used as the baseline atmosphere in theirs.

Turning to the remaining PRP terms, these can be compared with the results of Smith et al.

(2018), who used the kernel method to calculate radiative adjustments from a 10 times increase

in present day BC across multiple models and kernels. They determined radiative adjustments

of approximately -0.1, -0.9, -0.3, 0.7, and 0.1 W m−1 due to surface temperature, tropospheric

temperature, stratospheric temperature, water vapour, and surface albedo adjustments. As-

suming linearity, dividing these values by 10 approximates the response expected from a PI to

PD perturbation as modelled in this work. This results in similar radiative adjustments for

water vapour between the two studies (0.08 in this work and 0.07 [=0.7/10]) W m−1 in Smith
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et al. (2018)). However, the surface temperature and surface albedo responses found in this

work are much bigger, being half of the values report by Smith et al. (2018) before dividing

by 10. Meanwhile the temperature adjustment is much smaller in this work when compared

to their combined tropospheric and stratospheric adjustments (-0.02 compared to -0.12 [=(-0.9

+ -0.3)/10] W m−1). Some differences are expected since Smith et al. (2018) performed the

radiative kernel calculations in all sky rather than clear sky conditions. However, there will be

significant differences due to the short 1 year integration used in this work compared to their 10

year integrations.

Aside from the exact values, much can be learned from comparing the PRP terms relative to

each other. One key finding from the 1 year clear sky BC PRP experiment is that the cumulative

PRP method did return individual PRPs whose sum equals the total forcing. By comparison,

using conventional PRP, Bickel et al. (2020) calculated the difference between the sum of indi-

vidual radiative adjustments and the ERF - IRF for two experiments, one perturbing air traffic

(specifically contrails) by 12 times, the other doubling CO2. For the air traffic and doubling

CO2 experiments they determined differences of 0.03 and 0.18 Wm−2, compared to ERFs of

0.26 and 3.55 Wm−2 respectively. While these differences are much larger percentages of the

ERF (and individual adjustments), this may be because they determined the IRF term from a

separate online experiment to that which generated input for the PRP calculations (and deter-

mined the ERF). Rieger et al. (2017), investigating radiative feedbacks under a doubling of CO2,

determined a much smaller difference between the sum of individual variable radiative feedback

parameters determined with PRP and the total radiative feedback parameter, determining the

difference to be less than 0.01 Wm−2K−1. These different studies with the conventional PRP

method suggest that the sum of individual PRP terms could be very close to the total radiative

forcing, but not identical, though with only two studies it is hard to suggest what the typical

difference might be. By contrast the cumulative method guarantees that the sum and the total

are equal, in addition to having a small computational advantage in saving two runs of the

radiation code.

Another interesting result is the large difference between forward and backward calculations

in the temperature, water vapour, and surface temperature LW PRP terms. These differences be-

tween forward and backward calculations are expected due to spatial decorrelation of perturbed

variables as described in section 1.3.3. However, unlike the example of cloud decorrelation with

humidity given in section 1.3.3, it is not immediately obvious what the decorrelation effect be-

tween variables in the absence of clouds would be. That said, one would expect some degree of

correlation between humidity, atmospheric temperature and surface temperature, and so some

decorrelation bias effects on radiation could be hypothesised.

For example, one could suppose that the surface temperature is positively correlated with the

absorptivity of the atmosphere due to water vapour. Then, consider the outgoing LW radiation

due to surface temperature in a multi layer grey gas model, where the emissivity is uniform

between levels:
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OLRs = (1− ε)nσT∗4 (4.15)

where OLRs is the outgoing LW radiation from the surface, ε is the emissivity of each layer,

n is the number of model layers, σ is the planck constant, and T* is the surface temperature.

Assuming that ε is uniform across layers is generally a poor assumption for water vapour, but

should be sufficient in this case. Also, assume that Kirchoff’s law applies, such that absorptivity

is equal to ε, and that while epsilon is uniform between levels, it varies spatially between dif-

ferent model atmospheric columns. Then, if surface temperature and absorptivity due to water

vapour are positively correlated, in an atmospheric column where T* is high, ε is also high (and

vice versa). If however, surface temperature and humidity were decorrelated, where T* is high

ε would, on average, be lower (and vice versa). Looking at equation 4.15 one can see that if

columns with higher T* are scaled by (1 - ε) with a lower value of ε, then OLRs is higher.

Although the reverse is true for columns with lower T but now higher ε, the mean OLRs across

columns would be higher. Consequently, when T* and ε are decorrelated there will be a negative

net TOA downwards flux than when correlated.

This hypothesis, if true, could then partially explain the results presented in figure 4.5. To

elaborate, the surface temperature forward PRP term includes the decorrelation bias as a posi-

tive (the second term in 4.5 is decorrelated, but as noted earlier, the equations are multiplied by

-1). Consequently, since the bias is negative, the surface temperature forward PRP term should

be negatively biased. This is seen in figure 4.5, where the surface temperature forward PRP LW

term is indeed negatively biased (and the backward term positively biased).

This hypothesis could also partially explain the positively biased humidity forward PRP LW

term, which should include the same magnitude bias, although positive (since the decorrelation

bias is included as a negative in the humidity forward PRP term). However, since the difference

between the forward and backward humidity PRP terms is larger than the difference in surface

temperature forward and backward PRP terms, there is likely an additional decorrelation bias

between humidity and atmospheric temperature also. Indeed, considering table 4.1, the sum

of the differences between the forward and backward LW surface temperature (0.23 W m−2)

and atmospheric temperature (0.54 W m−2) PRP terms (= 0.77 W m−2) is similar to that of

the humidity LW forward and backward PRP terms (0.86 W m−2). A similar thought process

to that applied to surface temperature and humidity could be used to suggest a mechanism by

which decorrelation of humidity and atmospheric temperature causes a bias in TOA flux. How-

ever, this would be more complex given the temperature of multiple layers are being perturbed

rather than just the surface. By contrast, there may be little decorrelation between atmospheric

temperature and surface temperature, since they should have little effect on each other when

considering equation 4.15.

To verify whether this (or any other) hypothesis is a realistic explanation for the difference in

forward and backward PRP terms found here would primarily require investigating how surface

temperature and humidity are correlated. Additionally, one could investigate whether the mag-

nitude of OLR change from decorrelating surface temperature and humidity is approximately
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consistent with the difference in forward and backward terms observed here. This is not inves-

tigated here, and is left to future work.

While the differences between forward and backward terms seem large for humidity, tem-

perature and surface temperature, and the mechanisms behind the decorrelation effects are not

further investigated, similar findings have been made in other studies. The closest comparison

is against Bickel (2023), who reported differences in forward and backward radiative adjust-

ments of ∼0.5 W m−2 for both lapse rate and humidity PRP terms, and of ∼0.2 W m−2 for

surface temperature, under clear sky conditions resulting from CO2 perturbation (their figure

C.1). These magnitudes are similar to those presented here (table 4.1), where the magnitude of

differences between forward and backward PRP terms are 0.86, 0.54 and 0.23 W m−2 for specific

humidity, temperature and surface temperature PRP terms respectively.

It is worth noting that although Bickel (2023) find that their forward humidity PRP term is

negatively biased and the backward term is positively biased, this is consistent with the results

here where the reverse is true. This is because in their calculations the forward PRP terms

for all variables include the decorrelation biases as a positive, and as a negative in the back-

ward PRP terms, whereas as outlined above, the specific humidity PRP term here includes the

decorrelation bias as a negative. Conversely, they find that their forward surface temperature

PRP term is negatively biased, which is the same as in this work where the decorrelation bias

due to surface temperature changing will be included as a positive in the forward PRP term.

Comparing their lapse rate term with the atmospheric temperature term in this work is more

complicated since they are not equivalent terms. This does point to one small disadvantage of

the cumulative PRP method, this being the slightly more challenging interpretation of decorre-

lation biases in the forward and backward terms, though as noted before this should not effect

the two-sided mean value which the value of interest.

It is also worth considering that Bickel (2023) found a significant difference in their forward

and backward calculated CO2 PRP term. Since CO2 is well-mixed, it is unlikely there is much

spatial decorrelation bias present. Instead, this difference may result from the difference in mask-

ing effect from water vapour and temperature of the CO2 perturbation, between performing the

perturbation on a control or perturbed background. This effect could contribute to the spatial

decorrelation seen in the PRP calculation presented here for temperature, surface temperature

and humidity.

Now comparing the PRP results to the use of other methods for separating ERF compo-

nents, it is worth highlighting the similarity of the aerosol PRP term and the ∆DRE’ calculated

from UKESM double radiation call diagnostics. These metrics both measure the radiative effect

of the aerosol perturbation, so are expected to be similar, but there may be differences due

to how they are calculated. While a longer integration period is required to confirm the value

of the aerosol PRP term, after just one year the two metrics give a very similar result. This

suggests that the PRP method here is giving sensible results. The two metrics might not give

such good agreement if performed under all-sky conditions however, since cloud masking effects
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are excluded and may differ between the two methods.

A final point this work highlights is that implementing PRP with an offline radiation code

that matches the settings of the online radiation code can be challenging, particularly with

hourly input resolution. Firstly, while PRP in principle allows the online and offline calcula-

tions to have matching settings unlike radiative kernels (unless creating a kernel for a specific

set of simulations), in practice it is still difficult to achieve. In particular, despite considerable

efforts, it proved too challenging to get the representation of cloud in the online radiation code

and offline SOCRATES to match. Secondly, the large input data size and number of timesteps

SOCRATES needed to be run for when using 1 hourly input resolution resulted in long run times

for both preprocessing and run suites. Minor issues encountered, such as the preprocessing suite

occasionally failing to archive input for model days (requiring manual re-running), could also

have been a consequence of the excessive burden placed upon the computing system. While the

limits on computing and runtime resources will vary between different computing systems and

by model, these do pose a real limitation on the utility of this methodology.

4.8 Conclusions

In this chapter an alternative implementation of the PRP method was devised and used to in-

vestigate radiative adjustments to BC perturbation. This cumulative PRP method is found to

be a more efficient technique for PRP experiments with no obvious drawbacks compared to the

conventional PRP method. The cumulative PRP method saves two calculations of the radiation

code compared to the conventional method, whilst ensuring the sum of individual PRP terms

equals the total radiative forcing, something that does not appear to be guaranteed with the

conventional method based on the studies that have considered this matter. However, while it

is expected that the two-sided PRP terms should be similar between the two PRP methods,

future work is needed to verify this, such as by using both methods applied to the same dataset.

Due to unforeseen challenges representing cloud fields in SOCRATES it was not possible to

conduct all-sky PRP calculations, and only a 1 year integration in clear sky conditions was per-

formed here. This limits the interpretations that can be made about BC radiative adjustments.

However, the radiative forcing calculated from the aerosol PRP term is found to be similar to

∆DRE’ calculated using additional radiation call diagnostics, a result likely to be fairly robust

even with the short integration time. To understand the magnitude of the remaining PRP terms

these calculations should be performed under all-sky conditions and for a longer integration pe-

riod than what was possible here.

Finally the challenges encountered highlight the difficulty in implementing the PRP method.

In particular, ensuring the offline SOCRATES and online UKESM radiation codes used the same

settings proved very challenging, and using hourly input required significant computing resources

and time. While these issues will vary between models, this difficulty should be noted for future

studies and requires further work to address in the model used here.
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Chapter 5

Thesis conclusions and

Recommendations

5.1 Key Conclusions

It is worth reflecting back on the motivation for, and aims of, this thesis. It was noted that there

are large uncertainties concerning the climate impacts of declining aerosol emissions, and that

this uncertainty is partly driven by uncertainty in radiative adjustments. The aims were firstly

to implement variations on the nudging mechanism denial and PRP methodologies, assessing

how useful they are for investigating aerosol radiative adjustments; and secondly, to apply these

methodologies to anthropogenic SU and BC emissions and learn something about their radiative

adjustments.

5.1.1 How useful are the methods used here for investigating aerosol radiative

adjustments?

So, what can be learnt from this work about how useful these two methods are for quantifying

aerosol radiative adjustments and understanding there mechanisms? Beginning with the nudg-

ing mechanism denial methodology, this method was able to produce estimates of the radiative

effects of circulation- and temperature-mediated adjustments. However, confidence in these es-

timates is limited by a number of issues that were encountered with nudging. In particular,

one can conclude that the radiative effect of temperature-mediated adjustments is unlikely to

represent a reliable estimate of actual physical processes, while the estimate of radiative effects

of circulation-mediated adjustments may be somewhat reliable but still uncertain.

The major issue contributing to this lack of certainty in the results is that nudging was

found to introduce a number of unexplained effects and biases. This particularly included large

adjustments in low cloud over marine stratocumulus regions and storm tracks in uvθ-nudged

simulations, the signal from which dominates the estimate of the radiative effects of temperature-

mediated adjustments. While it is plausible there could be a physical reason for the strong low

cloud adjustment in uvθ-nudged simulations, the observation of close to opposite low cloud

adjustments between SU and BC perturbed uvθ-nudged simulations despite the different in-
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teractions the two aerosol species have with clouds, would suggest this is more likely an error

introduced by the nudging. Nudging also resulted in biases in cloud fraction between the free

and (uv- and uvθ-) nudged controls. While the effect of these bias on calculated radiative ad-

justments is uncertain, the biases may indicate nudging is distorting the representation of cloud

processes even in the absence of aerosol perturbations. While not as severe an issue as the

anomalous low cloud adjustments in the uvθ-nudged simulations, this does reduce confidence

in quantification of both circulation- and temperature-mediated adjustments here. It is worth

noting also that these errors could even affect other, more conventional applications of nudging,

particularly where temperature related quantities are nudged.

Another significant issue affecting conclusions from the uvθ-nudged simulations is the lim-

ited suppression of adjustments of θ. While this issue is to a degree inherent in the method due

to the nature of nudging, the uvθ-nudging achieved typically less than a 50 % reduction in θ

adjustment in the troposphere, which is certainly less than aimed for. This reduces confidence

that any difference between the free and uvθ-nudged simulations do correspond to suppressed

temperature-mediated adjustments, or that the estimate of radiative effects of temperature-

mediated adjustments actually includes the effect of all temperature-mediated adjustment, since

only part of the adjustment in θ is suppressed. Suppression of the horizontal wind adjustment

however was much more effective, so this is less of a concern for the calculations concerning

circulation-mediated adjustments.

Beyond these uncertainties, this work also highlighted that because of the strong interdepen-

dence of temperature and winds in the model, nudging either will affect the other. Consequently

it is difficult to suggest no temperature-mediated adjustments are suppressed by uv-nudging or

no additional circulation-mediated adjustment is suppressed by uvθ-nudging. While different

implementations of the nudging methodology may be able to achieve better separation, it is

unlikely the two could be separated totally, and this is a limitation inherent to the method.

Despite this rather negative assessment of the utility of the nudging denial methodology, it

should be highlighted that these conclusions are derived from using only one ESM, and, while a

number of nudging settings were tested, still others could be investigated. Similar studies with

different models may not encounter the same errors or may achieve better adjustment suppres-

sion, as discussed later in section 5.3.2.

Furthermore, the method potentially could have more value for looking at the broad mech-

anisms of adjustments, particularly at smaller scales. In this thesis the focus was primarily

on quantifying the magnitude of global multiannual mean radiative effects of circulation- and

temperature-mediated adjustments. As noted, the uncertainties and temperature-wind inter-

dependence make it difficult to trust the resulting values. But while less focus was directed

towards it here, the patterns of responses, if not their magnitudes, may provide useful insights

into circulation- and temperature-mediated adjustment mechanisms. For example, one could

investigate why uv-nudging alone suppressed most of the adjustment in specific humidity in the

upper troposphere seen in figure 3.10, how this response varied spatially, and whether it was
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due primarily to changes in temperature resulting from uv-nudging or could be attributed to

suppression of specific dynamical responses. This could help to understand the mechanisms by

which anthropogenic aerosol emissions have affected upper tropospheric humidity, even if the

quantified radiative adjustment associated with humidity adjustments is relatively uncertain due

to the aforementioned limitations. Focusing on such mechanisms more useful when focused on

specific regions, or if perturbations to aerosol were made only over specific regions, since there

are fewer effects to consider from global atmospheric responses. This point is discussed further

in section 5.3.2.

As for the PRP methodology, the most challenging aspect was implementing the method.

Specifically, ensuring that the TOA radiative fluxes matched between offline and online calcu-

lations in all-sky calculations proved impossible in the time available due to the complexity of

cloud representation in UKESM and differences between the online and offline radiation codes.

It was also considerably time consuming to implement the method generally and troubleshoot

even the clear sky implementation, particularly with the use of hourly input to SOCRATES.

These difficulties are in themselves relevant to answering the question of how useful the PRP

method is, since it is the difficulty implementing the method alongside the computational con-

straints that is the main disadvantage of the PRP method noted in the literature. This difficulty

is of course model dependent however, evidenced by the fact that the PRP method has been

used in other studies, and clearly the difficulty of implementation will depend on the model used.

This point also highlights that studies using PRP should be sure to confirm that offline radiation

code calculations match, within a reasonable degree, online calculations from the GCM/ESM

before conducting PRP calculations.

The use of hourly input to SOCRATES contributed to the difficulties implementing the

method, since it made the simulation times considerably longer. Given hourly input is a higher

resolution than that used in other studies using PRP (Colman et al., 2001; Mülmenstädt et al.,

2019; Bellouin et al., 2020b) this may suggest that using hourly input is inadvisable. However,

the effects of using this high input resolution were not truly assessed, particularly since the use

of such high resolution input was primarily intended to help with representing cloud radiative

adjustments which were not tested in the clear sky integration performed. Therefore it is not

possible to conclude what the advantages could be of using hourly input from this work, only

that it considerably adds to the difficulty implementing the method.

Despite the difficulties implementing the PRP methodology, the 1 year the clear-sky inte-

gration was successful in that it successfully separates out the different radiative adjustments

from the IRF, as intended. The cumulative version implemented here also successfully ensures

that the sum of the individual PRP terms and the ERF matched and does so with a slight

computational advantage over the conventional PRP implementation.
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5.1.2 What can be learned about anthropogenic SU and BC radiative ad-

justments?

Moving onto the second research aim, what can be learned from this thesis about SU and BC

radiative adjustments? One could conclude from the nudging experiments that circulation ad-

justments do appear to be a significant contributor to ERF for SU but not BC (though both are

close to the margin of significance used here), based on the difference between the uv-nudged and

free simulations. This corroborates the findings of Johnson et al. (2019) that uv-nudging does

not significantly alter the ERF from BC perturbation, whilst also showing that this may not be

true for other forcing agents such as SU. It also shows how not just the ERF, but adjustments,

particularly in clouds and specific humidity, may be affected by uv-nudging. To what extent

these changes can be attributed to real circulation adjustments rather than nudging artefacts is

somewhat uncertain however.

As for the differences between uv-nudged and uvθ-nudged experiments, while one might con-

clude that there are significant atmospheric temperature-mediated radiative adjustments that

oppose the overall ERF for both aerosols, significant uncertainties make this conclusion highly

uncertain, and suggest much of the difference in ERF between the experiments may instead be

due to artefacts from nudging. For BC, a significant negative atmospheric-temperature-mediated

radiative adjustment seems a plausible result since ERFari cloud adjustments due to BC per-

turbation (i.e. semi-direct effects) have generally been estimated to be negative, with many of

these adjustments occurring due to changes in atmospheric temperature profiles due to BC, as

discussed in 1.3.5. For SU, there has been little quantification of ERFari cloud adjustments

so there is little to compare the SU atmospheric temperature-mediated radiative adjustment

estimate with. While adjustments to cloud due to changes in atmospheric heating are not gen-

erally thought to be as significant for SU as BC, the ability for land surface temperature to

respond and produce cloud feedbacks could, at least in principle, be a plausible mechanism

for this estimate. However, the large differences in marine stratocumulus adjustment between

uvθ-nudged and uv-nudged experiment pairs for both species do not have an obvious physical

explanation consistent with the changes in lower tropospheric stability or known mechanisms

of cloud adjustment. Likewise the differences in marine stratocumulus for the two species are

strongly mirrored, which is not expected due to the different ways the aerosols affect radiation

and clouds. As such, there can be limited confidence in any conclusions drawn from the uvθ-

nudged simulations about atmospheric temperature-mediated adjustments.

From the PRP method there is less to be learned due to only conducting a 1 year integration

in the clear sky only. The BC clear sky IRF was estimated to make up 84% the clear sky forcing

due to BC, with clear sky adjustments comprising the remainder. Temperature, surface temper-

ature and specific humidity responses, despite having strong magnitudes in individual forward

and backward PRP calculations, are determined to be small terms overall. Surface albedo also

contributes a small clear sky radiative adjustment to BC ERF, primarily dependent on snow

and ice cover changes at high latitudes, that is consistent between forward and backward PRP

calculations.
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5.2 Wider Significance

Having considered the key conclusions from this thesis through the lens of the research aims, we

can next consider what wider significance there might be in these conclusions. For nudging, one

clear significance from this work is it helps to address a point raised in the latest AR6 IPCC

report. Specifically Forster et al. (2021) noted that while nudging horizontal winds could reduce

integration time for fSST experiments, there are not enough studies to conclude whether the

exclusion of circulation adjustments by this method is significant. The work here found that,

while borderline, there was a difference in ERF between free and uv-nudged SU perturbed ex-

periments at the 95% confidence limit, but not in the BC case. There were also large differences

in adjustments of cloud fraction and specific humidity between free and uv-nudged experiments.

While it is not certain this difference could be attributed to actual physical responses compris-

ing circulation adjustments rather than nudging artefacts, this at least suggests that uv-nudging

could significantly alter the determined ERF, and should be investigated further if it is to be

used for the purposes of reducing simulation lengths. This is particularly true where accurate

quantification of adjustments of specific fields, such as of cloud fractions and specific humidity,

are of interest.

Another point of significance is that this thesis illustrates the large potential for unintended

effects of nudging. When nudging temperature related quantities, one should be wary of arti-

ficial stability changes affecting cloud cover. This could occur wherever large differences exist

between temperature fields in the nudged model and nudging input, not just in the mechanism

denial methodology used here. This thesis would also suggest there are potentially large effects

on a number of variables from nudging only the horizontal winds, such as the large bias between

uv-nudged and free cloud fields, even in the absence of perturbed aerosol emissions. While this

bias might be overlooked when focusing on ERFs, it could have significance for studies using

nudging to investigate cloud or precipitation responses more specifically.

As for the PRP experiments, the cumulative PRP method presented here offers some im-

provements on the conventionally applied PRP method. This method should reduce computa-

tion time relative to the conventional PRP method and ensures the sum of individual radiative

adjustments adds up to the total. While this cumulative PRP method would still take more

resources to employ than use of a pre-existing radiative kernel, radiative kernels (even if applied

with forward and backward calculations) cannot calculate individual radiative adjustments that

are conservative of the total radiative forcing. This is likely to be a small benefit that does not

outweigh the computational cost of using PRP over an existing kernel, but could be of value in

some studies.
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5.3 Recommendations for future study

5.3.1 Direct extensions to this thesis

A number of directions for future study can be suggested from this work. Firstly, there are

a number of very specific recommendations that mostly seek to address or clarify some of the

challenges encountered with the use of the nudging mechanism denial and PRP methodologies.

These recommendations could be achieved just with UKESM1 and the offline SOCRATES code,

and could be seen as direct extensions to this thesis. Some of these recommendations were noted

in the conclusions to each chapter, but are worth restating here.

For nudging these specific recommendations include:

• Investigating the impact of varying the nudging sequence in UKESM

• Testing higher resolution nudging input over a longer simulation

• Nudging with the land surface temperature fixed

• Nudging just potential temperature

• Investigating stratospheric responses to nudging

The first four of these recommendations are intended to address the issues with nudging

θ that were noted in section 5.1: namely the anomalous responses when nudging θ and the

weak suppression of θ adjustment. The first recommendation is based on the finding of Zhang

et al. (2022) that strong biases in marine stratocumulus clouds may occur when nudging input

is generated at a different timestep to when nudging is applied. Investigating whether a change

to the nudging sequence used in this work might avoid the anomalous marine stratocumulus

adjustments is a logical first step. This would definitely be worth doing, given that it may be

an issue that affects representation of cloud in other studies using nudging in UKESM, not just

for the mechanism denial methodology employed here.

The second recommendation is made because while higher time resolution nudging input

was tested in this thesis, it was only a limited test. An extended study could investigate using

3 and 1 hourly nudging input resolution with 5 year model runs to verify whether the higher

resolution would improve theta adjustment suppression or not.

The third recommendation is made firstly on the basis that if the surface temperature could

be fixed when nudging theta, the theta adjustment suppression should be improved in the lower

troposphere. Secondly, removing the land temperature response is necessary for determining

ERF without including feedbacks to land surface temperature change. In particular, conducting

the same experiments with fixed land surface temperature would help determine whether the

cloud fraction adjustments observed in the SU perturbed cases are actually primarily responses

to surface temperature (i.e feedbacks) or are indeed adjustments. However, fixing land sur-

face temperature, and soil temperature and moisture as performed in Ackerley and Dommenget
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(2016) and Andrews et al. (2021) would be difficult to implement in UKESM, as this was briefly

investigated it as a possibility during this work. A possible alternative could be nudging the

land surface and soil fields instead.

The fourth recommendation is suggested because, while nudging a temperature related quan-

tity without nudging horizontal winds is seldom done in the literature, it would be useful to

explore it as a way to achieve better suppression of the θ adjustment or reduce the unexplained

low cloud adjustments. This could be the case since nudging both uv and θ could be over-

constraining the model, preventing greater suppression of the θ. It would also be a relatively

easy recommendation to implement with the existing UM nudging code.

The final recommendation is made since the effects of nudging in the stratosphere were

largely ignored in this work. This was because anthropogenic aerosol adjustment processes are

expected to occur primarily in the troposphere (Smith et al., 2018). However, understanding

some of the stratospheric responses to nudging noted in this thesis, and possibly adjusting the

nudging strength in the stratosphere, could help understand and address some of the issues

with nudging. It may also be more important if the nudging mechanism denial methodology

were applied to emissions of volcanic aerosol, for which stratospheric responses may be more

important than here.

For the use of PRP, three specific recommendations are made:

• Performing a longer, all-sky, PRP integration, which first requires resolving the difference

in TOA radiative fluxes between the offline SOCRATES and online UKESM calculations

conducting in this work

• Comparing the cumulative PRP method with calculations using the conventional PRP

method

With respect to the first recommendation, the primary reason for using 1 hourly input to

SOCRATES was to provide accurate representation of cloud adjustments in SOCRATES, given

that cloud adjustments were expected to be the largest adjustment for aerosols. As such it

would be useful to represent these adjustments in SOCRATES, and also enable the other PRP

terms to be conducted under all sky rather than clear sky. This could then be run for a longer

integration period to determine PRP terms with meaningful statistical uncertainties.

For the second recommendation, whilst in principle the cumulative method used here is

hypothesised to produce similar PRP terms to the conventional PRP method, this hypothesis

should be verified. This could be done effectively with only a single year of integration using the

conventional PRP method with the same input data used here. Such an experiment would also

allow testing to what degree the conventional method produces a sum of PRP terms that equals

the ERF. These tests would help verify whether the cumulative PRP method used here pro-

duces results consistent with the conventional PRP method and whether the cumulative method

ensures better conservation of the total radiative effect across radiative adjustments than the
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conventional method.

5.3.2 Broader paths for extension

As well as the very specific recommendations made above, the discussion of significance earlier

points to some broader ways this work could be extended if considerably more resources were

available. These can be summarised as follows, and are expanded upon below:

• Testing the nudging mechanism denial methodology with different models, nudging setups

and nudged variables

• Testing the nudging mechanism denial methodology with different forcing agents

• Applying nudging with a focus on regional scales

• Considering effects of nudging on precipitation

• Combining the use of nudging and PRP for separating both adjustment mechanisms and

specific variable contributions to radiative adjustments

• Investigating whether radiative kernels calculated from different baseline climates states

significantly affects radiative adjustment calculations using kernels

• A review of methods for decomposing ERF into radiative adjustments, particularly for

aerosols

Testing the nudging mechanism denial methodology with different models would help es-

tablish whether different ways of implementing nudging affect the adjustment suppression and

introduction of artefacts, and hence, the usefulness of the method. While a natural step for any

work is to compare results from different models to see how responses vary, for this method in

particular the only other study using this same methodology used the very similar HadGEM3

model (Johnson et al., 2019). Testing the methodology with different models would also im-

plicitly test different implementations of nudging, since nudging schemes for different models

will be implemented differently (e.g. the interpolation of nudging input onto model timesteps).

Likewise, to suppress the same adjustments different variables can be nudged (e.g. temperature,

potential temperature, or dry static energy) and the exact variables nudged will differ between

models. Since there may be advantages to one nudging scheme, or choosing to nudge one vari-

able over another, this would be a useful exercise. Testing this methodology with a range of

models would also help to more definitively determine whether nudging horizontal winds sup-

presses significant circulation adjustments contributing to ERF, addressing the aforementioned

question noted in Forster et al. (2021).

Testing the nudging mechanism denial methodology with different forcing agents would be

another natural extension to this work. Radiative adjustments are typically a smaller source of

uncertainty and better understood for other forcing agents than aerosols (Forster et al., 2021).

However, some forcing agents, such as ozone, have been found to cause adjustments in circu-

lation or via changing atmospheric heating profiles (MacIntosh et al., 2016) with few studies
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quantifying such effects and these adjustments could potentially be quantified with nudging.

As with using different models, perturbing different forcing agents could also be useful to more

definitively answer the question of whether uv-nudging suppressing circulation-mediated radia-

tive adjustments significantly affects ERF, since the magnitude for circulation adjustments will

vary by forcing agent, and this thesis has only addressed this question for aerosol perturbations.

Applying nudging to investigate aerosol radiative adjustments at regional scales would be

an interesting extension to this work since, as discussed earlier, it may be a better use case for

nudging as a mechanism denial tool. This is because while this thesis concludes that the nudging

methodology used here is not likely to help understand the global aerosol response magnitude

due to uncertainties introduced by spurious changes and inadequate θ adjustment suppression,

nudging may be more useful at regional scales where there is generally greater uncertainty in

aerosol effects already (Wilcox et al., 2023) and where studies may be interested in mechanisms

more than global mean ERFs. This could include, for example, experiments perturbing aerosol

emissions over a particular region (e.g. south Asia) which is expected to affect a particular

climate process (e.g. the south Asian monsoon), with nudging applied to attempt to suppress

these effects, isolating the effect of the aerosol perturbation. Or nudging could be applied over

specific regions or latitudes only, with regional or global emission perturbations, to isolate the

radiative adjustments unique to the nudged regions or latitudes. This potential avenue of exten-

sion is particularly relevant given the increasing interest in regional scale responses to aerosol

perturbations (Wilcox et al., 2023). However, it is worth stressing the uncertainty associated

with using nudging for mechanism denial, and it may be best used as an additional indicative

tool rather than a precise method.

Investigating the effects of nudging on precipitation would be useful to understand whether

nudging has application in understanding climate effects other than radiative effects. While this

thesis has focused on radiative effects, precipitation is a key factor in climate change impacts

(IPCC, 2023a). While the nudging mechanism denial methodology may not be effective for

determining exact precipitation responses due to adjustments, it could help to see how precipi-

tation responds broadly to suppressing adjustments. This would also help answer the question

of whether uv-nudging suppresses significant circulation adjustments or not. Even if uv-nudging

did not significantly alter ERF, studies of forcing agent perturbation interested in precipitation

(or other responses) as well should avoid using nudging to decrease simulation integration length

if precipitation is affected significantly.

Combining the use of nudging and PRP (or radiative kernels) in simulations would enable

separating radiative adjustments by both adjustment mechanisms and by specific radiatively ac-

tive variables. This would be useful to, for example, separate the circulation- and temperature-

mediated adjustments in cloud with nudging and calculate the radiative effect of component of

cloud adjustment with PRP. Likewise, using nudging in combination with PRP as implemented

by Mülmenstädt et al. (2019) to separate out adjustments due to cloud amount, effective radius

and liquid water paths would allow a proper separation of IRFaci, the radiative adjustments

comprising ERFaci, and ERFari, unlike most methods that fail to separate the latter from aci
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adjustments. This would help decompose aerosol ERF more closely to the way it is decomposed

in definitions and help quantify the relative magnitudes of aci and ari adjustments to aerosol

forcing.

While not investigated in this work, the study of Martin and Quaas (2021) suggests there

may be significant differences between use of radiative kernels calculated at different baseline

conditions. For example, calculating the kernel from PI, PD or 2xCO2 could produce different

radiative adjustments when applied to outputs from control-perturbed simulation pairs. This is

worth noting here since the need to conduct forward and backward calculations has been con-

sidered a weakness of PRP that does not apply to kernels, but calculating kernels at different

climate states is a similar issue that has not been properly investigated in the literature. A

simple study to investigate this could be using a pair of fSST simulations, one with PD climate,

and another with 2xCO2 as a perturbation. Two radiative kernels could then be calculated, by

adding 1 K to temperatures, 1 percentage point to albedo, 1 percentage point to relative hu-

midity etc, one using the PD simulation as a baseline the other using the perturbed simulation

as a baseline. These kernels could then be applied to the adjustments between the control and

perturbed simulation and compared to see if the use of different baselines for the kernels causes

a significant difference in calculated radiative adjustments.

Finally, there could be great value in a review article that summarises the different methods

of decomposing radiative adjustments, evaluates their relative merits for different applications,

and compiles a list of resources to use those different methods. Currently in the literature there

are a lot of studies using one, two or sometimes three different methods, sometimes in conjunc-

tion with each other and other times to evaluate one against the other. However, a review of

all the major methods for decomposing radiative adjustments is lacking. Many of the methods

are also non-trivial to implement and in some cases are implemented incorrectly (such as the

implementation of APRP by Smith et al. (2020a) as rectified in Zelinka et al. (2023)); or have

nuances and revisions noted or suggested in later studies than the original study outlining the

method (such as the surface albedo adjustment term of Ghan (2013) which has later been noted

to include adjustments other than just surface albedo (Zelinka et al., 2023)). These factors make

it difficult to properly use or interpret these methods and could be particularly challenging for

those uninitiated in the fields of aerosol climate effects and radiative adjustments from other

forcing agents more generally.

A review article could address these issues by, firstly, comparing the application of the dif-

ferent methods to the same simulations, to ensure a standardised comparison of the different

methods and their differences. Secondly, it could outline clearly what each method actually

computes and how the quantities computed relate to formal definitions such as ERFaci and

ERFari. It could also include a decision tree to indicate what method is most appropriate given

the diagnostics available, what adjustments are the focus of the study, and what forcing agent

is being investigated. Thirdly, such a review could include links to existing tools and code to

implement the different methods, as Zelinka et al. (2023) have recently done for the APRP

method. Overall, this could make it easier for studies to select, implement and understand the
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appropriate method for their work.

5.3.3 Recommendations for quantifying radiative adjustments with different

methods

Finally, reflecting on both the research conducted and the review of literature given in this thesis,

a number of suggestions can be made about what methods to use for investigating radiative

adjustments. These are listed as bullet points as follows:

• Studies should use consistent and clear definitions of radiative adjustments, particularly

concerning cloud aci and ari responses (ideally using abbreviations such as ERFaci and

ERFari exactly, rather than redefining them to include other adjustments).

• The use of diagnostics recommended in Ghan (2013) are highly useful, but studies should

be clear to consider the masking effects outlined in Zelinka et al. (2023) and discussed in

section 1.3.3.

• In most cases, for calculating radiative adjustments from individual variables, particularly

non-cloud variables, radiative kernels are more effective than PRP due to the ease of

use. However, studies should consider the differences between the radiation code in their

particular model and that used to create the radiative kernel. This is particularly true for

multi-model studies, which should consider if the aim is to sample wholly different models,

and whether using radiative kernels calculated from another model obstructs the sampling

of different models’ responses.

• If PRP is desirable, the cumulative method presented here should produce comparable

results but more efficiently than the conventional method presently used in most studies.

• For separating radiative adjustments by mechanisms rather than variables, use of model

switches, such as those present in UKESM1 for the first and second indirect effects, is

likely to be more reliable than using nudging, and less sensitive to the setup used.

• For some use cases nudging may be acceptable for reducing simulation integration time for

aerosol ERF studies (e.g. if only aci adjustments are considered). However, if other cloud

adjustments are of interest, based on the results in this thesis it is not recommendable to

use nudging to reduce simulation integration time. If nudging is still intended to be used

for this purpose, studies should compare the nudged simulation to the input used (which

should be output from the same model) to see what effect the nudging is having beyond

reducing natural variability.
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Appendix A

Explanation of the deviation of

∆DRE calculated with the double

call method from IRF

Here is given a further explanation of the final point made in section 1.3.3, specifically that

∆DRE calculated using the method outlined in Ghan (2013) is slightly different from IRF as

defined in Forster et al. (2021). Using the terminology of Zelinka et al. (2023), one can first

define the radiative effect of a perturbation of a variable, X, between a control and perturbed

as:

KX∆X = KXXp −KXXc (A.1)

where ∆X is the change in X between the control (Xc) and perturbed state (Xp) and KX

is defined as in equation 1.4 as a factor describing the change in net downwards TOA radiative

flux with infinitesimal change in variable X.

Since the radiative effect of a change in X will depend on the atmospheric state, KX can be

considered a function of clouds, aerosols, surface albedo, atmospheric temperature and specific

humidity and can be more precisely written as KX(C,A, α, T, q). Calculation of aerosol IRF

assumes that no adjustments takes place, and so can be defined as:

IRF = KA(Cc, Ac, αc, Tc, qc)Ap −KA(Cc, Ac, αc, Tc, qc)Ac (A.2)

where subscript c indicates the control state of a variable. However, equation 1.10 can be

rearranged to:

∆DRE = (Fp − Fc)− (Fp,cln − Fc,cln) (A.3)

where subscript p indicates the control state of a variable. The first term in equation A.3

can be described as the ERF and the latter term as the forcing due to changes in all variables

excluding aerosols (and excluding the masking effect of aerosol on these changes). It can therefore

be seen that the aerosol forcing effect is derived from the first term, in which it is calculated

as the difference in radiative effect of the perturbed concentration of aerosol with all other
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variables set to values from the perturbed simulation minus the radiative effect of the control

concentration of aerosol with all other variables to values from the control simulation. Thus in

the method of Ghan (2013) the aerosol radiative effect, ∆DRE, is calculated as:

∆DRE = KA(Cp, Ap, αp, Tp, qp)Ap −KA(Cc, Ac, αc, Tc, qc)Ac (A.4)

The difference between equations A.2 and A.4 is subtle and likely to be smaller than the

aerosol masking term outlined in Zelinka et al. (2023) that is excluded from ∆DRE. It also does

not make it incorrect to use ∆DRE. As noted earlier, one could interchange the control and

perturbed state in fSST experiments and validly argue either arrangement was the most useful

calculation of ERF. Here one could argue that including the change in the masking effect of

other variables due to them being perturbed when calculating the direct radiative forcing due

to aerosol is more representative of the actual forcing due to the aerosol change than calculating

it on a fixed control atmospheric state.
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Appendix B

Cross sections of u, v and θ

adjustments and control errors in

nudged simulations

Here are presented plots of the adjustments and control errors in u, vm and θ from a subset

of the different nudging setups explored in 2 and outlined in table 2.1. While the level mean

profiles presented in figures 2.5 and 2.6 are generally sufficient, there are some features obscured

by averaging over levels and presenting horizontal wind adjustments and control errors as an

RMS. As such, the figures here are included to help illustrate the spatial variation of these ad-

justments and control errors in different dimensions. For the optimum nudging setup (G=1/6

h−1 with lower level nudging), maps over 5 models levels and a zonal mean of adjustments of θ

(fig B.1), u (fig. B.2), and v (fig. B.3) and control errors of θ (fig. B.4), u (fig. B.5), and v (fig.

B.6) are illustrated.

128



Figure B.1: Multiannual mean adjustment in θ over a range of model levels and as a zonal mean for the free, uv-nudged

and uvθ-nudged simulation pairs. The nudged simulations use the optimal nudging case identified in table 2.1. Model levels

are 1, 9, 26, 46, and 54 corresponding to heights amsl of 20 m, 660 m, 4.85 km, 14.72 km and 20.23 km respectively.
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Figure B.2: As for figure B.1 but for u-wind adjustment.
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Figure B.3: As for figure B.1 but for v-wind adjustment.
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Figure B.4: Multiannual mean control error in θ over a range of model levels and as a zonal mean for the uv-nudged and

uvθ-nudged control simulations. Control error is calculated as the difference in the field between the free control minus in

the nudged control. The nudged simulations use the optimal nudging case identified in table 2.1. Model levels are 1, 9, 26,

46, and 54 corresponding to heights amsl of 20 m, 660 m, 4.85 km, 14.72 km and 20.23 km respectively.
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Figure B.5: As for figure B.4 but for u-wind control error.
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Figure B.6: As for figure B.4 but for v-wind control error.
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