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Designing Heterogeneous LLM Agents for Financial 
Sentiment Analysis 

FRANK XING , Department of Information Systems and Analytics, National University of Singapore, 

Singapore, Singapore 

Large language models (LLMs) have drastically changed the possible ways to design intelligent systems, 

shifting the focus from massive data acquisition and new model training to human alignment and strate- 

gic elicitation of the full potential of existing pre-trained models. This paradigm shift, however, is not fully 

realized in financial sentiment analysis (FSA) due to the discriminative nature of this task and a lack of pre- 

scriptive knowledge of how to leverage existing generative models in such a context. This study investigates 

the effectiveness of the new paradigm, that is, using LLMs without fine-tuning for FSA. Rooted in Minsky’s 

theory of mind and emotions, a design framework with heterogeneous LLM agents is proposed and applied 

to FSA. The framework instantiates specialized agents using prior guiding knowledge from both linguistics 

and finance. Then, a summative agent reasons on the aggregated agent discussions. Comprehensive evalua- 

tions using six FSA datasets show that the framework yields better accuracies compared to many alternative 

multi-LLM agent settings, especially when the discussion contents are substantial. This study contributes to 

the design foundations and paves new avenues for LLMs-based FSA and potentially other tasks. Implications 

for business and management have also been discussed. 
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 Introduction 

ince OpenAI’s ChatGPT went viral in November 2022, a year ago, large language models

LLMs) have gone through improvements at a rapid pace, showing a variety of capabilities.
he AI adaptation for many financial services is accelerating, and big data–supported financial
ecision-making is no exception. Financial sentiment analysis (FSA) is a prototypical task
n that category and is becoming increasingly important as financial service processes and
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arnings calls, and announcements, and investors join online communities, discussion forums,
nd social media to interact with others. The recent GameStop saga [ 11 ] and the popularity of
 spectrum of market sentiment indexes (e.g., MarketPsych [ 37 ]) have shown clear evidence
hat sentiment is a useful analytics tool for financial decision-making, forecasting short-term
eturns and volatilities [ 46 ], detecting fake news and fraud [ 14 ], and predicting risk [ 49 ].
he usefulness and the importance of accurate FSA are also underpinned by a long thread of
esearch [ 3 , 8 , 12 , 45 ]. Hendershott et al. [ 21 ] summarized that research on the application of AI
n news, social media, and word-of-mouth data is a major category of leveraging AI in finance.
onsidering the wide usage in both academia and industry, accurate FSA is desired for multiple
takeholders. 
The majority of FSA systems were developed in the past decade and their architecture and
esign ideas have gone through several iterations along with the advances in natural language
rocessing. Early systems rely on sentiment word dictionaries and simple rules or statistics to
erive sentence-level or message-level polarities. Efforts were made to discover words/phrases
pecific to the finance domain [ 31 , 48 ]. A great amount of learning-based systems were developed
ater. Specifically, two benchmark tasks (SemEval 2017 Task 5 [ 9 ] and FiQA 2018 Task 1 [ 10 ]) were
onducted. The best results were achieved by regression ensemble (RE) , convolutional neural
etwork (CNN) , and support vector regression (SVR) models based on combined features of
entiment lexica and dense word representations. The following wave of designs (from approx.
019 up to this writing) was based on fine-tuning general-purpose pre-trained language models.
or example, BERT 

1 (Bidirectional Encoder Representations from Transformers) was fine-
uned as FinBERT [ 30 ] and achieved better FSA results. The state-of-the-art results using fine-
uning is from integrating multiple auxiliary knowledge sources to a BERT variant [ 15 ]. Although
edium-sized LLMs (e.g., Pythia-1.4B and OPT-1.3B) can also be fine-tuned like BERT to achieve
omparable performances to larger LLMs [ 24 ], fine-tuning the largest LLMs requires formidable
mounts of time and monetary costs. Therefore, it is important to research how to leverage larger
LMs for FSA. In terms of leveraging LLMs for FSA, the current progress mainly employed the
ncoder type of transformer, for example, BERT. However, the most powerful LLMs now are based
n the decoder part of a transformer. The decoder architecture is natural for generative tasks such
s discourse/chat completion and question answering but can also be fitted for discriminative tasks
nd classification. This study is aware of the early stage and scant in-depth studies in this direction
nd thus explores ways of leveraging generative LLMs for FSA. 
Different from many ad hoc designs developed from chain of thought (CoT) [ 13 ], tree of

houghts (ToT) [ 50 ], verification, self-consistency constraints, intermediate scratchpads, and
ulti-agent multi-role settings, the design framework presented here follows the design science
uidelines by Hevner et al. [ 23 ] and contributes to the prescriptive knowledge as a “design theory”
 20 ]. Based on Minsky’s theory of mind and emotions, “emotional states” are our “Ways to Think”
ith a specific collection of resources turned on and others turned off given certain environment
onditions [ 34 ]. Therefore, one FSA approach is to simulate the mental processes underlying the
exts, requiring specialized LLM agents to play the roles of “resources”, i.e., functional parts of our
rain that make us react to the environment. In the context of financial analysis, the resources
an either be linguistic knowledge or more advanced learned professional knowledge that is not
n innate part of our brains. The design framework ( H eterogeneous multi- A gent D iscussion
 There is no strict definition of “how large” a language model has to be to qualify for the name of LLM. It seems that 

LMs are usually far larger than the word2vec models (around 1 million parameters). In this article, language models with 

100 M parameters are referred to as LLMs. This definition includes BERT (110-340 M parameters), Mistral (7 B parameters), 

PT-3.5 (around 175 B parameters), GPT-4 (around 1760 B parameters), and more. 

CM Trans. Manag. Inform. Syst., Vol. 16, No. 1, Article 5. Publication date: February 2025. 
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Fig. 1. Different multi-agent LLM frameworks for reaching a consensus: (a) homogeneous multi-agent de- 

bate [ 18 ], (b) multi-role multi-agent negotiation [ 42 ], (c) heterogeneous multi-agent discussion (HAD: the 

proposed framework). Colors denote different roles and shapes denote heterogeneous agents. 
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HAD) ) chooses to develop specialized LLM agents by prompting. The agents’ main functions
re either to pay attention to types of linguistic errors that LLMs are prone to make for the given
SA task or to think like an institutional/individual investor. The design artifact thus has 7 (5 + 2)
ifferent agents. The final FSA result is based on a shared discussion considering outputs from
ll the agents. This design artifact is evaluated using multiple methods, and the results generally
onclude the framework to be effective. 
The major challenge in instantiating this design is the lack of design theory on what each

gent’s function should be. For this reason, many LLM multi-agent settings employ homoge-
eous agents. For example, in the multi-agent debate framework, Du et al. [ 18 ] simply dissem-
nate the same input to multiple LLM agents. Because of some randomness and perturbation, each
gent’s response will not be identical. Later, each agent will take outputs from other agents (ex-
luding its own output) as additional information to update its original response (Figure 1 (a)). It
ay go through multiple rounds, though empirical results show that consensus will be achieved
uickly. Another framework is to assign different roles to LLM agents. Sun et al. [ 42 ] described
 negotiation procedure in which a “discriminator LLM” is asked to judge whether it agrees
ith the output of a “generator LLM”. The judgment statement is sent back to the generator
f consensus is not reached. The framework requires a third LLM to negotiate and vote for the
nal result if discrepancies persist (Figure 1 (b)). Although the LLM agents in this framework
lay different roles, their capability assumptions remain the same. In this sense, these agents are
till non-specialized and are homogeneous. In the proposed framework (Figure 1 (c)), each agent
as the same role and goes through a symmetric discussion workflow (unlike [ 42 ]) but is pur-
osely designed to simulate the mental functions of different resources. Their responses are ag-
regated for FSA just like resources are activated to generate different emotional states in Minsky’s
heory. 
Therefore, one objective of this study is to test whether linguistic error types for FSA [ 47 , 54 ]

nd domain knowledge of investor types in finance [ 2 ] can be a useful guideline for developing
eterogeneous agents. The following research questions (RQs) are investigated: 
ACM Trans. Manag. Inform. Syst., Vol. 16, No. 1, Article 5. Publication date: February 2025. 
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—RQ1: How effective is HAD compared with naïve prompting and the fine-tuning paradigm?
—RQ2: How to prompt LLM agents to behave heterogeneously for sentiment analysis in
finance? 

—RQ3: What are the quantified contributions of each LLM agent and its relative importance?

To address these questions, HAD is evaluated using multiple methods, including empirical anal-
sis of performance metrics on six FSA datasets, ablation analysis with different sets of agents, and
ase studies of outputs and intermediary representations. The experimental results show that HAD
an improve the FSA performance in general. The improvements are more significant than other
enchmark methods, including MD (Multi-agent, homogeneous, Debate) , MSV (Multi-agent,

omogeneous, Simple Voting) , and HSV (multi-agent, Heterogeneous, Simple Voting). In
ddition, they are more pronounced when more advanced base LLM agents are used. It has been ob-
erved that a simple template “please pay special attention to [error type]” can change LLM agents’
ttention and prompt them to behave differently. Mood, rhetoric, and reference agents as well as
nstitutional/individual agents seem to be the main performance drivers and are more critical than
ther LLM agents, though the contributions are non-linear and have complicated interactions. 
This study contributes to the design science literature by presenting an AI kernel theory-

nformed design artifact. Many kernel theories from the natural or social sciences were introduced
o information system design, whereas kernel theories from AI are comparatively rare. This study
as implications for emotion theory, LLM collaboration research, and financial decision-making
ractices. First, it supports the society of mind and emotion machines [ 34 ] to be actionable theo-
ies that explain how emotions emerge as an important type of human intelligence. Second, this
tudy applies multi-agent LLMs in FSA. This framework has been used for fact checking, arith-
etic/mathematical reasoning, optimization, and general-purpose sentiment analysis, but not yet
n FSA to the best of my knowledge. This study thus provides new materials for LLM collaboration
nd reinforces the design science–based approach to framework development. Last, the findings
ontribute to the prescriptive knowledge of FSA system design. Investors and traders may iterate
nd improve their own FSA systems based on the HAD framework or be more informed when
hey decide to select or purchase technical solutions of a similar kind. 

 Related Work and Design Process 

n this section, related literature is organized into two lines: (any type of) use of LLMs for FSA,
nd ways of prompt design (not limited to FSA). After providing the literature, the theoretical
oundations of employing heterogeneous agents for FSA are elaborated in Sections 2.3 and 2.4 . 

.1 Using LLMs for Financial Sentiment Analysis 

SA is a domain-specific, business-oriented application closely related to the general natural lan-
uage processing task of sentiment analysis [ 17 ]. Because of its heavy use of terminologies and
ther linguistic features [ 39 , 47 ], general sentiment analysis performances are usually not rep-
esentative and will drop in the finance domain. Due to its complexity and the requirement for
ntricate reasoning in the absence of domain-specific data, FSA has been utilized to thoroughly
valuate LLM capabilities, along with tasks such as Named-Entity Recognition (NER) , knowl-
dge recall, question answering, and reading comprehension, among others [ 39 , 44 ]. 
In terms of using a singular LLM for FSA, the task is sometimes formulated together with aux-

liary tasks, such as target and aspect detection [ 15 ]. Target refers to an entity, and aspect refers
o an attribute most directly associated with the sentiment expressed. This additional information
targets and aspects) may be used to improve FSA performances. For example, Lengkeek et al. [ 27 ]
sed the hierarchical structure of aspect systems to constrain FSA results, though this information
CM Trans. Manag. Inform. Syst., Vol. 16, No. 1, Article 5. Publication date: February 2025. 
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s rarely available in real-world production environments. Zhang et al. [ 52 ] observed that finan-
ial news is often overly succinct. A model that retrieves additional context from reliable external
ources to form a more detailed instruction is consequently developed. Deng et al. [ 13 ] found that
orcing the LLM through several reasoning paths with CoT helps generate more stable and accu-
ate labels. The LLM-generated labels are also useful and meet the quality requirement of comple-
enting human annotations for conventional supervised learning methods. Similarly, Fei et al. [ 19 ]
eveloped a three-hop reasoning framework inspired by CoT that infers the implicit aspect first,
he implicit opinion second, and, finally, the sentiment polarity. However, it has been pointed
ut [ 42 ] that a singular LLM has difficulties in fully exploiting the potential of LLM knowledge.
his is especially true for FSA, as it involves multiple LLM capabilities, such as reasoning [ 16 ], fact
hecking [ 18 ], syntactic/semantic parsing, and more. A similar phenomenon, as reported in [ 53 ],
s observed that LLM performances on more complicated tasks are not as satisfactory as on the
inary classification task. Moreover, the aforementioned designs (storage retrieval and CoT) and
ore designs that are not yet applied to FSA, such as verification, self-consistency constraints, or

ntermediate scratchpads, are also largely heuristic, at most based on experiences, and lack a solid
heoretical foundation. 
The proposed framework, unlike those using a singular LLM, adopts in-context learning (ICL)

nd leverages multiple LLM instantiations (agents), which is also referred to as LLM collaboration .
trategies of collaboration include auxiliary tasks (e.g., verification) [ 7 ], debate [ 18 ], and various
ole assignment [ 42 ], including generator, discriminator, programmer, manager, meta-controller,
nd so on. Again, the design of auxiliary tasks and roles appears arbitrary and lacks solid theoret-
cal foundations. LLM collaboration is also investigated more on many general natural language
rocessing tasks, including sentiment analysis, but its applicability on FSA lacks direct evidence.
ne of the most comparable endeavors in terms of using LLM collaboration for an application
medical, financial) domain to the proposed HAD design framework is MedPrompt [ 36 ]. How-
ver, because it uses an ensemble of randomly shuffled CoTs from homogeneous agents, the Med-
rompt design is more computationally heavy and difficult to transfer to the finance domain, as
xisting financial question-answering datasets are more sparse. Topologically, the proposed HAD
esign framework resembles Multi-agent Debate [ 18 ], despite the apparent difference that HAD
ses theory-inspired heterogeneous agents. 

.2 Prompt Engineering 

n important question for HAD is to decide how to (or whether it is possible to) create het-
rogeneous agents simply using different prompts. Before the emergence of generative LLMs, a
ell-accepted way of applying a language model to downstream tasks was through fine-tuning:
emove the last neural network layer (referred to as the “head” layer) and let the training errors
ack-propagate with the bottom layer parameters fixed. Two major problems with it are: (1) a
ot-too-small training set and labels are still needed and (2) the training process can be compu-
ationally intensive. With the observation that generative LLMs are very powerful, ICL contends
hat it is possible to get the desired output without fine-tuning and elicit the model capability with
n appropriate “prompt”. T ypically, prompt engineering involves the development of task-specific
rompt templates, which describe how a prompt should be formulated to enable the pre-trained
odel to perform the downstream task at hand. Liu et al. [ 28 ] provided a survey on recent ad-
ances in prompt engineering and systematically compared major prompt shapes such as cloze
rompts and prefix prompts. HAD uses prefix prompts because agents extract specific informa-
ion as answers. 
Prompt templates can be automatically searched for using stochastic optimization-based meth-
ds. Sorensen et al. [ 41 ], for example, discovered that a good template is one that maximizes the
ACM Trans. Manag. Inform. Syst., Vol. 16, No. 1, Article 5. Publication date: February 2025. 
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Fig. 2. Illustration of the generation of emotional states from activating a collection of resources (see pg. 4 

in [ 34 ]). 
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utual information between input and the generated output. However, more often, prompt tem-
lates in application domains are manually designed. For example, Liu and Chilton [ 29 ] studied
ext-to-image generative models and the prompt template “[SUBJECT] in the style of [STYLE]”.
hey found that the clarity and salience of keywords are important to generation quality. Yu
t al. [ 51 ] presented the idea of using domain knowledge to guide prompt design. It was reported
hat for the legal information entailment task, the best results are obtained when prompts are
erived from specific legal reasoning techniques, such as Issue-Rule-Application-Conclusion
IRAC), as taught at law schools. For FSA, however, the design guidelines are unclear and most
tudies used naïve prompts. For example, Chen and Xing [ 6 ] used “You are a helpful senti-
ent analysis assistant - [EXAMPLE MESSAGE]:[SEN TIMEN T]. User: [TEST MESSAGE].” and
loombergGPT’s FSA template [ 44 ] is simply “[TEST MESSAGE] Question: what is the sentiment?
nswer with negative/neutral/positive.” For the proposed HAD agents, “Consider [MESSAGE],
hat is the sentiment [AGENT-SPECIFIC INSTRUCTION]” is used. 

.3 Kernel Theory: Emotions and the Society of Mind 

ernel theory is a key component of the information system design process according to Walls’
nformation system design theory (ISDT) . It explains how/why the anticipated system would
ork and sheds light on the meta-requirements. In the context of FSA, the theory has to be one
hat explains the formative mechanism of emotion. For this reason, Minsky’s theory of mind and
motions is preferred over other descriptive/contrastive theories of emotions, such as Plutchik’s
heel of emotions or Russell’s circumplex model. 
Society of mind is a reductionistic perspective of human intelligence that influenced AI greatly

nd argues that no function directly produces intelligence. Instead, intelligence comes from the
anaged interaction of a variety of resourceful but simpler and non-intelligent agents. For ex-
mple, when drinking a cup of tea, there activates a motor agent that grasps the cup, a balancer
hat keeps the tea from spilling, and a temperature sensor that confirms our throat will not be
urt. This theory sees emotional states as patterns of activation. For example, the state we call
angry” could be what happens when a cloud of resources that help you react with unusual speed
nd strength are activated — whereas some other resources that make you act prudently are sup-
ressed (Figure 2 ). 
Minsky’s theory of emotion posits that you feel “angry” when your cake is stolen by other
ids, because the IF-THEN-DO rules activate resources to help you take it back. The activation is
daptive as we learn and grow. For FSA, a crucial procedure is to decide what candidate resources
eed to be designed: it will not require the full set of resources in our brain, which will be more
hallenging to build. In the remainder of this section, the design rationales will be described using
 kernel theory–based design science framework (Table 1 ). 
CM Trans. Manag. Inform. Syst., Vol. 16, No. 1, Article 5. Publication date: February 2025. 
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Table 1. Kernel Theory–Based Design: A Meta-Framework 

Kernel theory 
“Society of mind” and “Emotion machines”. 

The theories posit that emotions come from activation of different resources. 

Meta-requirements 

1. To simulate the resources, we should define heterogeneous agents and their functions. 

2. To activate the agents, we should provide information about the subjectivity. 

3. To achieve a well-informed decision, we should aggregate information from different agents. 

Meta-designs 

1. Types of error are used as linguistic knowledge (domain language style) and types of 
investor used as finance domain knowledge to guide building heterogeneous capabilities. 

2. The user message is distributed to each LLM agent. 

3. Specialized agent outputs are concatenated to form the summative prompt. 

Testable hypotheses 

Evaluate the effectiveness of the metadesigns. Specific testable hypotheses are as follows: 

H1 : The HAD framework can improve the accuracy of existing naïve prompts for FSA. 

H2 : The agents have different importance but all contribute positively to the analysis. 
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.4 Meta-requirements, Meta-designs, and Hypotheses 

lthough the society of mind relies heavily on the conceptual construct of “resource”, it is pur-
osefully kept in a hazy state according to Minsky (pg. 25 in [ 34 ]), referring to all sorts of func-
ional parts that range from perception and action to reflective thinking. Therefore, it seems
ppropriate to simulate the resources using LLM agents with polymathic capabilities, and spe-
ialize their functions via prompts. This way of simulating resources also enables ‘activation’ in
 sense that specialized agents generate meaningful responses (i.e., activate) only when the input
ext contains relevant information. It is thus designed such that all the LLM agents will receive
he original user message just like resources react to the same stimuli. To aggregate information,
 widely used technique is to concatenate them into a longer prompt [ 18 , 22 , 28 , 42 ]. By translat-
ng the meta-requirements into more detailed meta-designs, the HAD framework can be formally
epresented as: 

(1) Define heterogeneous agents and their prompt templates A 1 , A 2 , . . . , A k 

(2) Obtain intermediary analysis O i = A i (U s e r _ Me s s aдe )
(3) Obtain summative analysis Re s ult = A(U s e r _ Me s s aдe , O 1 , . . . , O k )

here function A i () is an acronym for “Agent”. The agents are intended to produce natural text
nswers. 
The second step can be carried out for multi-rounds before sending for a summary depending
n the consensus situation, though in the evaluation sections the results are reported on single-
ound only. An illustration of the workflow is presented in Figure 3 . This framework is universally
pplicable to not only FSA but any decision process. To instantiate the agents for a specific task
e.g., for FSA), one has to decide the guiding knowledge based on understanding of the task. 
It is noteworthy that Minsky’s theories’ most important influence on the design is the hetero-

eneity of agents. Further, they provide some hints/constraints on the agent design principles:
hose should not be any principle that engineers the system to work; rather they should mimic
unctional parts of the human brain because the human brain is the very place that sentiment and
motions emerge from. Solely relying on the multi-agent design literature, one is more likely to
nd up with homogeneous multi-agents and would not seek out the guiding knowledge. 
For FSA, there are two main sources of guiding knowledge available: the linguistic knowledge of
ow information is communicated in finance and the domain (expert) knowledge of how investors
end/learned to think. In the following section, how the guiding knowledge informed the design of
ACM Trans. Manag. Inform. Syst., Vol. 16, No. 1, Article 5. Publication date: February 2025. 
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Fig. 3. An illustrative comparison between naïve prompting (the upper example) and the proposed HAD 

framework (the lower example) with heterogeneous agents inspired by FSA error types. The illustration only 

shows 3 out of 7 specialized agents due to space limit. 

ACM Trans. Manag. Inform. Syst., Vol. 16, No. 1, Article 5. Publication date: February 2025. 
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pecialized agents will be elaborated. To assess whether the proposed framework is effective, two
estable hypotheses are developed. If the guiding knowledge and agent design are appropriate, we
ould expect the performance metrics to improve ( H1 ). Because of the noted data imbalance issue
n FSA, the F-1 score should be more credible on top of accuracy when evaluating performance.
nother observation is that the occurrences of each type of linguistic error vary across different
anguage domains [ 47 , 54 ], and the performances of different investors are not equal. It is thus
ypothesized that the agents will have different levels of importance but all contribute positively
o the FSA task ( H2 ). 

 Design Artifact: Heterogeneous Agent Discussion (HAD) 

o instantiate a design artifact based on the HAD framework, the number of agents ( k) has to be
ecided. We would prefer a not too large k for the sake of comprehensibility and computational
fficiency. 
For linguistic knowledge, Zimbra et al. [ 54 ] had investigated a comprehensive list of Twitter

entiment analysis methods and concluded that there were three major challenges: (1) language
revity, (2) imbalanced classes, and (3) temporal dependency. Because of these challenges, 13 cat-
gories of commonly occurring classification errors were identified. The main categories that
round to linguistic features can be summarized as: (1) humor, (2) subtlety or a mixture of sen-
iment, (3) irrelevance (e.g., aspect mismatch), (4) marketing information mistaken as positive,
nd (5) atypical contextual usage. In parallel, Xing et al. [ 47 ] investigated the common errors in
 slightly different scope: specifically for FSA and including text sources other than Twitter. 2 The
 categories of errors identified, i.e., (1) irrealis mood, (2) rhetoric, (3) dependent opinion, (4) un-
pecified aspects, (5) unrecognized words, and (6) external reference, have significant overlap with
hose reported from [ 54 ]. 
With this background, five agents are designed based on [ 47 ] because (1) these categories are
ore directly FSA relevant and (2) these categories are less in number (6 compared to 13) and more
perational. Since LLMs are observed to be robust to unrecognized words and spellings from the
eb, no special agent is designed according to this error. The five agents and their characteristic
rompts are: 

—A1 (mood agent): Please pay special attention to any irrealis mood used. 
—A2 (rhetoric agent): Please pay special attention to any rhetorics (sarcasm, negative asser-
tion, etc.) used. 

—A3 (dependency agent): Please focus on the speaker sentiment, not a third party. 
—A4 (aspect agent): Please focus on the stock ticker/tag/topic, not other entities. 
—A5 (reference agent): Please pay special attention to the time expressions, prices, and other
unsaid facts. 

For domain knowledge, the most widely documented dichotomy is “institutional versus individ-
al investors”. Finance literature posits that both institutional/individual investors may act irra-
ionally or exhibit behavioral biases, but their differences are quite evident and robust. Barber and
dean [ 2 ] concluded that, compared with institutional investors, average individual investors are
oorer in terms of long-term performance but are strong in short-term horizons. They trade more
ctively and have patterns to their wealth and lifecycle but are less-informed, under-diversified,
ore influenced by media, have less energy/attention, and have stronger disposition effects. There-
ore, two additional agents are designed and their characteristic prompts are as follows. 
 Now re-branded as “X”. 
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Table 2. Summary Statistics of the Six FSA Datasets (Post-processing) 

Dataset FPB StockSen CMC FiQA SEntFiN FinEntity 
Positive 570 4,542 12,022 507 2,832 503 
Negative 303 1,676 1,523 264 2,373 498 
Neutral 1,391 – – – 2,701 1,130 
Total Size 2,264 6,218 13,545 771 7,906 2,131 
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—A6 (institutional agent): Consider like an institutional investor, focusing on long-term, fun-
damental effects. 

—A7 (individual agent): Consider like an individual investor, focusing on price changes and
technical indicators. 

Finally, the summative prompt A( ·) takes the form of “Considering this message from [SOURCE]:
TEST MESSAGE], and additional opinions from experts [OPINIONS], what is the sentiment,
ositive/negative/neutral?”. Some nuances are adjusted according to whether the testbed classifi-
ation is binary or ternary. 

 Evaluation 

evner et al. [ 23 ] described five kinds of design evaluation methods: analytical, case study,
xperimental, field study, and simulation. Since experiments and field studies are not currently
pplicable, this study leverages the remaining three: (1) simulated empirical testing on existing
atasets and the produced performance metrics, (2) ablation analysis with manipulated module
omponents, and (3) observational evaluation based on case studies. Sections 4.2 to 4.4 present
he evaluation results. 

.1 Data and Base Models 

he proposed design framework is evaluated on six existing datasets spanning types from finan-
ial news to social media posts and forum discussions, i.e., the Financial PhraseBank (FPB) [ 33 ],
tockSen [ 47 ], CMC [ 6 ], FiQA Task 1 [ 32 ], SEntFiN 1.0 [ 40 ], and FinEntity [ 43 ]. The last three are
ner-grained financial sentiment analysis datasets with sentiment intensity scores or multiple
argets/entities labels, though quantization and filtering have been applied to fit the evaluations
nto a consistent classification problem. For example, the original FiQA dataset [ 32 ] has 1,173 mes-
ages with sentiment scores ranging from −1 to +1. By filtering those scores with an absolute
alue larger than 0.3, only 771 messages are left and mapped to the positive/negative classes. The
etailed statistics of the processed datasets are reported in Table 2 . In terms of text genre, (FPB is
rom news and SEntFiN is from news headlines. StockSen and CMC are from social media (Stock-
wits and CoinMarketCap.com, respectively), and the whole FiQA is consolidated from crawling
 mix of StackExchange, Reddit, and StockTwits. Finally, FinEntity contains financial news from
efinitiv. These datasets do not cover formal documents and earnings calls because those data are
ess applicable for FSA and are hardly directly labeled in a high quality manner. 
Currently, there are many base LLMs available, including GPT, LlaMa, Claude, Mistral, Gemini,

nd BLOOMZ. They can be classified into two types: open access and restricted access. The HAD
ramework is tested on three instruction-fine-tuned language models: GPT 

3 ( −3.5 Turbo and −4o)
s a commercial restrict-access representative; BLOOMZ 

4 (the 560 M version [ 35 ]) and LlaMa3 5 
 https://platform.openai.com/docs/models 
 https://huggingface.co/bigscience/bloomz 
 https://llama.meta.com/llama3 
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the 70 B version) as open-access representatives. This way, LLMs of different sizes are covered.
LOOMZ runs locally on a laptop with an 8-core Apple M1 chip and 16 GB memory. The LlaMa3
odel results are obtained from two cloud host and inference services: Deepinfra 6 and Groq. 7

PT ( −3.5 Turbo and −4o) results are obtained through OpenAI API. For this reason, BLOOMZ-
60m inference was the slowest despite being the smallest LLM. Because of time constraint, some
LOOMZ performance metrics are also approximated or not available in Table 3 . 
For the performance metrics, one experiment (one LLM base model on one dataset) takes hours

o days execution time. The performance metrics are reported in Table 3 . To calculate the metrics,
nclear or irrelevant final output such as “mixed sentiment”, “...cannot determine...”, and “...provide
ore information...” are replaced with a random insertion from positive/negative/neutral. Those
andom insertions are around 0.1% to 1% of the total outputs and are unlikely to affect the major
onclusions. For ternary classifications (FPB, SEntFiN, and FinEntity), macro F-1 scores are used.
ome metrics (in gray) of BloombergGPT [ 44 ] and (Fin-)BERT [ 6 , 15 , 39 , 40 , 47 ] are included to
elp roughly assess the gaps to fine-tuning-based results. It is important to note that these metrics
re cited from other studies and BloombergGPT is a proprietary model. Thus, the metrics may
e obtained from different evaluation settings (e.g., 3/5-classes or data splits different from that
eported here) and are not precisely comparable. 

.2 Performance Analysis 

he HAD framework is benchmarked to several other multi-agent settings, including MSV, MD,
nd HSV. 

(1) MSV: The agents cannot see each other’s response and vote for the final output based on
majority. 

(2) MD: Similar to the proposed model in [ 18 ], all models are given the same prompts and
agents can see each other’s response. 

(3) HSV: The agents are given different prompts but do not communicate. Instead of a sum-
mative agent, the final outputs are based on majority voting. 

Formulaically, the agents for MSV are k instances of the same g eneral template A 

д 
1 ,

 

д 
2 , . . . , A 

д 

k 
. The MSV result is the majority in {A 

д 
1 (U s e r _ Me s s aдe ), A 

д 
2 (U s e r _ Me s s aдe ), . . . ,

 

д 

k 
(U s e r _ Me s s aдe )}; thus, the summative agent is not needed; 

For MD, the intermediary analysis output is O 

д 
i = A 

д 
i (U s e r _ Me s s aдe , A 

д 
� i (U s e r _ Me s s aдe )). The

D result is produced by the summative agent A(U s e r _ Me s s aдe , O 

д 
1 , O 

д 
2 , . . . , O 

д 

k 
); 

For HSV, the final output is the majority in {O 1 , O 2 , . . . , O k }. Note that these intermediary anal-
ses O i are without superscript ·

д , that is, they are from specialized agents as in HAD. 
The “single LLM + self-reflection” results are not reported because on FPB, StockSen, and FiQA,

he results are only comparable or worse than the naïve use of a single LLM. Therefore, it does not
eem to be a meaningful benchmark and experiments are aborted early. 
The first observation from Table 3 is on the perceivable effects of different base model choices.
LOOMZ was trained on a very large Open-science Open-collaboration Text Sources corpus [ 26 ],
hich comprises mainly crowdsourced scientific datasets. Llama3 was trained on “over 15T to-
ens that were all collected from publicly available sources”. GPT-3.5 was trained mainly on the
ommon Crawl corpus [ 4 ], which archives the web. The six testing datasets are all crawled from
he web, which may be closer to the training language domain of Llama3 and GPT-3.5. Another
 https://deepinfra.com/Meta- Llama- 3- 70B- Instruct 
 https://groq.com/Llama3- 70b- 8192 
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Table 3. Effects of Instantiating the HAD Design Framework using Different Base LLMs (Benchmarked) 

Model\Dataset 
FPB StockSen CMC FiQA SEntFiN FinEntity 

Acc. F-1 Acc. F-1 Acc. F-1 Acc. F-1 Acc. F-1 Acc. F-1 

L & M Dictionary [ 31 ] 69.89 54.40 70.70 81.70 – – – – – – – –

(Fin-)BERT 91 .69 89 .70 76 .90 84 .50 93 .50 – – – 94 .29 93 .27 – 83 .00 

BloombergGPT – 51 .07 – – – – – 75 .07 – – – –

BLOOMZ-560m 34.63 32.90 63.65 72.47 87.16 92.62 78.33 83.64 51.32 41.87 32.43 26.90

BLOOMZ-560m (MSV) 29.57 30.13 65.46 74.41 – – 77.87 82.83 – – 32.57 27.98

BLOOMZ-560m (MD) 34.25 33.97 68.90 79.46 – – 78.80 84.21 – – 32.71 28.37

BLOOMZ-560m (HSV) 33.11 29.01 69.09 83.47 – – 78.50 83.85 – – 46.36 22.96

BLOOMZ-560m (HAD) 34.89 38.40 68.06 78.44 87 .67 92 .95 77.42 83.31 50 .16 40 .69 34.69 32.93 

LlaMa3-70b 45.49 50.00 70.78 71.79 78.25 64.73 84.65 81.44 58.34 52.39 43.21 43.78

LlaMa3-70b (MSV) 42.23 46.87 75.26 84.88 81.47 88.76 85.73 89.38 57.70 50.36 42.75 42.78

LlaMa3-70b (MD) 46.27 51.03 76.35 73.61 77.05 63.00 84.96 84.55 55.36 47.77 45.83 44.69

LlaMa3-70b (HSV) 40.85 40.80 77.67 80.41 79.02 87.39 78.34 84.91 51.73 40.66 40.75 38.22

LlaMa3-70b (HAD) 68.48 84.31 74.25 76.12 71.91 82.06 92.09 94.01 63.51 66.72 60.23 59.36 

GPT-3.5 78.58 81.06 67.64 73.93 85.31 91.05 90.53 92.41 67.99 63.21 55.84 56.00

GPT-3.5 (MSV) 72.22 74.68 68.62 76.08 86.31 92.25 87.81 90.29 74.06 64.62 68.46 68.61 

GPT-3.5 (MD) 69.83 73.92 69.40 75.72 86.74 91.47 87.95 90.86 69.65 69.30 56.51 57.29

GPT-3.5 (HSV) 65.12 64.95 69.35 76.03 84.04 90.44 87.42 90.05 40.56 64.96 42.37 40.07

GPT-3.5 (HAD) 81.25 87.10 70.01 77.97 90.91 92.69 95.07 96.20 78.16 77.72 61.80 62.56
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ossible source of general performance differences is the LLM sizes, where Llama3 (70 B) is be-
ween BLOOMZ (560 M) and GPT-3.5 (175 B). Behavior-wise, it is observed that GPT-3.5 is better
nstruction tuned with its proprietary human feedback. In contrast, BLOOMZ is inclined toward
he language completion task. An example is that the prompt “Translate to English: Je t’aime”
ithout a full stop (.) at the end may result in the model trying to continue the French sentence in-
tead of translating it. BLOOMZ is also inclined to complete/answer with concise language. For the
entiment-related open-ended questions to heterogeneous agents, BLOOMZ often answers a final
udgment of positive/negative without much justification and is not good at predicting “neutral”
essages. The behavior of Llama3 is between BLOOMZ and GPT-3.5 but much closer to GPT-3.5.
erformance-wise, probably because of the aforementioned factors, there are steady increases as
arger base models are used. For example, the ranges of accuracies and F-1 scores increase on
inEntity from (BLOOMZ: 32%-46%, 23%-33%) to (Llama3: 41%-60%, 38%-59%) and (GPT-3.5: 42%-
8%, 40%-69%). The performance differences are more pronounced for FPB, SEntFiN, and FinEntity,
hich contain neutral classes. 
The second observation is that HAD generally improves the accuracies and F-1 scores on the

ase models (Table 3 ). In the 18 experiments, HAD achieved the best performance 12 times,
hereas MSV, HSV, MD, and naïve prompting only achieved the best performance for 3, 1, 1,
nd 1 time, respectively. If compared with naïve prompting, MD is 12 times better, whereas MSV
nd HSV are 9 and 6 times better, respectively, in 16 experiments. This means that MD is gener-
lly more effective than naïve prompting, MSV is generally not effective, and HSV can make the
erformance worse (below 8 in 16). The author suspects that this is because specialized agents are
iased, judging only from one perspective. Thus, they are worse classifiers to be used directly. It
an be concluded that voting is not a good technique for integrating multi-agents’ responses. Fi-
ally, HAD’s improvements became more consistent on Llama3 and GPT-3.5, probably due to the
icher intermediary analysis generated. HAD’s improvement on BLOOMZ is also confident for
CM Trans. Manag. Inform. Syst., Vol. 16, No. 1, Article 5. Publication date: February 2025. 
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Table 4. Performance Analysis on Base Model Upgrade: GPT-3.5 Turbo versus GPT-4o 

Model\Dataset 
FPB FiQA 

Acc. F-1 Acc. F-1 
GPT-3.5 78.58 81.06 90.53 92.41 
GPT-3.5 (MSV) 72.22 74.68 87.81 90.29 
GPT-3.5 (MD) 69.83 73.92 87.95 90.86 
GPT-3.5 (HSV) 65.12 64.95 87.42 90.05 
GPT-3.5 (HAD) 81.25 87.10 95.07 96.20 

GPT-4 74.57 ( ↓ 4.01) 77.99 ( ↓ 3.07) 87.68 ( ↓ 2.85) 86.52 ( ↓ 5.89) 
GPT-4 (MSV) 72.84 ( ↑ 0.62) 76.20 ( ↑ 1.52) 88.33 ( ↑ 0.52) 91.01 ( ↑ 0.72) 
GPT-4 (MD) 71.03 ( ↑ 1.20) 74.13 ( ↑ 0.21) 85.08 ( ↓ 2.87) 83.20 ( ↓ 7.66) 
GPT-4 (HSV) 63.04 ( ↓ 2.08) 66.12 ( ↑ 1.17) 79.64 ( ↓ 7.78) 86.04 ( ↓ 4.01) 
GPT-4 (HAD) 88.34 ( ↑ 7.09) 88.62 ( ↑ 1.52) 95.73 ( ↑ 0.66) 96.71 ( ↑ 0.51) 
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aïve prompting despite the differences being minimal from other multi-agent benchmarks. De-
pite StockSen being the dataset on which the linguistic error types for agent design are derived,
his knowledge generalizes well on other independently developed datasets. 
The last observation is on assessing the significance of the improvements. Theoretically, fine-

uning the LLMs to a downstream task will perform better than the ICL/instruction-based/zero-
hot setting just as in the differences of supervised/unsupervised learning. The cost of fine-tuning
s bi-fold in the context of FSA: you have to ask experts to accumulate and label thousands of
xamples and the performance will be fragile to data distribution shifts and dependent on the
ptimization techniques applied. Therefore, one cares about to what extent HAD closes the gap
etween ICL and fine-tuning. For example, if the gap between GPT-3.5 and (Fin)-BERT measured
y F-1 score is 83.00% − 56.00% = 27.00% and HAD’s improvement is 62.56% − 56.00% = 6.56%, the
x is 6.56% ÷ 27% = 24.30%. By comparing the improvements to the overall differences between
aïve prompting and (Fin)-BERT on FPB, StockSen, CMC, SEntFiN, and FinEntity, a fair estimation
s that the HAD framework can fix 20%–50% of the gap between ICL and fine-tuning. 

4.2.1 GPT-3.5 versus GPT-4o. The landscape of LLMs is changing rapidly due to new models
nd version upgrades. For example, Bard was recently renamed Gemini in February 2024, and
laMa3 supersedes LlaMa2 as the latest version in April 2024. A reasonable question to ask is
hether the upgrades of the same base model will significantly impact the overall performance
r the effectiveness of HAD. To address this question, the performances using gpt-4o-2024-05-13
nd gpt-3.5-turbo-1106 are compared on two relatively small datasets: FPB and FiQA (Table 4 ).
t can be observed that solely upgrading to a higher version LLM does not necessarily improve
he performance. In fact, the naïve prompting results all dropped for GPT-4o. However, the GPT-4
HAD) results all improved from GPT-3.5 (HAD) results, making the effectiveness of HAD more
ronounced on GPT-4o than on GPT-3.5. In sum, version upgrading is unlikely to impact the ef-
ectiveness of HAD. 

.3 Ablation Analysis 

o test the importance of the LLM agents, their intermediary responses are removed singly and
he performance increases/decreases benchmarked on GPT-3.5 (HAD-5), that is, w/o (A6 + A7),
re reported in Table 5 . Because of time constraints, only three relatively small datasets and their
verage results are used: FPB, FiQA, and SEntFiN. 
ACM Trans. Manag. Inform. Syst., Vol. 16, No. 1, Article 5. Publication date: February 2025. 
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Table 5. Effects of Removing Specialized Agents on Performance Metrics 

(using gpt-3.5-turbo-1106 as the Base Model) 

Model\Dataset 
FPB FiQA SEntFiN Average 

Acc. F-1 Acc. F-1 Acc. F-1 Acc. F-1 
HAD-7 +0.77 +5.69 +1.16 +0.98 +0.71 +0.79 +0.88 +2.49 
HAD-5 (w/o A6,7) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
HAD-4 (w/o A1,6,7) −0.71 +0.64 −0.01 +0.02 −0.58 −0.61 −0.43 +0.02 
HAD-4 (w/o A2,6,7) −2.12 −0.39 +0.64 +0.52 −0.80 −0.99 −0.76 −0.29 
HAD-4 (w/o A3,6,7) +3.00 +3.56 +0.51 +0.42 +0.01 +0.03 +1.17 +1.34 
HAD-4 (w/o A4,6,7) +0.04 +0.97 +0.25 +0.22 −0.66 −0.69 −0.12 +0.16 
HAD-4 (w/o A5,6,7) +4.32 +4.29 −0.01 −0.00 −0.52 −0.43 +1.26 +1.28 
GPT-3.5 −1.90 −0.35 −3.38 −2.81 −9.46 −13.72 −4.91 −5.63 
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It is observed that the institutional (A6) and individual agent (A7) are very important because
AD-7 results are constantly higher than HAD-5. In terms of linguistic knowledge, the mood agent
A1), the rhetoric agent (A2), and the aspect agent (A4) are the most important: removing any of
hem will generally have a negative impact on the performance. The reference agent (A5) is less
mportant: the effect of removing it is uncertain across different datasets. The dependency agent
A3) seems ineffective: removing A3 will further improve the performance. The ineffectiveness of
3 may suggest considering that this error type is unnecessary or attributing it to an ineffective
rompt design. Either way, the observed performances suggest that heterogeneous agents have
omplicated non-linear interactions and the presented design can be further optimized with more
mpirical evidence. Note that the relative agent importance is preliminary results on GPT-3.5 and
he generalizability to other LLMs needs further investigation. 

.4 Case Study 

ive cases are presented in Table 6 to illustrate the quality of HAD outputs and how those outputs
redict a polarity different from naïve prompting. 
In Case 1, multiple companies are mentioned and naïve prompting produces a negative pre-
iction without much explanation. With HAD, A1 and A2 believe that this message is neutral
ccording to their perspectives. A1’s argument is reasonable as the positivity is more directly as-
ociated to Wells Fargo than to Berkshire. With A3 to A7 all considering the message as positive,
he framework finally summarizes a correct polarity as positive. Note that A6 uses background
nowledge, that is, “Berkshire is a renowned/reputable company” to support the confidence of its
rediction. 
Case 2 is challenging and can easily be mistaken as positive by naïve prompting with key-
hrases such as “drive ... higher” spotted. To correctly understand the context, one has to know
hat Taylor Wimpey and Ashtead are home construction and construction equipment rental com-
anies. Thus, “driving the markets higher” may refer to the index or property markets and is
etting an economic scenario. It has complicated implications for the two companies and is not as
irect as “Barclays falls”. A1, A4, A5, and A7 are correct about the mixed sentiment. Interestingly,
6 disagrees with A7 because they are instructed to focus on long-term/short-term implications,
espectively. With diverse predictions ranging from positive, neutral, negative, and mixed, the
ramework finally summarizes a correct polarity as negative. 
Case 3 is predicted as positive by naïve prompting. Although as A1 explained, less smuggling

s good for society, the message is apparently commenting on gold itself as a commodity. Despite
he fact that no irrealis mood or any rhetorics are present, A1, A2, A5, and A7 correctly predict
CM Trans. Manag. Inform. Syst., Vol. 16, No. 1, Article 5. Publication date: February 2025. 
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he message as negative. With A3 and A4 seeing it as neutral and A6 seeing it as positive, the final
ecision is negative as per the majority. 
Case 4 is difficult to understand even for professionals unfamiliar with India’s context and is
redicted as positive by naïve prompting. Jargon and external reference are the main challenges.
rom the responses of A1, A2, and A5, it can be observed that “Puravankara is a real estate com-
any”, “CIS means Collective Investment Scheme”, and “Sebi is a security regulatory authority” are
hared background knowledge. Surprisingly, A2 exhibits temporal and counterfactual reasoning,
hich is helpful in understanding this message. 
The last case, Case 5, was wrongly predicted as positive by naïve prompting, probably due to

he slight positive color of the phrase “head to”. A1 and A2 are critical and correctly identified the
ncertainty associated with irrealis mood. In fact, Whirlpool’s price was in the range of 75-250
n the past 5 years and has never been or likely to reach 450-475. A3, A6, and A7 detected the
ame positivity as naïve prompting, while the other four agents all predict the message as neutral.
ith the dominant number of neutral predictions (4:3), the framework correctly summarized the
olarity as neutral. This shows HAD’s capability to correct slight and uncertain sentiments with
 discussion mechanism. 

 Discussion 

sing the evaluations and analysis in Section 4 , the answers to the research questions and hypothe-
es can be discussed. This section provides more details on how to understand the contributions
f this research in a broader information systems context, implications for academics and practi-
ioners, and notable limitations in interpreting the results. 
In view of the research questions and hypotheses, it has been found that HAD effectively im-
roves FSA accuracies across a number of existing datasets and base LLMs ( RQ1 ). When more
dvanced LLMs are used (BLOOMZ-560m to LlaMa3-70b to GPT-3.5), it has been observed that
he LLM agents produce more substantial and meaningful discussions [ 25 ], and the improvements
n accuracies and F-1s become more consistent and stable. For example, Table 3 shows that ap-
lying HAD improves FSA results 4 out of 6 times when BLOOMZ-560m is used, and 6 out of
 times when GPT-3.5 is used. As the size and capability of LLMs are fast advancing, the perfor-
ance benefits of HAD are likely to become more noticeable and predictable. If the (Fin-)BERT
nd BloombergGPT results are considered as rough upper bounds, for example, (91.69, 89.70) on
PB, the performance gap for GPT-3.5 (78.58, 81.06) is around 10% . Therefore, HAD (81.25, 87.10)
loses around half of the gap. On average, the proposed designed framework fixes approximately
0% to 50% of the performance gap between prompting and fine-tuning. 
Knowledge-based prompting is proven to be a successful strategy ( RQ2 ). With guiding knowl-

dge from both linguistics and finance, the specialized LLM agents behave heterogeneously with
ifferent focuses, as evidenced in the case studies. Performance-wise, homogeneous agents-based
ramework (MSV and MD, where no knowledge is needed) ranked at the top only 3 times and
 time in 18 experiments, whereas HAD ranked at the top 12 times in 18 experiments. However,
he summative agent is crucial. The specialized agents are biased, therefore, worse in voting. The
collective wisdom” is only achieved when discussion happens between specialized agents. 
In terms of quantified contributions of agents ( RQ3 ), ablation analysis and Table 5 show that

nstitutional and individual agents are very important, leading to constant improvements from
AD-5 to HAD-7; the mood, rhetoric, and aspect agents are more important than the reference
gent. In summary, {A6, A7} > {A1, A2, A4} > {A3, A5}. A possible explanation may be that the
eference capability has been internalized well in GPT-3.5. Note that the agents’ relative impor-
ance is a purely GPT-based observation because of the limited scale of the experiment. In general,
t seems that the agents are especially useful when the base LLM has the potential capability but
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oes not emphasize or exhibit such capability in free-text generation. The evaluation results sup-
ort Hypothesis 1 but reject Hypothesis 2 with the observation that the performance can be further
ptimized if the dependency agent is removed. 

.1 Research Contributions 

his study’s contribution is mainly technical and can be understood in relation to the Knowledge

ontribution Framework (KCF) of deep learning [ 38 ] and the Text Analytics Information

ystems Research (TAISR) Framework [ 1 ]. In terms of the KCF, a prompt and agent-based deep
earning framework (HAD) has been formulated and executed in a new application domain of
SA, creating a new way of integrating deep learning in a broader, higher-impact system in which
ne-tuning is still a dominant paradigm and LLM collaboration is rarely applied. The framework
s zero shot, training free, and provides useful explanations [ 5 ]. Therefore, the performance im-
rovement should be able to generalize to other FSA datasets. This article also instantiated the
esign into an AI artifact such that the framework’s effectiveness can be tested. In terms of TAISR,
his study provides a new case of conducting text analytics using LLMs and shows the versatility
f translating a research objective into a certain task type. Normally, FSA is considered to be a
lassification task. This study shows that the generative capability of LLMs can be used to better
erve the research objective when a different task type is chosen. 

.2 Implications for Research and Practice 

ulti-agent LLMs represent a significant trend in leveraging state-of-the-art artificial intelli-
ence (AI) capabilities for decision-making tasks, offering new opportunities for both research
nd practical applications. In addition to measuring public opinion in financial news, social media,
nd product reviews [ 1 ] faster and more accurately, this study has research and practical implica-
ions in connection to the broader understanding of emotional theory, operationalization of LLM
ollaboration frameworks, and how practitioners could customize their in-house sentiment anal-
sis tools, or extend their knowledge of possible system designs for FSA and similar tasks. 
Firstly, the HAD framework supports Minsky’s theories of mind and emotions and leads us to

eflect on how sentiment in financial contexts emerges. Traditional sentiment analysis methods
ften rely on simplistic positive or negative classifications, which may overlook the complexity of
nvestor reasoning and emotions. By utilizing multiple LLMs, each trained to recognize different
motional nuances, researchers can capture a more detailed and accurate picture of market senti-
ent. For example, one LLM might identify underlying anxiety in investor communications while
nother detects cautious optimism. The multi-faceted emotional analysis enables the development
f sophisticated models that can better predict market sentiment. 
Secondly, the dynamics between multiple LLMs open new avenues for research in LLM collabo-

ation. As different LLMs bring unique perspectives and strengths to sentiment analysis, studying
heir interactions can lead to further optimized performance. Research can focus on how LLMs
an complement each other, manage conflicts in their interpretations, and integrate their insights
nto a coherent and comprehensive analysis. Such advancements in LLM collaboration not only
nhance financial sentiment analysis but also contribute to AI and natural language processing
esearch in general. 
Finally and practically, financial advisors, traders, fund managers, and other types of investors

ould use this framework to build their own FSA tools with their expertise in the data and market
onditions. For example, a financial advisor may create an agent that knows the wealth informa-
ion and retirement plans of a customer to constrain interpretations of certain sentiments; a fund
anager may know better the linguistic features in the customer’s theme and update the linguistic
CM Trans. Manag. Inform. Syst., Vol. 16, No. 1, Article 5. Publication date: February 2025. 
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gents accordingly. The seven agents listed in this article can be a foundation list for practitioners
o adapt. 

.3 Limitations and Future Work 

his study has a few limitations, which may inspire future research. The first limitation is scala-
ility . Predicting or Discussion with LLM agents is slower compared with statistical analysis and
ncurs costs. For this reason, a large system, that is, with more agents, is possible but not always
lausible during design and evaluation. The second limitation is the confidentiality of evaluation
atasets. StockSen, CMC, SEntFiN, and FinEntity are relatively new, but FPB and FiQA have ex-
sted for quite a few years. Because the training material for LLMs is usually not fully transparent
nd some LLMs keep updating using reinforcement learning and human feedback, 8 the possibil-
ty that the evaluation datasets have been exposed to the LLMs before, causing some information
eaks, cannot be excluded. Finally, the case studies show that the identified error types can almost
e solved. It is therefore interesting to explore the reasons for the new errors made by LLMs and
ssess the human/expert-level performances on these FSA datasets. This will require a larger-scale
ase study such as those conducted in [ 54 ] and [ 47 ]. 

 Conclusion 

 novel theory-informed LLM collaboration design for FSA, named HAD, is studied. Unlike many
tate-of-the-art LLM collaboration designs that instantiate homogeneous agents [ 18 , 42 ], HAD
nvolves heterogeneous LLM agents and specializes them with knowledge from both linguistics
nd finance. This knowledge, that is, FSA error types and different cognitive patterns in investing,
as discovered from past literature [ 2 , 16 , 47 ]. This design is more computationally intensive than
aïve prompting but has far less complexity compared with many other LLM collaboration designs
nd fine-tuning-based approaches. 
Some of the unique challenges in FSA, for example, external references to facts and world knowl-

dge, were thought to be impossible to solve in the short-term future before the transformer ar-
hitecture models came into existence in 2019. With the hope of artificial general intelligence
AGI) around the corner, this study exhibits the versatile capabilities of LLM that are useful for
SA and calls for more research on this important task. 
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