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ABSTRACT
Face masks and coverings are often encountered by facial examiners (‘examiners’) in forensic case work. Examiners are skilled 
at unconcealed face identifications, but their accuracy for masked face identifications is unknown, yet can be used as evidence 
in court. Here we test performance of an international sample of 61 examiners, 39 professional teams, and 6 face identification 
algorithms for 20 image pairs. Pairs consisted of one unconcealed face image and one mask wearing face image. Examiners and 
professional teams outperformed controls, but professional teams made the least errors of all groups. The algorithms achieved 
high accuracy on the task. The findings back the notion that examiners use feature- based comparison strategies, and these are 
successful for matching images where one face wears a mask. Our results support the use of examiners for the identification of 
masked faces and suggest a role for teams and human- machine working in applied practice.

1   |   Introduction

Trained facial examiners make high- risk, security critical, face- 
matching decisions in applied scenarios. They compare images 
(known in the forensic community as facial image comparison) 
to determine whether they are of the same person or different 
people, and the decision result can provide evidence in forensic 
investigations. In criminal investigations, some perpetrators use 
face masks to try to obscure facial regions which would typically 
be available for face- matching comparisons. Face masks be-
came commonplace in everyday life due to the COVID- 19 pan-
demic and there has since been an increase in mask wearing as 
a method to conceal identity in criminal activity (Babwin and 

Dazio 2020; Rawlinson 2021). While facial examiners can iden-
tify unconcealed faces with high accuracy (Phillips et al. 2018), 
their identification performance for masked faces is unknown. 
This is concerning because high- stakes forensic identifications 
may be based on the outcome of a facial examiner's decision for a 
masked face. Facial examiners can provide “expert testimony” in 
many jurisdictions (Edmond et al. 2021), yet there is currently no 
evidence that facial examiners are better at masked face compar-
isons than an untrained member of the public (e.g., a member of a 
jury). There is a pressing need for a scientific assessment of facial 
examiners' face matching performance for masked faces and to 
investigate methods of achieving the highest possible identifica-
tion accuracy for masked faces in applied settings.
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Face matching is the comparison of two face images to deter-
mine the identity of the subject (i.e., whether the images are 
of the same person or different people). This identification 
procedure is widely used in applied settings, including polic-
ing, border control, and forensics, and is most often applied to 
unfamiliar faces (faces that the identifier has not previously 
encountered). Unfamiliar face matching is a challenging task 
for typical observers (non- professionals) when face images are 
unconcealed (Burton et al. 2010), and the task is even harder 
for typical observers when one of the images for comparison 
depicts a person in a face mask (Carragher and Hancock 2020; 
Noyes, Davis, et  al.  2021; Noyes, Parde, et  al.  2021; Ritchie 
et  al.  2024). In typical observers, faces tend to be processed 
using their features, the configural relations between features, 
and holistically (Maurer et al. 2002), whereby features are in-
tegrated into a non- decomposable whole (Maurer et  al.  2002; 
Farah et  al.  1998; Young et  al.  1987). Holistic processing 
is thought to be fast and efficient and is particularly used at 
shorter presentation durations (Hole  1994). Evidence for ho-
listic face processing has been provided by the composite face 
illusion; when the top half of one face is spatially aligned with 
the bottom half of another, the two face halves are perceptually 
fused and viewers' perception of the target region is changed 
(Young et al. 1987; Rossion 2013; Murphy et al. 2017). The effect 
disappears when the face halves are misaligned or presented 
upside down (Young et al. 1987), suggesting that intact facio-
topy is important for holistic processing (Murphy et al. 2017). 
As face masks cover the nose and mouth regions of a face, 
this lower face half occlusion not only removes these features 
from the comparison, but holistic processing is also disrupted 
(Stajduhar et al. 2022).

The case work of facial examiners focuses on the comparison 
of unfamiliar faces, often for use as evidence in a court of law. 
Unlike typical observers, who are understood to compare un-
familiar faces based on featural, configural, and holistic face 
information, facial examiners are trained to compare faces on 
a featural basis (Carragher et al. 2022; Towler et al. 2017) ac-
cording to documented procedures (e.g., European Network 
of Forensic Science Institutes  2018). This approach is known 
as morphological analysis and comparison (Steyn et al. 2018). 
Facial examiners' professional training in this method can last 
for several years (Moreton et  al.  2021), and it can take many 
hours for an examiner to complete a case using the morpholog-
ical analysis approach. Facial examiners outperform typical ob-
servers on unconcealed face matching tasks, and this advantage 
is most pronounced when facial examiners have access to their 
tools and follow normal working procedures (Phillips et al. 2018; 
White et al. 2015). Facial examiners' experience in feature com-
parison may aid them in the identification of masked faces. 
Perhaps they know which features are most informative for 
identification, or their experience in feature comparison might 
protect against the disruption to holistic processing that typical 
observers experience for masked faces. However, it is danger-
ous to assume an examiner advantage for masked faces without 
evidence. For example, one may intuitively expect that experi-
ence with face identification would predict face identification 
accuracy of passport officers. White et al. (2014) found no cor-
relation between passport officer experience and face matching 
accuracy, and White et al. (2014, 2015) found limited difference 
in performance between examiners and untrained participants 

when examiners were unable to follow their normal working 
procedure.

In applied practice, facial examiners complete identification 
comparisons by working alone or by working as part of a team of 
face identification professionals. To date, research has focused 
primarily on the accuracy of facial examiners when they work 
alone (Phillips et al.  2018; White et al.  2015); however, recent 
research has shown that where examiners collaborate as a team, 
face matching accuracy is improved (Towler et  al.  2023). The 
face identification literature on typical observers demonstrates 
that pairs consistently perform with higher face matching ac-
curacy than individuals (Dowsett and Burton  2015; Jeckeln 
et al. 2018). The reasons behind the benefits of pair over indi-
vidual decision making are unclear (Ritchie et  al.  2022), but 
may be linked to relying on the more confident individual in 
the pair (Jeckeln et al. 2018; c.f. Ritchie et al. 2022). As similar 
advantages have been observed for professional teams for un-
concealed faces, team working may provide a tangible route to 
improve face matching accuracy for masked face identifications 
in case work over that achieved by facial examiners who work 
independently.

In some applied settings, such as police investigations and 
security screening, face identification algorithms have been 
used to assist with face identification decisions (e.g., passport 
control e- gates, or 1:N searches on a police database). Many 
face identification algorithms are more accurate than typical 
observers for face matching tasks that consist of good- quality, 
unconcealed images (see Noyes and Hill  2021 for a review). 
Phillips et  al.  (2018) reported that a state- of- the- art algo-
rithm performed with accuracy rates equal to that of individ-
ual facial examiners on an unconcealed face matching task. 
Furthermore, some algorithms outperform typical observers 
on face matching tasks that include superimposed face masks 
(Carragher and Hancock 2020). Ritchie et al. (2024) report that 
algorithm face identification performance is more accurate for 
superimposed mask face images than genuine mask images. 
Thus, tests that use superimposed mask images may not ac-
curately predict algorithm performance for masked faces as 
encountered in applied settings. Given the high accuracy of 
face identification algorithms in some identification scenar-
ios, it is possible that face identification algorithms could play 
a role in forensic face comparisons in the future (Jacquet and 
Champod 2020; Ruifrok et al. 2022). For face recognition al-
gorithms to be considered as a method of achieving high iden-
tification for masked faces in forensic settings, it is necessary 
to compare human and algorithm performance for genuine 
masked faces, and specifically to compare the performance of 
face recognition algorithms against human professionals.

Here we provide the first study to test face matching perfor-
mance of international facial examiners and professional 
teams with masked faces (experiment 1) and compare their 
performance to that of computer algorithms (experiment 2). 
We also investigated the sensitivity and specificity of the dif-
ferent groups of human participants (experiment 3). We provide 
baseline accuracy scores for facial examiners, teams, and al-
gorithms for genuine masked faces, and report how to achieve 
the most accurate identifications for masked faces in applied 
settings.
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2   |   Experiment 1. Facial Examiner and Team 
Accuracy for Masked Faces

2.1   |   Methods

2.1.1   |   Participants

Participants in the study were individual facial examiners 
(N = 61), professional teams (N = 39 teams) (mean age of profes-
sional participants = 42 years, 48% stated their gender as female, 
52% stated their gender as male), and individual control partic-
ipants (N = 84). All professional participants were members of 
the European Network of Forensic Science Institutes at the time 
of testing. Out of the control participants, 65% participants were 
aged 30–39, 27% were aged 40–49, and 7% were 50–65. For con-
trol participants, 50% people stated their gender as male, 49% as 
female, and 1% as other/not stated).

All of the facial examiners who took part in this study were 
practicing examiners at the time of the test and had professional 
facial image comparison experience and training. The length of 
professional experience and extent of training was not disclosed.

Teams were groups of professionals (at least two individuals) 
who performed the comparison tasks together. Teams were pri-
marily comprised of facial examiners but could consist of any 
combination of facial examiners, facial reviewers (people who 
have experience in making high numbers of facial compari-
son decisions, usually through quicker identification methods 
than the examiner procedures), and police super recognisers 
(people who are naturally skilled at quick identifications and 
work within the police). Facial examiners and teams were re-
cruited from 24 countries across Europe, North America, South 
America, Asia, and Oceania.

Control participants were members of the public from the same 
countries that professionals and teams were recruited from. 
Controls had not been trained in face identification and were 
recruited through the online platform Prolific (Prolific.co). 
Control participants were required to have achieved the highest 
approval rating on Prolific (95–100) to be eligible for recruitment 
in our study.

2.1.2   |   Stimuli

The stimuli were 20 pairs of face images. One image in each pair 
was unconcealed (hereon referred to as the “reference image”). 
The other image depicted a person wearing a real face mask (re-
ferred to as “questioned image”). In case work, face matching 
comparisons involve the comparison of a good quality, uncon-
cealed reference image, against a questioned image, hence our 
stimuli replicated this scenario. In our study there were 10 same 
identity image pairs, and 10 different identity pairs. The stimuli 
were carefully selected from a larger pool of face images to en-
sure that the images were challenging images for identification 
(in applied practice a Facial Examiner or team identification is 
typically only necessary for challenging cases).

2.1.2.1   |   Image Selection Procedure. Images were 
collected from volunteers who responded to an advert 

for contributors on the University of Greenwich face recogni-
tion research database. From 218 contributing individuals, we 
created 60 identity pairings of similar- looking individuals (used 
elsewhere—Ritchie et al. 2024). All images were front- facing.

Three human reviewers rated the 120 image pairs (each iden-
tity seen as both same identity and different identity) as “easy” 
or “difficult.” All images rated “easy” by two or more review-
ers were removed, which reduced the database to 57 items. 
Participants in an online pilot study (N = 50, recruited through 
Prolific) completed a face matching task consisting of the 57 
image pairs (these items included same and different identity 
trials). All image pairs were composed of an unconcealed image 
and a masked face image (see Figure 1). The participants' task 
was to respond “same” or “different” identity for each image 
pair. The most difficult 10 same identity image pairs, and most 
difficult 10 different identity image pairs (avoiding repeat identi-
ties) were used as the stimuli for the current study. Eight image 
pairs were of female faces, and 12 were male faces. Mean ac-
curacy in the pilot study for our 20 most difficult image pairs 
was 51%.

2.1.3   |   Procedure

The 20 test image pairs were distributed digitally to facial examin-
ers and professional teams via the European Network of Forensic 
Science Institutes Digital Imaging Working Group (ENFSI 
DIWG). This allowed for the use of standard operating procedures 
and tools during the completion of the face matching test. Facial 
examiners and teams had 8 weeks to complete the task and could 
complete the face identifications in any order, returning to image 
pairs as they wished. Facial examiners completed the test either 
as an individual or as a member of a team. Individuals completed 
all 20 trials independently. Teams completed the trials according 
to team working practice for their agencies (we return to consid-
erations of team protocol in the discussion). Control participants 
completed the test as an online face matching task via Qualtrics; 

FIGURE 1    |    All trials consisted of one reference image (unconcealed 
face image) (left) and a questioned image (masked face image) (right). 
The images shown are of the same identity. Images are representative 
of the experimental stimuli and depict someone who did not appear in 
the database but has given permission for their image to be used in this 
publication.
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they completed all 20 trials in one sitting and viewed the images 
in a random order. There was no time limit per trial; however, an 
identification decision was required in order to progress to the next 
trial. All participants/teams were asked to record their identifica-
tion decision for each image pair as a score on an 11- point rating 
scale (see Table 1). The scale reflects that used in forensic prac-
tice and encapsulates both identity decision and degree of support 
for the decision (ENFSI, 2018). The extremes of the scale denote 
greater support for a decision, and the zero response is used to de-
note that the decision is inconclusive.

2.2   |   Results

The purpose of experiment 1 was to determine the overall accu-
racy of the different groups of human participants using the pre-
defined conclusion scale. Results were calculated as the percentage 
of correct, incorrect, and no support decisions made by each par-
ticipant group (facial examiners [“examiners”], professional teams 
[“teams”], and controls). Scores were recorded as correct if the rat-
ing fell on the correct side of the scale for the identification (+1 to 

+5 for a same identity pair, −1 to −5 for a different identity pair), 
incorrect if the score was on the wrong side of the scale (a + deci-
sion for a different identity trial, or a—decision for a same identity 
trial), and items rated as a 0 were scored as “no support.” Due to 
the non- normal distribution of some of the data (particularly in-
correct and no support decisions) a non- parametric Kruskal- Wallis 
test (one- way ANOVA on ranks) was used to compare perfor-
mance between groups. Dunn's test was used for post hoc pairwise 
comparison of specific groups.

A Kruskal- Wallis test revealed a significant difference in the per-
centage of correct responses between groups (χ2(2, 184) = 79.82, 
p < 0.001, ε2 = 0.437). Both teams (mean = 79.6%, median = 80, 
SD = 9.4) and examiners (mean = 74.8%, median = 75, SD = 10.5) 
scored a significantly higher percentage of correct responses than 
controls (mean = 57.5%, median = 60, SD = 13.3; both p < 0.001). 
There was no difference in the percentage of correct responses 
between teams and examiners (p = 0.308). There was also a sig-
nificant difference in the number of incorrect responses across 
groups (χ2(2, 184) = 115.87, p < 0.001, ε2 = 0.633). Both teams 
(mean = 9.2%, median = 5, SD = 7.5) and examiners (mean = 16.4%, 
median = 15, SD = 9.5) made significantly fewer incorrect re-
sponses than controls (mean = 39.1%, median = 40, SD = 13; both 
p < 0.001). Teams made significantly fewer incorrect responses 
than examiners (p = 0.039). This can be somewhat explained 
by use of the no support response, which differed across groups 
(χ2(2, 184) = 29.14, p < 0.001, ε2 = 0.159). Teams (mean = 11.2%, 
median = 10, SD = 9.1) and examiners (mean = 8.8%, median = 5, 
SD = 11.9) used the no support response significantly more often 
than controls (mean = 3.4%, median = 0, SD = 6.6; control- teams 
p < 0.001, control- examiners p = 0.005), there was no significant 
difference in “no support” decisions between teams and examin-
ers (p = 0.052). These results are illustrated in Figure 2.

Next, to investigate the types of incorrect decisions that were 
made, we broke down the percentage of incorrect responses by 
trial type (same and different identity trials).

There was a main effect of the percentage of errors made on same 
identity trials across the participant groups (χ2(2, 184) = 67.32, 
p < 0.001, ε2 = 0.368). For same identity trials, controls made more 

TABLE 1    |    Identification rating scale.

+5 Extremely strong support same person

+4 Strong support same person

+3 Support same person

+2 Moderate support same person

+1 Weak support same person

0 No support

−1 Weak support different person

−2 Moderate support different person

−3 Support different person

−4 Strong support different person

−5 Extremely strong support different person

FIGURE 2    |    Percentage of correct (light grey), incorrect (mid grey) and no support responses (dark grey) for each participant group. Each dot de-
picts the response of one participant, the blue dot on each violin represents the median, and the red asterisk represents the mean.
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errors (mean = 37.6%, median = 35, SD = 21.1) than both teams 
(p < 0.001) and examiners (mean = 17.7%, median = 10, SD = 15.4) 
(p < 0.001), and teams (mean = 7.7%, median = 0, SD = 10.9) made 
fewer incorrect responses than examiners (p = 0.010), meaning 
that teams were less likely than examiners to respond that im-
ages of the same identity were different identities.

For different identity trials, there was a main effect for group (χ2(2, 
184) = 8.43, p < 0.001, ε2 = 0.483), with examiners (mean = 15.1%, 
median = 10, SD = 14.2) and teams (mean = 10.8%, median = 10, 
SD = 10.6) making significantly fewer errors than controls 
(mean = 40.6%, median = 40, SD = 18.7) (both p < 0.001). There 
was no significant difference in the percentage of errors made by 
teams and examiners for different identity trials. These effects 
are visualized in Figure 3.

An analysis of no support decisions for same identity trials re-
vealed a main effect (χ2(2, 184) = 15.63, p < 0.001, ε2 = 0.085), 
with examiners (mean = 8.2%, median = 0, SD = 12.4) (p = 0.025) 
and teams (mean = 9.7%, median = 10, SD = 10.9) (p < 0.001) 
using the no support decision more frequently than controls 
(mean = 3.1%, median = 0, SD = 6.2), but no significant differ-
ence between teams and examiners. There was also a main 
effect of group for different identity trials (χ2(2, 184) = 25.61, 
p < 0.001, ε2 = 0.140). Examiners (mean = 9.3%, median = 0, 
SD = 13.6) (p = 0.017) and teams (mean = 12.6%, Median = 10, 
SD = 11.4) (p < 0.001) made significantly more no support deci-
sions than controls (mean = 3.7%, median = 0, SD = 8.6). Teams 
were also more likely to respond no support for different identity 
trials than examiners (p = 0.047).

In order to visualize the different behaviors in decision making 
between the three groups, Figure 4 shows the performance of 
the three groups for each facial image pair ranked by percent-
age correct for that group. For the control group, as percentage 
accuracy declines, the percentage of incorrect decisions steadily 
increases with little change in no support decisions. Whereas, 
for examiners and teams, as the percentage of correct responses 
decreases, there is an increased use of no support decisions. 
Compared to controls (60.9% correct or no support decisions), 
examiners (83.6%) and teams (90.8%) are more likely to make 
a correct or no support response than to make an error for the 

majority of facial image pairs, and this is most pronounced for 
teams over examiners. Teams appear to have the greatest accu-
racy/error trade- off of all groups.

We report sensitivity and specificity for each group as part of the 
analysis in Experiment 3.

2.3   |   Discussion

The results of Experiment 1 show that facial examiners and pro-
fessional teams are better than controls at facial comparisons 
that involve an unconcealed and masked face. Performance 
of control participants is low compared to previous studies on 
masked face identification (e.g., Carragher and Hancock 2020; 
Noyes, Davis, et  al.  2021; Noyes, Parde, et  al.  2021; Ritchie 
et al. 2024), which reflects the difficulty of the items (see pro-
cedure—we used the 20 most challenging image pairs). There 
was no statistical difference in the percentage of correct re-
sponses between examiners and professional teams, however, 
professional teams made fewer incorrect decisions than exam-
iners. This is explained by greater use of the ‘no support’ op-
tion amongst professional teams than examiners. In forensic 
scenarios, a ‘no support’ decision is preferable to an incorrect 
identification; therefore, our finding that teams make fewer 
identification errors is important for applied practice.

3   |   Experiment 2. Algorithm Performance for 
Masked Faces

Face identification algorithms have achieved substantial accu-
racy gains in recent years (latest results of NIST testing regu-
larly updated, for latest at time of submission see Grother 2022). 
Whilst algorithms are not commonly used to assist facial exam-
iners in their face matching comparisons, if their usage would 
improve accuracy, then it is possible that a role for face identifi-
cation algorithms in forensic face matching may become more 
commonplace in the future. The purpose of Experiment 2 was to 
test the performance of six face identification algorithms on our 
unconcealed to masked image face matching task. Algorithm 
performance was then compared against the performance of 

FIGURE 3    |    Percentage of incorrect same identity (light grey) and incorrect different identity (dark grey) decisions for each participant group. 
Each dot depicts the response of one participant, the blue dot on each violin represents the median, and the red asterisk represents the mean.
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facial examiners, teams, and controls using a threshold indepen-
dent measure of accuracy to overcome the differences between 
the conclusion scale used by human participants and the score- 
based metrics produced by the algorithms.

3.1   |   Methods

3.1.1   |   Stimuli

The stimuli for this experiment were the 20 image pairs from 
Experiment 1.

3.1.2   |   Algorithms

Six face identification algorithms were tested in this study: 
FaceNet (Schroff et al. 2015), VGG2 (Cao et al. 2018), ARC face 
(available through the FACER2VM project (Deng et al. 2019)), 
Surrey Face Identification System, the Imperial College Face 
identification algorithm, and Adaface (Kim et al. 2022). These 
algorithms were selected based on our access to these systems, 
and the variation in publication date of these algorithms al-
lows us to test the performance of older and newer DCNNs. 
None were specifically designed to work with masked faces. 
The algorithms all work by processing a single face image to 

FIGURE 4    |    Panel A (Controls), B (facial examiners), C (professional teams). Graphs show the performance breakdown for each image pair 
ranked by percentage of correct responses for that group.
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give an output of a set of numbers, typically 512, that charac-
terize that face. Face matching is performed by comparing the 
output numbers for the two faces, for example, by the cosine of 
the angle between them or the Euclidean distance, to generate 
a match score. This match score typically goes from 1, for a 
perfect match, to, in principle, −1 for a complete mismatch, 
though scores do not often go much below 0. The algorithm de-
signers specify a threshold, above which a match is declared. 
A higher threshold reduces the chance of a false match at the 
risk of missing true matches. Here, we report performance 
using Area Under the Receiver Operating Characteristic 
Curve (AUC) score. If all the true mismatches have a similar-
ity score lower than all of the true matches, then a threshold 
in the gap between them will separate them perfectly, and the 
AUC score is 1. If mismatch and match similarity scores over-
lap, the AUC will fall, with a value of 0.5 representing chance 
performance. This allows a direct comparison of the perfor-
mance of different algorithms with each other, and against the 
human participants tested in Experiment 1.

3.2   |   Results

All six algorithms achieved very high AUC scores on our face 
matching test (FaceNet AUC = 0.97, VGG2 AUC = 0.96, ArcFace 
AUC = 0.88, Surrey Face Identification System AUC = 1, Imperial 
College face identification algorithm AUC = 1, Adaface AUC = 1).

Collectively, the algorithms achieved a median AUC score of 
0.98. For human participants tested in Experiment 1 (but here 
analysed as AUC score to allow for direct comparison with al-
gorithm accuracy and for analysis of sensitivity and specific-
ity) Teams achieved the highest median AUC (0.95), followed 
by Examiners (0.88) and then controls (0.65) A Kruskal- Wallis 
test confirmed that there was a significant difference in AUC 
scores across the groups, χ2(5, 189) = 132.54, p < 0.001, ε2 = 0.663. 
Algorithms, Teams, and Examiners outperformed controls (all 
p values < 0.001), with no difference in performance between 
algorithms and Teams (p = 1), algorithms and Examiners 
(p = 0.276), or Teams and Examiners (p = 0.174).

Group level statistics can mask individual differences within 
groups that can provide important information about the perfor-
mance of individual group members (Noyes et al. 2018). Single 
case t- tests were used to compare individual algorithms, teams, 
and examiners to the control participants' AUC distribution. 
Results revealed that 5 out of 6 algorithms (83%) were statisti-
cally superior to controls at the 95% confidence level for a two- 
tailed test (> 2 SDs above the mean). 65% of teams (25 out of 39) 
were superior to controls in contrast to only 36% of individual 
examiners (22 out of 61) (Figure 5). Spread of performance at the 
individual level is evident within all groups (Figure 5). All other 
individual comparisons to controls were not significant at the 
95% confidence level for a two- tailed test.

3.3   |   Discussion

All six algorithms achieved high AUC scores on our uncon-
cealed to mask facial comparison test. Three algorithms (Surrey 
Face Identification System, Imperial college face identification 

algorithm and Adaface) made no errors on the task. The median al-
gorithm AUC score is similar to that of human professional teams.

While the six algorithms that we tested performed with high 
accuracy, NIST tests of masked face matching found that 
some algorithms that they tested on mask to masked face com-
parisons performed with very low accuracy (Ngan et al. 2022). 
If algorithms are to be considered for applied use, then it is 
crucial to understand the accuracy of the specific algorithms 
for the specific applied task. The high accuracy of face iden-
tification algorithms on this task suggests that there may be 
a role for algorithms to work alongside humans (especially 
professional teams) in forensic face matching comparisons 
in the future, even for the challenging task of unconcealed to 
masked face matching; however, it is yet to be seen how this 
would work in practice.

4   |   Experiment 3. Sensitivity and Specificity of 
Facial Examiners, Teams, and Controls

In Experiment 1 percentage accuracy was calculated using the 
predefined conclusion scale, with the “No support” decision 
acting as a threshold for determining correct and incorrect de-
cisions. It was expected that the forensic examiner and team 
participants may be more familiar and adept at using the conclu-
sion scale compared to novice controls, giving a potential advan-
tage to the professional participants. The purpose of Experiment 
3 was to determine the performance of the different groups of 
human participants by calculating the optimal thresholds on the 
conclusion scale for each individual participant, which should 
overcome any issues caused by a participant not understanding 
or not being adept in the use of the predefined conclusion scale.

4.1   |   Methods

4.1.1   |   Stimuli

The stimuli for this experiment were the twenty image pairs 
from Experiment 1.

FIGURE 5    |    Accuracy (AUC) scores for all participant groups 
(Controls, Examiners, Teams and Algorithms). Each dot depicts the re-
sponse of one participant; the blue circle on each violin represents the 
median, and the red asterisk represents the mean. The red line indicates 
2SDs above the control mean.
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4.1.2   |   Procedure

The receiver operating characteristic (ROC) curve was used to cal-
culate the threshold on the conclusion scale that resulted in the 
highest values in both sensitivity (the true positive rate, in this 
case responding support that the images depict the same person 
for a same identity trial) and specificity (the true negative rate, in 
this case responding support that the images depict different peo-
ple for a different identity trial) for each human participant, at the 
top left of the curve. Where more than one threshold was given 
for a participant, the threshold that favored sensitivity was cho-
sen. Threshold values were rounded to the nearest point on the 
11- point verbal conclusion scale. The sensitivity and specificity of 
each participant were then calculated using the new thresholds.

4.2   |   Results

Figure 6 shows the distribution of the new thresholds by group. 
As expected, the median thresholds for each group were close to 0 
or “No support”. A Kruskal- Wallis test confirmed that there was 
no significant difference in the distribution of new thresholds 
between the three groups (χ2(2, 184) = 1.97, p = 0.373, ε2 = 0.011), 
however both individual examiners and teams showed a smaller 
range of thresholds, which were closer to the original central ‘No 
support’ decision, indicating that the professional groups were 
more adept at using the conclusion scale than novices.

Summary data for sensitivity and specificity are shown in Table 2. 
Teams had the highest overall sensitivity and specificity, followed 
by individual examiners. A Kruskal- Wallis test confirmed that 
there was a significant difference in sensitivity across the groups, 
χ2(2, 189) = 59.64, p < 0.001, ε2 = 0.326. Teams and examiners out-
performed controls (all p values < 0.001) and teams were observed 
to have significantly higher sensitivity compared to individual 
examiners (p = 0.027). A Kruskal- Wallis test confirmed that there 
was a significant difference in specificity across the groups, χ2(2, 
189) = 81.11, p < 0.001, ε2 = 0.443. Teams and examiners outper-
formed controls (all p values < 0.001) with no significant difference 
between teams and examiners (p = 0.427).

4.3   |   Discussion

The findings of Experiment 3 mirror those found for percent-
age accuracy for same identity and different identity trials in 
Experiment 1 and further demonstrate that both Teams and 
Examiners are better at correctly resolving both same identity 
trials and different identity trials compared to controls. The 
findings did indicate that use of the predefined conclusion scale 
was more diverse in control participants compared to Examiners 
and Teams, but this did not affect the overall pattern of results. 
Teams also outperformed Examiners on same identity trials.

5   |   General Discussion

Facial examiners and professional teams encounter concealed 
and masked face images in their applied work, but prior to this 
study, the accuracy of their identifications for such faces was 
unknown, which is concerning given the high stakes of forensic 
identifications. Here we assessed the performance of facial ex-
aminers and professional teams on an unconcealed to masked 
face image comparison task. In Experiment 1, we tested the 
largest international sample of practicing face identification 
practitioners in any published face identification study to date 
and compared the performance of facial examiners, profes-
sional teams, and control participants. We found that facial 
examiners and professional teams outperformed control par-
ticipants. This result supports the use of trained profession-
als for facial image comparisons that include masked faces in 
legal and applied settings. In Experiment 2, face matching per-
formance of six face identification algorithms was calculated 
for the images used in Experiment 1. Most of the algorithms 

FIGURE 6    |    The distribution of optimal thresholds for human par-
ticipants by group with red star showing the mean, and blue circle the 
median sensitivity threshold.

TABLE 2    |    Summary data for sensitivity and specificity by group using optimal threshold.

Group N Mean SD SEM Max Median Min

Control Sensitivity 84 0.68 0.15 0.02 1.00 0.70 0.10

Specificity 0.66 0.12 0.01 0.90 0.70 0.30

Examiner Sensitivity 61 0.81 0.13 0.02 1.00 0.80 0.40

Specificity 0.83 0.11 0.01 1.00 0.80 0.50

Team Sensitivity 39 0.89 0.11 0.02 1.00 0.90 0.60

Specificity 0.87 0.09 0.01 1.00 0.90 0.70
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performed with extremely high accuracy on the task, and the 
median accuracy score for algorithms was comparable to that 
seen for professional teams. Notably, the algorithms that did 
not achieve perfect performance were algorithms from or pre 
the year 2019, and the newer algorithms achieved perfect per-
formance. The high accuracy scores achieved by algorithms 
for masked faces facilitate discussion on the potential future 
use of face identification algorithms to support facial examin-
ers with comparison in case work.

Previous tests of facial examiner performance have focused on 
unconcealed faces (Phillips et al. 2018; Towler et al. 2023; Sexton 
et al. 2024). Facial examiners outperform typical observers for 
unconcealed faces, but in case work, faces may be concealed by 
masks or other face coverings. Our result that facial examiners 
and professional teams are more accurate than controls for un-
concealed to masked faces demonstrates that their skills extend 
beyond facial comparison of unconcealed faces. Therefore, the 
training and techniques used by examiners for unconcealed 
faces are useful for comparison of unconcealed to concealed 
(masked) faces.

We believe that facial examiners, following normal working 
practice, use different strategies to compare faces than typical 
observers. Typical observers tend to use various processing 
strategies, including feature- by- feature, configural, and holistic 
processing (Bindemann and Burton 2021; Maurer et al. 2002), 
all of which are disrupted when a mask covers part of the face. 
However, there is currently not a clear theoretical account of 
how individuals perform face matching tasks (Bindemann and 
Burton 2021). The facial examiners were likely to be using a fea-
ture comparison strategy, which focuses on the comparison of 
specific features of the face. This processing strategy can still be 
applied to masked images, as comparisons can be made for the 
features that are visible in both images. Carragher et al. (2022) 
found that the face matching performance of typical observers 
for masked faces improved when the typical observers were 
trained to use feature comparison methods. Taking the results 
of our study and previous work together, it can be argued that 
facial examiners use the feature comparison strategy for com-
parisons, and that the feature comparison strategy is beneficial 
for both unconcealed and masked face comparisons (Carragher 
et al. 2022; Carragher and Hancock 2020; Moreton et al. 2021; 
Noyes, Davis, et al. 2021; Noyes, Parde, et al. 2021). Facial exam-
iners' experience with the feature comparison strategy may put 
them at an advantage for masked face identification over con-
trol participants. Or perhaps facial examiners are more aware 
of which of the visible features are most informative for identi-
fications. Our study compared the identification of examiners, 
teams, and controls in scenarios that match the real- world com-
parison situation. A more controlled study would be needed to 
disentangle the mechanisms used by professionals and controls.

Similar to Towler et al. (2023) we found a performance advan-
tage for professional teams over individual examiners. While 
both facial examiners and professional teams outperformed con-
trols on the facial comparison task, professional teams made sig-
nificantly fewer incorrect identifications than facial examiners 
and were more likely to use the no support option than facial ex-
aminers. In case work, a no support decision is preferable to an 
incorrect identification. An incorrect decision in a high- stakes 

or security- critical forensic investigation means that two differ-
ent people are mistaken to be the same person or that the same 
person is mistaken to be two different people—potentially lead-
ing to the arrest of an innocent person or excess time spent to 
find a second individual who does not exist. Professional team 
decision making could reduce the number of incorrect identifi-
cations in high- risk identification scenarios.

The benefit of professional team working is clear; teams reduce 
incorrect identifications. However, little is known about how 
professional teams reach a decision. For typical observers, the 
mechanisms behind the team advantage are not thought to be 
linked to the confidence of individuals within a team, response 
times, nor the content of discussion between individuals (Ritchie 
et al. 2022). It is unknown whether these factors contribute to 
enhanced decision making for professional teams. The profes-
sional participants in our study completed the responses either 
as an individual facial examiner or as part of a professional team. 
This was determined by normal working practice for the agency 
(if examiners usually completed identifications as an individual 
then they completed the tests as an individual, if they usually op-
erated as teams, then they returned a team response). It is possi-
ble that the participants who completed the test as part of a team 
were individually better identifiers than those who completed 
the task as individuals. This is an unlikely explanation of the 
results, given the previously shown team advantage for typical 
observers, and our result that teams acted differently from indi-
vidual examiners (increased use of the no support response for 
difficult trials). Professional teams were instructed to complete 
the task as they would in normal working practice. Therefore, 
different teams may have benefited from different strategies. 
For example, some teams may have discussed identifications 
with one another during the feature comparison process; others 
may have fused individual results of team members after each 
member of the team had made their individual identification; or 
professional teams may have divided up the image comparisons 
between individuals in the team. Past work has shown benefits 
of both collaborative working (Dowsett and Burton 2015) and 
blind fusion in typical observers (Jeckeln et  al.  2018; Ritchie 
et al. 2022); alternatively, a divide and conquer approach to iden-
tifications may have reduced fatigue effects (Alenezi et al. 2015). 
More research is needed to understand the nature of the profes-
sional team advantage in applied practice.

In Experiment 2 we found that the six face recognition algo-
rithms that we tested performed with high accuracy on the 
unconcealed to masked face image comparison test. Many al-
gorithms are now extremely accurate at face recognition, and it 
is interesting that the algorithms that we tested performed well 
on the unconcealed to masked face task, despite not being spe-
cifically designed to do so. This suggests that these face recogni-
tion algorithms can make face identifications even if one of the 
comparison images is concealed. The algorithms that we tested 
in this study achieved a mean AUC score comparable to that of 
professional teams. If algorithms can complete the task with 
very high accuracy (as observed in our study) then there may 
be a role for face recognition algorithms to assist human profes-
sionals with their case work. It is unclear how this would work 
in practice, specifically in terms of the role of both the human 
and the algorithm, and how responses could be combined. 
There are many possible methods of use. Currently, algorithms 
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are used to aid humans in the decision- making process, gener-
ally by narrowing down potential matches from candidate lists. 
The human then performs the one- to- one facial image com-
parison. If algorithms were to be used in one- to- one compari-
sons, thought is needed over the order of operation of decisions. 
Is the decision first made by the human, or first made by the 
algorithm? Either order has the potential to influence the final 
response, although a decision initially made by an algorithm 
may have greater influence over the final response (Howard 
et al. 2020). If the decisions of the human and algorithm are to 
be combined, how would this work in practice? In published pa-
pers, comparisons of human and algorithm accuracy are typi-
cally made using AUC scores. AUC scores provide a convenient 
method of comparing the overall performance of humans and 
machines for a set of face images because it is threshold indepen-
dent. However, performance for individual case comparisons (a 
specific image pair) in forensic case work requires a threshold in 
order to make an identification decision. It is possible to imple-
ment threshold- dependent methods of algorithm identifications 
that can be applied to single comparison cases; however, it is 
unclear how this would map onto the decision scale used by ex-
aminers, not least because algorithms do not have a no support 
decision which is available to examiners. Researchers have pro-
posed likelihood ratios derived from algorithm similarity scores 
as a way of combining human examiner and algorithm decisions 
(Macarulla Rodriguez et al. 2020); however, current automated 
face recognition systems are not designed to support forensic 
examinations in this way (Bollé et al. 2020). Answers to these 
questions must be carefully considered before algorithms are 
implemented into the facial comparison process. Tests of both 
algorithm and human performance remain crucial to ensure 
that each component of the decision chain is skilled at identify-
ing the image type at hand.

It is worth noting that while patterns of overall accuracy for 
facial examiners, professional teams, controls, and algorithms 
in our study were clearly visible at the group level, individual 
differences in performance were observed for members of all 
groups. Starting with facial examiners, the observed spread 
in performance at the individual level could be linked to indi-
vidual differences in facial comparison ability, differences in 
training, on- the- job experience, or time spent on comparisons 
(Moreton et al. 2021). The spread in team performance across 
teams could also be linked to any of these factors, or perhaps by 
how the different teams approached the task (e.g., discussion/
blind fusion/division of images). The largest variation in indi-
vidual performance was observed for control participants. This 
is a typical result for studies on face recognition (e.g., Phillips 
et  al.  2018; White et  al.  2015). We made efforts to match the 
demographics of our control participants to our professional 
groups (control participants were recruited from the same age 
bracket, gender demographics, and countries as professional 
participants). Control participants are untrained in facial com-
parison methods and must therefore rely on their natural face 
recognition abilities to complete the task. Face recognition abil-
ity varies drastically from person to person (Bobak et al. 2016; 
Fysh et al. 2020; Wilmer 2017). Participants with extremely high 
scores may have been ‘super- recognisers’, meaning that they are 
people who are naturally extremely good at recognizing faces 
(for a review see Noyes et al. 2017). Or they may have paid more 

attention and put more effort into the task than other controls. 
Likewise, low performers may have been influenced by low 
natural face recognition ability, and/or paid less attention to or 
been less motivated by the task. We also found differences in the 
performance of different algorithms. Just as performance can 
vary for human participants within a participant group, perfor-
mance also differs across different algorithms (Grother  2022). 
Most work on individual differences in the performance of hu-
mans and algorithms has come from research on unconcealed 
faces (e.g., Bobak et al. 2016; Grother 2022; Noyes et al. 2018; 
Wilmer  2017). Our study demonstrates that these differences 
are also observed for concealed faces. Whether the same exam-
iners/algorithms who are good at face recognition for uncon-
cealed faces are good at unconcealed faces to masked faces is a 
different matter that needs to be addressed. We expect that the 
answer will be complicated, with some examiners/algorithms 
performing at similar levels on both tasks, and others showing 
differences in performance across tasks.

Our study focuses on the applied scenario of comparing the 
comparisons made by a facial examiner under conditions which 
match working practice, against quicker decisions made by an 
untrained individual, such as a member of a jury's assessment 
of images. While we did not match the time allowed for controls 
to complete the task with the time allowed for facial examin-
ers, as this was not the purpose of our study, previous research 
shows that additional time does not benefit the performance of 
controls (White et al. 2015). Superior performance of facial ex-
aminers is likely due to a combination of factors including train-
ing, tool use, document use, procedures, and adequate time to 
complete the facial comparison using the methods which they 
are trained in.

The current study focused specifically on unconcealed to 
masked face image comparisons—a scenario that examiners en-
counter in their case work, and that has become more frequent 
since the covid- 19 pandemic. There are of course other methods 
of concealing appearance, from simple measures such as sun-
glasses (e.g., Noyes, Davis, et al. 2021; Noyes, Parde, et al. 2021; 
Kramer and Ritchie 2016) to more complicated forms of disguise 
(e.g., Noyes and Jenkins 2019; Noyes, Davis, et al. 2021; Noyes, 
Parde, et al. 2021). We suggest a need for future research to in-
vestigate examiner performance for other types of concealment.

6   |   Conclusions

Facial examiners and professional teams both compare images 
of unconcealed to concealed (masked) faces with higher accu-
racy than controls. Professional teams made fewer errors than 
individual examiners; this is a particularly important result as 
errors can lead to serious consequences in forensic investiga-
tions. Facial examiners and professional teams are much better 
than the average person (e.g., a jury member) at face identifica-
tions for masked faces. Our results support the notion that facial 
examiners use feature- based strategies for face identification 
as a result of their training. Recent computer algorithms also 
performed very highly. There is work to be done to establish a 
possible future role of face recognition algorithms to assist facial 
examiners in their facial image comparisons.
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