
  

 
Spinel Oxides for Photocatalytic 

Water Splitting: A Computational 
and Experimental study 

 

by 
 

Charlotte Hall 
 

Submitted for the degree of Doctor of Philosophy 
 

July 2025 
 
 

 

Research Supervisors: 
Dr Pilar Ferrer 

Dr Ricardo Grau-Crespo 
Dr David C. Grinter 

Professor Georg Held 
 
 
 

 
 

Department of Chemistry, School of Chemistry, Food and Pharmacy 



 

 i 
 

Declaration  
 
 
I confirm that this is my own work and the use of all material from other sources 
has been properly and fully acknowledged. 
 
 
Charlotte Hall  
 
 
 
 
 
 
 
  



 

 ii 
 

Acknowledgements  
 
 
During my PhD project I was very fortunate to meet and work with many great 
people. This means there’s a lot of thanks to give, so strap in… 
 

Firstly, I would like to thank my University of Reading supervisor, Ricardo 
Grau-Crespo. His ongoing support since the start of my undergraduate project 
has been invaluable, and without him I wouldn’t have had this PhD opportunity. 
I’ll miss our weekly library meetings! I would also like to extend my thanks to 
the past and present members of the GCMT group, particularly Ivan and Merve 
for providing so much support and fun throughout my PhD.  
 

Secondly to my Diamond supervisors: 
 

To Professor Georg Held, thank you for your endless knowledge of XPS and 
NEXAFS, going back all the way to my fourth-year undergraduate lectures. I’m 
incredibly grateful for all your advice and support in paper writing, data 
analysis, and more. And I can’t forget to mention the amazing BBQs!    

 

Dr David ‘Dangerous DCG’ Grinter, where would this project be without you? 

Thank you for keeping me calm and collected during my stressed-out moments, 

providing beamtime entertainment, answering my stupid questions and sharing your 

satsumas.  
 

And finally, to Dr Pilar Ferrer. Her endless support and infectious positivity 
were such a driving force during this PhD and kept my motivation high. Pilar 
always helped me see the positive side of my work, even when I thought there 
would be no hope! Despite the long hours, tricky samples and terrible canteen 
food, Dave and Pilar always made beamtimes fun, they truly are the B07-B dream 
team.     

 

I owe huge thanks to the whole B07 team for providing support and many 
laughs. I would like to specifically thank Dr Santosh Kumar for his catalysis 
expertise. And a big shout out to Dr Matthijs van Spronsen, the Igor Guru and 
my honorary 5th supervisor.  
 



 

 iii 
 

I would also like to thank the many collaborators who have contributed to the 
project. Firstly, to Dr Ivan da Silva for all his hard work, time and effort he put 
into the collection, processing and analysis of the X-ray diffraction data. To 
Professor Frank de Groot and his group for hosting me at Utrecht University and 
their help dealing with some very tricky data! Thank you to beamline scientists 
Dr Juan-Rubio-Zuazo, Dr Peter Bencok and Dr Francesco Carla and other 
collaborators Dr Roger Bennett, Dr Maria Retuerto, and Dr Roxy Lee.  
 

I am grateful to Diamond Light Source and the University of Reading for 
funding the studentship. Thank you to the UK Materials and Molecular 
Modelling Hub for the computational resources, which is partially funded by 
EPSRC. I also thank the CompNanoEnergy COST Action group for funding my 
visit to Utrecht University. 

 

I can’t forget to thank all the PhD students who have made the last 4 years so 
much fun. Thanks to the office 100 boys, to the Durham Daves and to the Reading 
PhDs and postdocs: O. Matt, Jack, Archie2, Lewis, Rob, Lucas, Callum Major, 
Callum Minor, Leon, Lochlan, Laila and more! Special shout out of course goes 
to Claudia and G. Matt. And a thank you and an apology goes to Sam for dealing 
with my thesis writing stress so well.  

 

Someone who not only deserves my thanks but also some kind of award for 
putting up with me is Frances. She’s been such an amazing friend since our first 
year of undergrad and since the PhD has been the best office- and housemate I 
could’ve asked for.  

  

And finally (I promise this is the last one), my wonderful parents, thank you 
so much for supporting me in everything. I genuinely wouldn’t be where I am 
today without your kindness, humour and, of course, financial aid. 
Congratulations Albert, you can finally retire now!  
 

 
  



 

 iv 
 

Abstract  
 

Spinel oxides, AB2O4, exhibit significant promise in photocatalysis due to their 

favourable electronic properties, stability, compositional diversity, and tuneable 

cation distribution. Their photocatalytic activity can be modified through A and 

B cation substitution or by altering the cation distribution. The work in this thesis 

combines advanced quantum-chemical and synchrotron-based experimental 

methods to characterise various spinel materials and investigate their 

photocatalytic performance. Considering Co2+, Cu2+ or Zn2+ as A cations in spinel 

ferrite (AFe2O4) nanoparticles revealed significant differences in their structures 

and photocatalytic abilities. ZnFe2O4 showed the highest activity for the oxygen 

evolution reaction, and this was further enhanced by substituting Ga3+ into the B 

sites: ZnFeGaO4 produced almost double the amount of oxygen compared to 

ZnFe2O4. The activity of these samples was attributed to their suitable band gaps 

(3.35 eV and 2.84 eV, respectively) and alignments, as calculated by density 

functional theory. Exploring the structures of the spinel ferrites by X-ray 

diffraction and X-ray spectroscopy showed clear differences between bulk and 

surface cation distribution. Both CoFe2O4 and CuFe2O4 exhibited lower inversion 

degrees at the surface compared to the bulk, while ZnFe2O4 showed the opposite 

trend and with a more significant difference: DFT simulations showed that cation 

inversion in ZnFe2O4 is energetically favourable at the surface. To further 

understand the surface effects, a ZnFe2O4 (111) single-crystal surface with a well-

defined bulk structure was studied. The surface preparation method was shown 

to have a significant effect on the surface structure. Annealing the sample under 

ultra-high vacuum resulted in zinc sublimation, leaving an iron-rich magnetite-

like surface, whereas annealing under O2 maintained the bulk-like ZnFe2O4 

structure. The results highlight the distinct and important behaviour of the 

surfaces compared to the bulk in spinel ferrite catalysts.  
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1. Introduction  
 
 

1.1 Spinels 
 
The spinel structure was discovered in 1915 independently by Nishikawa1 and 
Bragg,2 and over 200 different spinel compounds have been identified or 
synthesised since.3 The spinel group shares a structure and name with the 
mineral, MgAl2O4, which was often referred to as ‘spinel ruby’, with the red 
colour being caused by trace-amounts of impurities. The general formula of a 
spinel is written as AB2X4, in which A and B are typically divalent and trivalent 
cations, respectively, and the X anion is usually a group VI species, i.e. O2-, S2-, Se2- 
and Te2-. However, there are other less common X anions that form stable spinel 
structures, such as CN-, F-, and N3-. The general structure of a spinel in the 
conventional unit cell can be seen in Figure 1.1. This unit cell is in the face-centred 
cubic (fcc) arrangement, with most spinels belonging to the space group Fd3m.4  
 

 
Figure 1.1. Crystal structure of a spinel, AB2X4, represented by (a) the conventional unit cell 

and (b) the primitive unit cell. Colour scheme: tetrahedral (Td) sites = green; octahedral (Oh) 
sites = blue; X = red. Images produced by VESTA.5 

 
Within a ‘normal’ spinel structure, the A and B cations occupy tetrahedral (Td) 

and octahedral (Oh) sites, respectively. However, these cations can be distributed 
differently across the Td and Oh sites, and their relative occupancy is referred to 
as the degree of inversion (x). In a fully inverse spinel, the Oh sites are occupied 
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by all the A cations and half of the B cations, and the remaining B cations occupy 
the Td sites. Partial inversion, where 0 < x < 1, can also occur. The formula can 
therefore be written as (A1-xBx)[AxB2-x]O4, where () and [] represent the Td and Oh 
sites, respectively. The degree of inversion (0 ≤ x ≤ 1) is defined in this formula as 
the fraction of Td sites occupied by B cations.  

 

The inversion degree is dependent on several factors, such as ion size, 
electrostatic stabilisation, bonding, and crystal-field stabilisation energy (CFSE) 
site preferences.6 The interstitial Oh sites in the crystal lattice are “larger” (in the 
sense that they are centred at longer distance to the anions) than the Td sites, 
therefore cations with a larger ionic radius will generally prefer to sit in the larger 
Oh sites. For example, in the inverse spinels NiFe2O4 7, 8 and CoFe2O4 

9, 10 the ionic 
radii of Ni2+(0.69 Å) and Co2+ (0.75 Å) in Oh coordination are greater than that of 
Fe3+ (0.64 Å),11 therefore the A2+ cations will preferentially sit in Oh sites. If we 
consider the normal spinel ZnFe2O4,12 where the ionic radius of Zn2+ (0.74 Å)11 is 
larger than Fe3+, the electrostatic stabilisation has a stronger influence. The 
electrostatic stabilisation means that generally the trivalent B cations will 
preferentially be surrounded by a larger number of anions (Oh) to balance for its 
higher positive charge (3+ compared to 2+). In ZnFe2O4 there is also a strong 
influence with respect to the bonding in the material. Zn2+ generally has a 
preference for Td sites over Oh,13-15 due to the tendency to form strong sp3 
hybridisation with the anion.16, 17 In contrast, when looking at inverse spinels, 
such as NiFe2O4 and CoFe2O4 the CFSE is likely to have the strongest influence 
on the cation distribution, as the d8 and d7 configurations of Ni2+ and Co2+, 
respectively, are significantly more stable in Oh coordination.18-20 In general, both 
the size effects and electrostatic stabilisation are less influential compared to 
bonding effects and CFSE.21  

 

In some cases, the degree of inversion (x) observed for a given spinel can be 
influenced by the synthesis method or post-synthesis treatment. However, the 
ability to accurately and reliably control or predict a specific inversion degree 
remains a challenge.21 Spinels can be prepared by a wide range of methods, such 
as pulsed laser, sol-gel, combustion and plasma preparation methods,22 but these 
methods generally are not used on a large scale due to issues, such as long 
reaction times, costly or toxic reagents, and complicated synthesis steps. A more 
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commonly used preparation method is co-precipitation, due to its relative 
simplicity and potential ability to control particle size.23 

 

The synthesis conditions can affect the inversion degree, for example Tiano et 
al.24 observed a significant decrease in inversion degree of NiFe2O4 nanoparticles, 
from x = 1 to x = 0.84, by introducing a surfactant into the reaction mixture when 
synthesised by a generalised hydrothermal method. Similarly, by changing the 
synthesis precursors under solvothermal conditions, Vamvakidis et al.25 were 
able to increase the inversion degree of MnFe2O4 from x = 0.22 to x = 0.42.  

 

The temperature during preparation or a post-synthesis annealing process can 
also have a strong influence on x. Early work by Néel26 and Smart27 outlined a 
simplified approach to understanding the thermodynamics of this effect, in 
which cation distribution is primarily influenced by the configurational entropy. 
A more advanced understanding of this was later presented and summarised by 
Callen et al.28 and Navrotsky and Kleppa,29 who considered both entropic and 
enthalpic contributions. These studies show that, at higher temperatures, spinels 
will approach a thermodynamically favoured random cation distribution, 
corresponding to an inversion degree of x = 2/3.16, 29  For example, Granone et al. 
30, 31 observe an increase from a near-normal inversion degree to x = 0.2 in ZnFe2O4 
with increasing temperatures from 800 – 1200 K. A similar trend was reported by 
Bræstrup et al.32 in ZnFe2O4. The normal spinel structure of ZnAl2O4 also 
demonstrates an increased inversion degree at higher temperatures.33 On the 
contrary, the fully inverse spinel CuFe2O4, showed a decrease in inversion from 
x = 1 to x = 0.77 at higher temperatures.34  

 

Although heating the samples allows for a specific cation distribution to be 
induced (based on the thermodynamics), the cooling process is crucial to 
maintaining x. During cooling, the kinetics of rearrangement can slow down 
enough that the cations are held into a nonequilibrium state.35 It is suggested that 
rapid cooling (e.g. quenching in water) could retain an inversion degree nearer to 
the random distribution than to the equilibrium inversion. An example of the 
influence of cooling a CoFe2O4 spinel (typically fully inverse) was presented by 
Sawatzky et al..36 After being heated for 48 hours at 1200°C, the samples were 
quenched rapidly and cooled slowly to room temperature, resulting in inversion 
degrees of x = 0.79 and x = 0.96, respectively.  
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Due to their high compositional and structural diversity and favourable 
electronic structure, spinel materials exhibit significant promise in 
photocatalysis. The main area of focus of this thesis is their use as photocatalysts 
for the water splitting reaction.  

 
 

1.2 Photocatalytic water splitting 
 
The development of clean and sustainable energy sources has been one of the 
most important areas of research in the 21st century. As of 2024, over 100 countries 
have pledged to achieve Net Zero,37 in which any carbon emissions are offset by 
removal of greenhouse gases from the atmosphere. Solar, geothermal, wind, and 
hydropower make up some of the alternative energy sources that, compared to 
fossil fuels, are relatively clean. However, there are limitations to these clean 
sources, such as cost of construction and operation, storability issues and 
environmental constraints. 
 

Hydrogen (H2) production has received significant attention as a suitable 
alternative energy resource. H2 has the potential to offer a scalable, long-term, 
and cost-effective route to decarbonisation and could have a huge impact in 
areas, such as transport, industry, and heating.38 There are various methods of 
hydrogen production, each with pros and cons with respect to their 
environmental impact, cost and prospects. The majority of H2 is currently 
produced by a methane-steam reforming process. Although this method is 
relatively low cost in comparison with other production methods, it produces 
significant amounts of greenhouse gases and relies on non-renewable energy 
sources.  

 

Photocatalytic water splitting is a promising route to producing clean, 
renewable H2. This method utilises the natural resources of water and solar light, 
and has advantages, such as extremely high H2 purity39 and low toxicity with 
respect to the reactants and by-products.40  The development of generating H2 
through the water splitting process is crucial to reaching the global Net Zero goal.  

 

The first report of photocatalytic water splitting in a photo-electrochemical cell 
with a TiO2 photocatalysts was published in 1972 by Fujishima and Honda.41. The 
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process is generally described by the following three steps: (i) the generation of 
an electron/hole pair by photo absorption, (ii) the separation and migration of 
the photoexcited carriers to the surface, avoiding electron and hole pair 
recombination as much as possible before the final step can occur. Finally, step 
(iii) involves the reduction and oxidation of water by the photogenerated holes 
and electrons, producing O2 and H2, respectively. A diagram outlining these three 
steps can be seen in Figure 1.2A.  

 

 
Figure 1.2. (A) The water splitting process and (B) the scheme of the process with a 

photocatalyst.42 

 
The water splitting process is separated into the following two half reactions: 

the oxygen evolution reaction (OER) and the hydrogen evolution reaction (HER). 
 

OER: H2O à 2H+ + 2e- + ½O2 

HER: 2H+ + 2e- à H2 

 

The kinetics of the OER are substantially slower than those of the HER, as 
evidenced by a large overpotential, making this the rate limiting step.42, 43 An 
efficient photocatalyst must have a band gap larger than 1.23 eV to 
thermodynamically overcome the water splitting energy barrier.44 However, in 
order to reduce the charge carrier recombination rate, the ideal band gap 
increases to ~1.8 eV.45-47 The photocatalyst must also display a suitable band 
alignment, with the conduction band (CB) and valence band (VB) straddling the 
half reaction potentials, i.e. the VB maximum lies below the OER potential and 
the CB minimum lies above the HER potential (Figure 1.2B).  
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Finding a suitable photocatalysts comes with many challenges, and as of today 
there is no single material that has been found suitable and active enough for the 
entire water splitting process under visible radiation.43  Various potential 
photocatalysts have been identified, with a handful of examples being shown in 
Figure 1.3. NaTaO3, SrTiO3 and TiO2 are classed as wide band gap materials (> 3 
eV).48-50 Despite their favourable band alignment, their large band gap makes 
them inefficient in the visible light region, and therefore limits their uses as 
photocatalysts.51, 52 However, a suitable band gap does not necessarily guarantee 
a favourable band alignment, as demonstrated by WO3, with CB minimum lying 
below the HER potential.53 

 

 
Figure 1.3. A schematic of the band alignments of various photocatalysts with respect to 

the water splitting half reaction potentials.54 

 
Photostability is also important for the catalysts. For example, despite the 

known photocatalytic activity of the chalcogenides, CdS and CdSe, under visible 
light and their suitable band alignment, they suffer greatly with photo-corrosion 
making them unsuitable photocatalysts.55, 56  

 

To independently study either the HER or the OER, sacrificial agents (or 
scavengers) can be used to suppress the counter half reaction.42 For the HER, hole 
scavengers, such as methanol or triethylamine, can act as electron donors which 
consume the photogenerated holes, therefore allowing the electrons to reduce H+ 
to H2. In contrast, the OER requires electron scavengers, such as silver nitrate or 
silver chloride, leaving the holes to oxidise the water molecules. 
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In photocatalysis, both the bulk and the surface of the photocatalyst play 
crucial but distinct roles. The bulk structure primarily determines the materials 
electronic properties, including the band gap and alignment, which dictate the 
light absorbed and its suitability for specific reactions.43 However, the surface is 
equally important, as it is the site where the actual photocatalytic reactions take 
place. The surface area and morphology significantly influence the photocatalytic 
performance by affecting the adsorption of reactants and availability of active 
sites.57 While the electron-hole pairs are generated in the bulk, both the bulk and 
surface structure impact the recombination rate, which is critical to the catalysts 
efficiency. The use of a co-catalysts or constructed heterojunctions can enhance 
the overall efficiency of a photocatalyst by increasing light absorption, promoting 
charge separation and transport, providing additional active sites and reducing 
photocorrosion.43, 58 

 
 

1.3 Spinel oxides for photocatalytic water splitting 
 

A wide range of spinel structures have been studied as photocatalysts, not 
only for the water splitting reaction, but also for other photocatalytic 
applications, such as CO2 reduction59 or phenol degradation.6 Spinel ferrites are 
attractive materials for photocatalytic applications for several reasons. First, their 
electronic structure and optical properties can be tuned via their composition 
and/or cation distribution, which allows optimising light absorption or targeting 
specific band alignments.60-62 Second, they tend to be chemically stable under a 
wide range of temperatures and pH levels.3  Third, they are magnetic, which 
allows for easy recovery and reuse of the photocatalyst from the reaction mixture, 
reducing waste and improving process efficiency.63 Spinel ferrites are also 
relatively cheap catalysts and can be made up of naturally abundant metals.64, 65 
However, there are also drawbacks, such as irregular morphology, poor 
conductivity, insufficient active sites, and charge-carrier recombination.59, 64 In 
many studies of spinel materials where photocatalytic activity is observed, they 
are rarely used as a lone catalyst. Instead, sacrificial agents, co-catalysts, or 
composite structures, such as heterojunctions combining spinels with other wide 
band-gap materials, are often employed.39, 64, 66-68  
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There are three key methods to modify the spinel configuration and structure 
that can influence their photocatalytic ability: (i) the substitution of A cations, (ii) 
the substitution of B cations, and (iii) tuning the inversion degree. The work 
presented in this thesis concentrates on spinel oxides, AB2O4, with the main focus 
on spinel ferrites (where the B cation is Fe3+) for photocatalytic water splitting. In 
order to understand their photocatalytic properties, it is crucial to characterise 
their bulk and surface structures. The work mainly discusses cation substitution, 
the spinel materials discussed in Chapters 4, 5, and 6, where A = Co, Cu, or Zn 
and B = Fe or Ga, are introduced in the following subsections.  

 

 
Figure 1.4. The periodic table highlighting the A (green) and B (blue) cations studied in the 

AB2O4 spinels. Figure adapted from ref.69 
 

1.3.1 Cobalt ferrite 
 

Cobalt ferrite, CoFe2O4, is a widely studied spinel with a range of interesting 
applications. Its uses span from biomedical fields, such as bone tissue 
engineering70 or hyperthermic cancer treatment,71 to photocatalytic applications, 
such as degradation or water splitting.72 Bulk cobalt ferrite is generally 

understood to be a fully inverse spinel structure (x » 1),10, 73 where the cobalt and 
iron are A and B cations, respectively. The preference for high inversion in 
CoFe2O4 has been confirmed by several theoretical studies.62, 74 The Co2+ cation 
(d7) has an Oh stabilisation energy of 30.9 kJ mol-1,75 which compared to Fe3+ (d10) 
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with no CFSE, results in the stabilisation of the inverse distribution. However, in 
smaller nanoparticles, lower inversion degrees of x = 0.66 – 0.68 have been 
observed.76, 77  

 

The degree of inversion is crucial to the study of spinels. However when 
dealing with a sample, such as cobalt ferrite, three degrees of freedom need to be 
considered: (i) the inversion degree, (ii) potential charge transfer, and (iii) spin 
states. Generally, in CoFe2O4, the cations maintain their respective charges of Co2+ 
and Fe3+,10, 78 but both cobalt and iron can be divalent or trivalent cations. The mix 
of Co2+/Co3+ and Fe2+/Fe3+ cations are observed in Co3O4 79 and Fe3O4 
(magnetite),80 respectively. Wakabayashi et al.81 conducted a study of a CoFe2O4 

(111) thin film in which Fe3+ and Co2+ occupy both Oh and Td sites with a 
preference towards full inversion, but they also observed low amounts (< 20%) 
of Co3+

 and Fe2+
 in Oh sites. The thin film also demonstrated more significant 

charge transfer at the surface,81 a similar phenomenon that has also been reported 
by Subedi et al..82  

 

The third degree of freedom, spin states, needs to be considered in spinel 
structures containing transition-metal cations. Although divalent and trivalent 
cobalt and iron can be in either high-spin or low-spin states, in cobalt ferrite both 
Co2+ and Fe3+ are generally reported to be high-spin.81, 83 The high-spin 
configuration of these cations is also more stable in computational simulations.9, 

74    
 

Cobalt ferrite is commonly discussed in the literature for its use in 
photocatalytic water splitting.68, 84 However, it is rarely reported as a stand-alone 
catalyst. Typically, it is used alongside an electron/hole scavenger, and the 
specific sacrificial agent used can help to improve the samples activity. For 
example, Benlembarek et al.85 reported a significantly improved activity in 
hydrogen evolution (by a factor of 57%) of CoFe2O4 nanoparticles using a 
combination of oxalate (C2O4

2-) and NaOH as hole scavengers compared to 
NaOH alone. A similar study of a nanoporous cobalt ferrite sample by He et al. 86 
demonstrated greater hydrogen production using triethanolamine (TEOA) over 
methanol. This was attributed to a shift in the HER potential caused by an 
increase in pH from the TEOA, therefore improving the electron transport 
efficiency. In many cases, CoFe2O4 is used as part of a heterojunction alongside 
materials, such as Fe2O3,

87 C3N4,
88 and the spinel ZnI2S4.89 Ge et al.90 found that a 
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CoFe2O4/ZnI2S4 heterojunction produced ~5 times the amount of hydrogen 
compared to CoFe2O4 alone.  

 

The use of spinel ferrites for the HER is generally more widely studied in the 
literature compared to the OER. Several studies highlight the potential 
photocatalytic ability of cobalt ferrite nanoparticles for the OER,91, 92 including the 
catalytic improvement using co-catalysts or doping.93-95 However, the area of 
research for oxygen evolution is still relatively undeveloped.   
 

1.3.2 Copper ferrite  
 

Copper ferrite, CuFe2O4, shares similar properties to cobalt ferrite, also having 
uses in biomedicine 96, 97 and photocatalysis, e.g. degradation,98, 99 C-C coupling100 
and water splitting.101 With Cu2+ having an excess Oh stabilisation energy of 63.5 
kJ mol-1,75 CuFe2O4 also favours high inversion degrees.34, 102, 103 The preference for 
full inversion has also been demonstrated by computational techniques.104, 105 
However, copper ferrite also demonstrates a difference in inversion between 
bulk and nanoparticle samples.  Siddique et al. 106 report a high inversion degree 
of x = 0.88 in bulk CuFe2O4 compared to x = 0.80 in nanoparticle form. Inversion 
degrees as low as x = 0.57 have been found in small nanoparticles of less than 10 
nm.107    

 

Similarly to cobalt ferrite, CuFe2O4 is mainly discussed for its use in the HER, 
and its use for the OER is less developed.108-110 Although copper ferrite is still 
rarely used as a bare catalyst for the HER, Soto et al. 111 report a hydrogen 

evolution of 336 µmol g-1 h-1 with cobalt ferrite nanoparticles without the use of a 
scavenger. However, the amount of H2 produced is increased significantly when 

a Na2SO3/Na2S scavenger mixture is used (3605 µmol g-1 h-1). Methanol 112 and 
oxalate 113 are also commonly used as sacrificial agents with copper ferrite. 
Examples of successful heterojunctions constructed with CuFe2O4 include 
C3N4,114 Fe2O3,115 and BiOX (X = Cl, Br, I).112  
 

1.3.3 Zinc ferrite 
 

Zinc ferrite (ZnFe2O4) although similar in many ways to cobalt and copper ferrite, 
has several advantages that increase its potential for wider use. For example, in 
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biomedical applications, zinc-based spinels are generally preferred in 
comparison with other divalent transition metals, due to the relatively low 
toxicity of Zn2+ in the human body.116 ZnFe2O4 also has the potential to be 
synthesised using biological materials, i.e. plants, algae and microorganisms.117 
This brings the advantage of being able to produce nanoparticle samples with a 
significantly reduced negative environmental impact compared with other 
methods of synthesis. 

 

Unlike the previous spinels discussed, zinc ferrite exhibits very low inversion 

degrees in bulk structures, reaching near-normal distributions (x » 0).12 This is 
partly due to the absence of CFSE effects, as both the Zn2+ (d10) and high spin Fe3+ 
(d5) cations have no CFSE.  Additionally, as previously mentioned in section 1.1, 
the Zn2+ cations have a strong preference for Td over Oh coordination due to 
electrostatic stabilisation13-15 and bonding effects,16, 17 influencing the low values 
of x observed. Like cobalt and copper ferrite, the cation distribution of ZnFe2O4 
nanoparticles deviates from the bulk. Zinc ferrite nanoparticle samples display 
higher inversion degrees of up to x = 0.4, depending on particle size and thermal 
history.118, 119  

 

Compared to cobalt and copper ferrites, zinc ferrite is a more efficient 
photocatalyst for the HER.66 In a study by Rodríguez et al.,120 more than twice the 
amount of H2 was produced by ZnFe2O4 compared to CoFe2O4 over 8 hours with 
a methanol sacrificial agent. Lv et al. 121 found that introducing methanol, a 
commonly used scavenger,122 significantly improved the catalytic ability. Several 
studies have also found an increase in efficiency using heterojunctions with other 
materials, such as BiOBr,90 SrTiO3,123 and C3N4.124 Kalia et al. 125 found that 
introducing a Pt co-catalyst increased the hydrogen evolution by almost 10 times 
that of the bare ZnFe2O4 nanoparticles with a TEOA scavenger. Like cobalt and 
copper ferrite, the use of zinc ferrite structures for the OER has received limited 
attention.126-128 
 

1.1.4 Gallium-substituted zinc ferrite 
 

Substituting the B cation is a strategy to enhance the catalytic efficiency of 
established catalysts, such as zinc ferrite. Replacing the Fe3+ in ZnFe2O4 with Ga3+ 
has proved effective in achieving this improvement.125, 129 ZnFeyGa2-yO4 spinels (0 
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≤ y ≤ 1) tend towards a normal cation distribution with very low inversion, 125, 129, 

130 as the introduction of Ga3+ to replace Fe3+ cations has no effect with respect to 
the CFSE. However, Li et al.131 report inversion degrees up to x = 0.3 in ZnGa2O4 
with varied preparation methods and annealing temperature.  

 

Xu et al. 129 report an increased hydrogen evolution with Ga3+ doping, i.e. 
ZnFe2O4 < ZnFeGaO4 < ZnGa2O4, with a Na2SO3 sacrificial agent. They attribute 
this to a modified electronic structure which in turn improves UV light 
absorbance. The same trend in activity was also observed by Kalia et al.;125 
however, their spinels were used alongside a Pt co-catalyst and a methanol hole 
scavenger. The use of co-catalysts and sacrificial agents is common in spinel-
catalysed water splitting to improve their efficiency.59, 64 Part of the improved 
catalytic ability was attributed to the increased band gap of ZnGa2O4, therefore 
reducing the electron-hole recombination rate compared to ZnFe2O4. However, 
their synthesis of ZnGa2O4 resulted in some residual ZnO, which could also be 
improving the activity by forming a heterostructure. The use of ZnO/ZnGa2O4 
heterojunctions is a common strategy for improving the photocatalytic ability of 
ZnGa2O4 catalysts.132, 133 An improvement in the hydrogen-evolution performance 
of ZnGa2O4 as a lone catalyst by creating mesoporous nanoflowers was 
demonstrated by Yang et al..134 The hydrogen evolution demonstrated by the 
various spinels structures introduced in this Chapter in the visible light range 
and under various conditions are listed in Table 1.1.  
 
Table 1.1. The hydrogen evolution from spinel ferrite samples under visible light irradiation. 

         

Catalyst  Type  Sacrificial 
agent 

 H2 evolution  Ref 

         

CuFe2O4  Nanoparticles  No Scavenger  336 µmol h-1 g-1  111 

    Na2SO3/Na2S  3605 µmol h-1 g-1   
         

CuFe2O4  Nanoparticles  Methanol  < 5000 µmol h-1   112 

CuFe2O4/BiOCl  Heterojunction    22000 µmol h-1   
         

CuFe2O4/C3N4  Heterojunction  TEOA  76 µmol h-1  114 
         

CoFe2O4  Nanoparticles  NaOH  47 µmol min-1 g-1  85 

    NaOH/C2O4
2-

  74 µmol min-1 g-1   
         

CoFe2O4  Nanoporous Material  Methanol  28 µmol h-1 g-1  86 

    TEOA  88 µmol h-1 g-1   
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Ag-
CoFe2O4/C3N4 

 Heterojunction  TEOA  335 µmol h-1  88 

         

CoFe2O4  Nanoparticles  TEOA  334 µmol h-1 g-1  90 

CoFe2O4/ZnIn2S4  Heterojunction    1577 µmol h-1 g-1   
         

CoFe2O4  Nanoparticles  Methanol  128 µmol g-1 (over 8 
hours) 

 120 

ZnFe2O4      354 µmol g-1 (over 8 
hours) 

  

         

ZnFe2O4  Nanocrystalline 
material 

 Methanol  134 µmol g-1 (over 4 
hours) 

 122 

         

ZnFe2O4  Porous nanorods  No scavenger  85 µmol g-1 (over 5 hours)  121 

    Methanol  238 µmol g-1 (over 5 
hours) 

  

         

ZnFe2O4/SrTiO3  Heterojunction  Na2S2O3  9200 cm3 h-1 g-1  123 
         

ZnFe2O4  Nanoparticles  Methanol  170 µmol h-1 g-1  124 

ZnFe2O4/C3N4  Heterojunction    1752 µmol h-1 g-1   
         

ZnFe2O4  Nanoparticles  Na2SO3  861 µmol h-1 g-1  129 

ZnFeGaO4      971 µmol h-1 g-1   

ZnGa2O4      > 971 µmol h-1 g-1   
         

ZnFe2O4  Nanoparticles  TEOA  378 µmol h-1 g-1  125 

Pt-ZnFe2O4  Co-catalyst    3089 µmol h-1 g-1   

Pt-ZnFeGaO4      ~ 3750 µmol h-1 g-1   

Pt-ZnGa2O4      3989 µmol h-1 g-1   
         

ZnGa2O4  Mesoporous Particles  Na2SO3  700 µmol h-1 g-1  134 

  Nanoflowers    1500 µmol h-1 g-1   

 
 

1.4 Thesis objectives and outline 
 
The overall objective of the work presented in this thesis is to understand the 
properties of spinel ferrites, in particular the effect of cation distribution and 
substitutions, and the interplay between bulk and surface, in connection with 
their photocatalytic applications. For that purpose, a synergistic combination of 
experimental and theoretical methods has been used.  
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This introduction section has explored the background of spinels and their 
uses in photocatalysis. This Chapter is followed by an overview of the 
experimental and computational techniques used throughout the research in 
Chapters 2 and 3, respectively. The experimental methodology will mainly cover 
the synchrotron techniques of X-ray photoelectron spectroscopy and X-ray 
absorption spectroscopy with a brief introduction to some other techniques 
utilised to carry out the structural characterisation and catalysis measurements. 
The theoretical techniques covered in Chapter 3 include density functional theory 
and semi-empirical calculations used in the study of the spinel configurations, 
electronic structures and to aid in the experimental analysis.  

 

Chapter 4 is presenting published work studying cobalt ferrite, copper ferrite 
and zinc ferrite nanoparticles.135 In this work the spinels bulk and surface 
structures were studied experimentally with the support of theoretical 
calculations. The photocatalytic activity of the samples was also investigated, and 
their respective behaviours were rationalised using electronic structure 
calculations.  

 

Chapter 5 presents work conducted on a zinc ferrite (111) single-crystal with 
the aim to investigate the sample surface and how it is affected by different 
treatment methods. Various experimental techniques were used alongside 
density functional theory calculations.  

 

Chapter 6 contains work studying ZnFeGaO4 and ZnGa2O4 nanoparticles, 
looking at the substitution of Ga3+ into the B sites of zinc ferrite. Similarly to the 
work presented in Chapter 4, the photocatalytic ability measured and the DFT 
electronic structure is analysed. The DFT analysis of the inversion degree of the 
spinels was studied.  

 

Finally, Chapter 7 summarises the work presented in the previous Chapters 
and provide a general discussion of the PhD project. I also discuss ideas of future 
experimental and theoretical work to further develop this research.  
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2. Experimental Methods 
 
 

2.1 Introduction 
 

2.1.1 Synchrotron radiation 
 

Synchrotron radiation was first discovered at General Electric in 1947,136 however 
the supporting theory can be traced back earlier to 1873, when Maxwell 
published his theory of electromagnetism.137 A major theoretical advancement 
came in 1949, when Julian Schwinger derived a quantum formulation of 
synchrotron radiation, now known as the Schwinger equation.138 Since then, the 
number of experiments using synchrotron radiation has grown significantly. 
There are currently approximately 70 synchrotrons globally at various stages of 
development, conducting experiments spanning a wide range of applications 
and research topics.139-141 
 

The first stage of generating a synchrotron light source is to initially accelerate 
the electrons using a linac, or linear accelerator. These electrons will then enter a 
booster ring where, with the use of a series of magnets, the energy of the electrons 
is increased before they are transferred to a larger storage ring. The storage ring 
uses electromagnets to move the electrons around a series of adjacent straight 
sections which form a closed loop. These electrons, which are travelling almost 
at the speed of light around the ring, generate synchrotron radiation, which spans 
across the electromagnetic spectrum from infrared to X-ray light. A diagram of a 
typical synchrotron set up can be seen in Figure 2.1.142 In order to minimise loss 
of electrons and maintain a high energy beam, the system is maintained under 
ultra-high vacuum (UHV). The electron beam can then be directed to individual 
beamlines using either a bending magnet or an insertion device. Synchrotron 
light sources have many benefits, including variable photon energy and 
polarisation, high flux and high brightness. However, due to high demand and 
limited synchrotron facilities, access for researchers can be difficult to obtain. 
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Figure 2.1. Schematic representation of a typical synchrotron.142 

 
 

2.1.2 Versatile soft X-ray beamline 
 

The Versatile soft X-ray (VerSoX) beamline B07 at Diamond Light Source (DLS) 
is a soft X-ray beamline. The synchrotron radiation is directed from the storage 
ring to the beamline by a bending (dipole) magnet, which emits a wide fan of 
synchrotron light. This allows for B07 to be split into two branches, B and C, each 
of which can operate simultaneously due to their independent optics set up. The 
layout for the B and C branches can be seen in Figure 2.2.143 The C branch 
endstation is set up for near-ambient pressure X-ray photoelectron spectroscopy 
(NAP-XPS), at an energy range of 120 eV to 2800 eV.144  
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Figure 2.2. Schematic of the VerSoX B07 beamline layout.143 

 
Most of the spectroscopic work presented in this thesis has been measured on 

branch B of the VerSoX beamline, which covers a slightly lower photon energy 
range of 45 eV to 2200 eV.143, 145 This branch has two focal points with two 
endstations dedicated to both XPS and X-ray absorption spectroscopy (XAS) 
experiments under UHV or ambient pressures. The ability to conduct both XPS 
and XAS is highly beneficial as they are complementary techniques probing the 
occupied and unoccupied states, respectively. The beam is directed at the 
endstations using a combination of monochromators, exit slits and mirrors. The 
mirrors are designed to focus and direct the beam, and the exit slits define the 
beamsize, flux, and resolution before reaching the endstation. The plane grating 
monochromator (PGM) disperses the incoming beam vertically using a 
diffraction grating. The photon energy can be set by adjusting the grating and 
mirror angles within the PGM to diffract a specific wavelength. 

 

Endstation 1 (ES-1) has the capability to conduct XPS and near-edge X-ray 
absorption fine structure (NEXAFS) measurements under UHV conditions. 
Angle-resolved measurements can be undertaken on this endstation to probe 
different sample depths. ES-1 also has the capability to measure NEXAFS by total 
electron yield, total fluorescence yield, Auger electron yield, and (inverse) partial 
fluorescence yield (using a vortex detector). ES-1 also contains a preparation 
chamber, in which samples can undergo treatment and preliminary 
characterisation, such as sputtering, thermal treatment, gas-dosing, and low-
energy electron diffraction (LEED). Endstation 2 (ES-2) has the ability for 
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NEXAFS measurements by total electron yield or total fluorescence yield, with 
an ambient pressure range of 10-7 mbar to 1 bar.    
 
 

2.2 X-ray photoelectron spectroscopy  
 

2.2.1 Introduction 
 

X-ray Photoelectron Spectroscopy (XPS) is an analytical technique built on the 
theory of the photoelectric effect. This was first discovered by Hertz in 1887 146 
and later explained by Einstein in 1905, 147 eventually winning him a Nobel prize 
in 1921. The following decades saw the development of XPS into an established 
analytical technique, mainly through work conducted by Siegbahn, et al,148 who 
won a Nobel prize in 1981. Since then, XPS has become widely available, with its 
uses spanning across a vast range of materials and research fields.   
 

During the XPS process, X-rays with a known energy (hv) are directed at 
sample, exciting and emitting a core level electron, as shown in Figure 2.3. This 
emitted electron has a kinetic energy (Ekin) which is measured by a detector, and 
therefore the binding energy (EB) can be calculated by the following equation: 

 

ℎ𝑣 = 	𝐸! +	𝐸"#$ + 	𝜑	 (1) 
 

where j is the work function, which refers to the minimum energy required to 
remove an electron from the Fermi level to the vacuum level. The Ekin and EB are 
measured relative to the vacuum level energy and Fermi level energy, 
respectively.  
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Figure 2.3. Diagram of the X-ray photoelectron spectroscopy (XPS) process. 

 
The binding energy is intrinsic to a specific element; however, it can vary slightly 
depending on its exact chemical environment. For example, ions with a higher 
oxidation state experience a higher effective nuclear charge, making it harder to 
remove the core electrons, resulting in a higher binding energy. EB is often 
defined as the difference between the final state energy (EFS) and the initial state 
(or ground state) energy (EIS) of a species with n electrons, as described by the 
following equation:  
 

𝐸! = 𝐸%&(𝑛 − 1) − 𝐸'&(𝑛). (2) 
 

Early analysis of the theory behind XPS had a basic approach, based on 
Koopmans’s Theorem,149 in which  it is assumed the electron orbitals remain 
unchanged during the photoemission process, therefore suggesting that the 
binding energy is dominantly influenced by the initial state effects. However, it 
is now well understood that the final state effects have a more significant 
influence.150 Final state effects include binding energy shifts caused by the re-
arrangement of the remaining (n-1) electrons, lifetime broadening, spin-orbit 
coupling, satellites and multiplet splitting and all need to be considered when 
analysing XPS spectra. 

 

After the loss of a core electron from photoionisation, the core-hole is then 
filled by an electron from a valence orbital.  The core hole therefore has a finite 
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lifetime, which creates an energy of uncertainty of the emitted photoelectron. 
According to the Heisenberg uncertainty principle, the core hole lifetime 
influences peak width (lifetime broadening), i.e. core holes with shorter lifetimes 
lead to broader spectral peaks.151 Generally, the lifetime decreases with increasing 
binding energy for the same orbital type, for example the O 1s peak (~530 eV) 
will experience higher lifetime broadening than the C 1s peak (~284 eV).  
 

The process of filling a core hole with a valence electron releases energy that 
is then transferred to another electron, which is subsequently ejected from the 
sample (Figure 2.4). This is referred to as the Auger effect, and results in Auger 
peaks in an XPS spectrum. Similarly to the photoelectron peaks, the Auger peak 
position, shape and intensity can also provide information on the chemical 
environment of the probed element. However, unlike the photoelectron peaks, 
the kinetic energy of an Auger electron is independent of the photon energy. 

 

 
Figure 2.4. Diagram of the Auger electron emission process. 

 
 

Spin-orbit coupling (J), another final state effect, occurs in orbitals with an 
orbital angular momentum of L > 0 (i.e. p, d and f orbitals). The spin (s) of the 
excited electron combines with the orbital angular momentum resulting in peak 

splitting, often appearing as a doublet peak, where J = L + s (s = ± ½). The 
nomenclature of the doublets is written as nLJ (n = principal quantum number). 



 

 21 
 

Examples of Zn and Fe 2p doublets can be seen in Figure 2.5, in which the metal 
2p orbitals split into 2p3/2 (higher EB) and 2p1/2 (lower EB) peaks. Their relative 
intensities are dependent on the degeneracy of the split states, e.g. the 3/2 and 
1/2 p orbitals and 5/2 and 3/2 d orbitals have intensity ratios of 2:1 and 3:2, 
respectively. The difference in EB between the split peaks increases with 
increasing binding energy (i.e. increasing atomic number and decreasing n), for 
example a ~13 eV difference in observed in Fe 2p peaks, compared to Zn 2p 
which has a larger EB gap of ~23 eV (Figure 2.5). The magnitude of splitting in 
small atoms can be as low as ∆EB < 1 eV which, depending on the experimental 
resolution, can be too small to resolve.  

 

 
Figure 2.5. The (a) Fe 2p and (b) Zn 2p XPS of a ZnFe2O4 (111) surface measured at photon 

energies of 840 and 1190 eV, respectively. The binding energy difference of the doublets is 
highlighted by the red arrows and the satellites of Fe 2p are shown by the blue dashed 

boxed. 
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Multiplet splitting is another splitting effect that occurs in systems that contain 
unpaired d electrons, such as transition-metal spinels. It is caused by the 
interaction between the unpaired core electrons created by the photoionisation 
process and the unpaired electrons in the outer shell. This can result in a number 
of final states which then manifest in the relative XPS spectra.  The multiplet 
splitting effect can make data fitting difficult, particularly in systems with mixed 
oxidation states, geometry and coordination numbers of the same atom, such as 
magnetite (Fe3O4).152, 153 This complexity can often lead to misinterpretation and 
incorrect peak fitting, which is commonly observed in the literature. Multiplet 
splitting also needs to be considered in X-ray absorption spectroscopy of open-
shell systems.154 

 

When the photoelectrons leave the sample they can interact with other 
electrons in the system, reducing their Ekin and therefore resulting in a continuous 
inelastic background. The background appears as a ‘tail’ which extends to higher 
binding energies after the photoemission peak. The further the X-ray penetrate 
the sample increases the probability of inelastic scattering, which therefore 
increases the background. The inelastic effects need to be considered when 
quantitively studying photoemission peaks. Typically, two types of background 
removal are used: linear or Shirley.155-157 The linear background removal uses a 
straight line to interpolate between intensities before and after the XPS peaks. 
This method is suitable for 1s peaks, however, is limited in its use for more 
complex spectra. The Shirley background is calculated considering the 
background intensity to be proportional to the integrated peak intensity at higher 
kinetic energies, producing a smooth curve rather than a linear line. More 
sophisticated approaches of background removal exist, (e.g. the Tougaard 158 or 
Shirley-Végh-Salvi-Castle 159, 160 approaches) however, for the work presented in 
this thesis the original Shirley method was used, an example of this can be seen 
in Figure 2.6. 
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Figure 2.6. Examples of Fe 2p XPS peaks of a ZnFe2O4 (111) surface measured at a photon 

energy of 840 eV with (a) no background removal and the relative Shirley background and 
(b) with the Shirley background removed. 

 
Discrete excitations can also occur during the XPS process and, unlike the 

inelastic background, appear as satellite peaks. They are found at higher binding 
energies with respect to the photoelectron peaks and can provide information on 
the electronic properties (e.g. oxidation state) of an atom or material. “Shake-up” 
satellites occur when a valence electron moves to a higher unoccupied orbital 
during the photoemission process. This reduces the Ekin of the emitted 
photoelectron resulting in a satellite peak with a higher EB with respect to the 
main photoelectron feature. An example can be seen in the Fe 2p peaks, as 
demonstrated in Figure 2.5. Shake-off satellite peaks are similar to shake-up 
peaks but are caused by the ejection of a valence electron. These features tend to 
have a higher EB compared to shake-up peaks and are often broader meaning 
they can be difficult to distinguish from the background. Plasmon satellite 
features can occur due to the collective excitation of all electrons in a material 
(plasmons), which can cause energy loss to the emitted photoelectrons. This 
effect usually results in multiple satellite peaks higher in EB than the main 
photoelectron peaks. If the X-ray source is not completely monochromatic, 
weaker X-ray lines can excite photoelectrons creating peaks of different binding 
energies, which are referred to as X-ray satellites. Unlike the previous satellites 
discussed, these can be at a higher or lower EB with respect to the photoelectron 
peaks. They are more common in lab-based XPS but can also be present in 
synchrotron-based measurements, usually due the presence of higher order 
harmonics of the selected photon energy.   
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The XPS peak intensities are proportional to the concentrations of the specific 
element, however quantifying the number of atoms can be difficult as there are 
other influencing factors.  X-ray sources with greater intensities, such as 
synchrotrons compared to lab-based sources, result in more intense peaks. The 
photon flux affects the peak intensity, with higher flux resulting in more intense 
peaks. The efficiency of the detector can also cause variations in peak intensity. 
Another factor that needs to be considered is the photoionisation cross sections, 
which is the probability of a photoelectron being excited at a certain photon 
energy. The magnitude of the cross section is element and orbital specific. Yeh 
and Lindau 161 published the cross section corrections of elements with the atomic 
number of 1 to 101 in the photon energy range 1 to 1500 eV. Scofield 162 
independently published this data with the photon energy range extending to 
1500 keV. The XPS intensities need to be corrected with respect to the cross 
section to be able to conduct quantitative analysis. Digitised versions of the Yeh 
and Lindau and Schofield photoionisation cross sections have been made 
available by Kalha et al.163, 164  

 

XPS is typically a surface-sensitive technique, with the information depth 

being dependent on the inelastic mean free path (IMFP, l). The IMFP is defined 
as the distance that an electron beam with a given Ekin can travel in a particular 
material before its intensity drops to 1/e of its initial value, due to it losing energy 
from inelastic collisions. Materials with a higher density tend to have a lower 
IMFP. The probing depth of XPS is generally approximated as three times the 

IMFP (3l), where the majority (> 99%) of photoelectrons come from.165 Due to the 
dependence on the Ekin, the probing depth can be altered by changing photon 
energy.  Although the absolute IMFP varies with sample, there is a general trend 
with respect to the photon energy, known as the universal curve (Figure 2.7). The 
IMFP initially decreases reaching a minimum value and then begins to increase 
as the kinetic energy increases.  The photoelectrons that are measured are an 
accumulation of those emitted from the deepest point in the bulk probed (Ekin 

dependent) to the sample surface, therefore the surface effects still need to be 
accounted for in bulk XPS analysis. 
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Figure 2.7. The inelastic mean free path (IMFP) universal curve as a function of kinetic 

energy. The data points shown are accumulated from various studies of different 
materials.166, 167 

 

By analysing the binding energies, peak areas (intensities), and spectral shape 
of the core level XPS, it is possible to obtain information on the oxidation states, 
geometries and bonding of atoms within a material.  

 
2.2.2 Instrumentation  
 

XPS measurements are typically conducted under ultra-high vacuum (UHV) 
which ranges in very low pressures from 10-8 to 10-10 mbar. These conditions can 
be achieved using a series of scroll, turbo and ion pumps, the method used on 
the B07 beamlines. A key advantage to a UHV system is the minimisation of 
scattering caused by interaction with gas particles, therefore preventing the loss 
of photoelectron kinetic energy. It also reduces the risk of contamination (e.g. 
water or adventitious carbon), which is particularly important when conducting 
surface-sensitive techniques. However, in more recent years, near-ambient 
pressure XPS (NAP-XPS) has been prominent in spectroscopic research. This 
technique was built on foundational research conducted by Siegbahn et al. 168 and 
allows XPS measurements to be conducted under gas pressures of up to as high 
as 1 bar ,169 which has been achieved on beamline P22 at PETRA.170 NAP-XPS can 
therefore be used to replicate ‘real life’ conditions, which can be extremely 
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beneficial in areas of research, such as electrochemistry 171-173 and catalysis.174-176 
Other possible experiments include in-situ studies of surface deposition, such as 
thin film growth, atomic layer deposition or chemical vapour deposition. 
Another advantage of near-ambient pressures is its potential to combat charging 
effects in insulating materials. Charging occurs when a positive charge 
accumulates on the insulator surface during photoemission, causing the 
photoelectron peaks to shift and broaden. This is a common occurrence under 
UHV conditions and the resulting XPS spectra can be difficult to interpret. To 
prevent this effect, the positive charge must be compensated for to neutralise the 
surface. This can be done with the use of an electron flood gun which directs low 
energy electrons towards the sample surface under UHV. NAP-XPS can also be 
used by introducing low pressures of gas (such as helium) to compensate for the 
positive charge, a method utilised on the B07 beamline (DLS).  

 

Traditionally, laboratory sources are used to provide the monochromatic X-
rays for XPS and are generated by irradiating a metallic anode with a beam of 
high-energy electrons. Various metals can be used for the anode, but the most 

common X-ray sources are Al K⍺ (1486.6 eV) and Mg K⍺ (1253.6 eV). A diagram 
of a typical lab-based XPS set up, including a hemispherical electron energy 
analyser, can be seen in Figure 2.8. The analyser shown consists of two 
hemispheres, the outer having a negative potential and the inner having a 
positive potential. The emitted electrons that enter the analyser will be attracted 
and repelled by the inner and outer hemispheres, respectively, forcing the 
electrons on a circular trajectory to the detector.  
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Figure 2.8. Diagram of a typical laboratory-based XPS set up.165 

 
The fixed photon energies provided by lab-based sources can be limiting and 

present challenges. Therefore, use of synchrotron radiation for XPS can be 
beneficial and has many advantages, as mentioned in section 2.1.1. For example, 
high flux (number of photons emitted per second) improves signal strength, 
sensitivity for weaker signals, and data acquisition time. Synchrotron radiation 
also has the ability to generate a variable photon energy range, from ‘soft’ X-rays 
(< 2 keV) to ‘hard’ X-rays (> 5 keV). A notable advantage of this is the ability to 
avoid overlap between the primary XPS and Auger peaks. Due to the fixed Ekin 
of the Auger peaks, one can select a specific photon energy to shift their effective 
binding energy to produce an XPS spectrum with no peak interference. This 
allows for easier analysis of both the photoemission and Auger peaks. 
Synchrotron XPS also generally achieves significantly improved resolution 
compared to lab-based XPS. Typically, the lab-based resolution is in the range of 
300 – 900 meV,177 whereas synchrotron XPS can reach resolutions below 50 
meV.178   
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The information depth of XPS is directly related to the kinetic energy of the 
emitted photoelectrons. As previously discussed, the IMFP is dependent on the 
Ekin and the density of the material being measured. Photoelectrons with a higher 
Ekin can travel further through the material, therefore being able to escape from 
deeper in the bulk. Based on the photon energy equation in section 2.2.1 it is 
known that higher photon energies result in increased kinetic energies, i.e. 
increasing hv increases the XPS information depth. Different depths of XPS can 
also be probed using angle-dependent measurements.179, 180  

 

The XPS data presented in this thesis were measured on the B branch of the 
B07 beamline (DLS).  
 
 

2.3 X-ray absorption spectroscopy 
  

2.3.1 Introduction  
 

X-ray absorption spectroscopy (XAS) is a complementary technique to XPS that 
probes unoccupied states by studying the excitation of a core electron to a higher 
energy state. The XAS technique was initially developed in the 1970’s, with 
groundbreaking work being published by Sayers et al.181 and Eisenberger and 
Kincaid.182 X-ray absorptions techniques are now commonly used across a wide 
range of research fields, such as catalysis, biomedicine and cultural heritage.183  

 

Similarly to XPS, a photon beam is used to excite electrons within a sample, 
however the spectra are collected by measuring the absorption of the X-rays 
across a range of hv. XAS measurements therefore require a tuneable X-ray 
source, typically provided by synchrotron radiation. The intensity of the 
incoming X-rays (I0) must be known. This is typically measured by passing the 
beam through a metallic mesh (e.g. Au or Ni), exciting photoelectrons which 
creates a signal proportional to I0. The simplest and most efficient way to measure 
XAS is in transmission mode, where the X-ray intensity is remeasured as it passes 
through the sample (Itrans), usually by another mesh. A basic schematic of the X-
ray absorption process in transmission mode can be seen in Figure 2.9. 
Transmission detection has the advantage of being able to measure the direct 
cross sections and doesn’t experience any yield variation effects. However, there 
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are significant limitations with respect to the sample. The sample must be thin 

enough for the X-rays to pass through (< few µm for soft X-rays) and variations 
in thickness or homogeneity can affect spectral shape. Generally, a photon energy 
of > 1 keV is required for transmission experiments.184 In the soft X-ray regime, 
XAS is usually termed Near-edge X-ray Absorption Fine Structure (NEXAFS). 
 

 
Figure 2.9. Diagram outlining the X-ray absorption spectroscopy (XAS) process by 

transmission mode and the secondary signals: emitted electrons and photons. 

 
To avoid the challenges of transmission mode XAS, the absorption can be 

measured using the secondary signals from either emitted electrons or emitted 
photons (Figure 2.9). Total electron yield (TEY) measures all the electrons 
(photoemission and secondary) of all kinetic energies emitted from the sample, 
with the number of electrons emitted being proportional to the number of 
photons absorbed. The emitted electrons are either directly measured or 
measured by the current of electrons that flow back into the sample (which is 
equal to that of those emitted). TEY is a surface sensitive technique with 
information depths < 10 nm depending on the material being studied. Similarly 
to XPS, different depths can be probed by conducting angle-dependent 
measurements.185-187  

 

The filling of the core hole left after photoemission (as described for XPS) can 
also result in photons that are emitted from the sample. Total fluorescence yield 
(TFY) measures the number of emitted fluorescence photons as a function of 
incident hv. The fluorescence emission is specific to the element and the electron 
transition. The fluorescence X-rays interact less with the material resulting in a 
greater escape depth (~100 nm) compared to emitted electrons.184, 188, 189 This 
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therefore means that TFY is more bulk sensitive than the electron yield 
techniques presented. Figure 2.10a shows the relative fluorescence and Auger 
yields for K and L3 edges with respect to the atomic number. The fluorescence 
yields obtained for the L3 edges of the elements with an atomic number Z ≤ 42 is 
significantly less than the relative Auger yields. The yields are also shown as a 
function of photon energy in Figure 2.10b. At an energy of ≤ 2500 eV, the yield is 
also significantly less in fluorescence compared to Auger for the L3 edge. This can 
therefore result in lower signal intensities and higher noise levels in L3 edges 
collected by TFY compared to TEY.   

 

 
Figure 2.10. The relative Auger (black) and fluorescence yields (red) for the K and L3 edges as 

a function of (a) atomic number and (b) photon energy.190  

 
A major challenge that TFY presents is self-absorption, whereby the 

fluorescence X-rays are reabsorbed by neighbouring atoms within the material 
before being emitted from the sample. This can result in distortion of the spectral 
shape (e.g. flattening of peaks) and affect peak intensities making analysis 
difficult, this is especially prevalent in the soft X-ray regime. For heavier elements 



 

 31 
 

with strong absorption edges (e.g. transition metal L edges)191, 192 the risk of these 
effects increases. An example of the effect of self-absorption can be seen in Figure 
2.11. The Fe L edge of a CoFe2O4 nanoparticle measured in TFY mode shows 
distortion with respect to the peak intensities (particularly effecting the L2 edge) 
compared to the edge measured in TEY mode.   
 

  
Figure 2.11 The Fe L2,3 edge of a CoFe2O4 nanoparticle sample measured by TEY (black) 

and TFY (red) demonstrating the effect of self-absorption. 

 
Similarly to the electron yield techniques, it is possible to selectively measure 

the intensity of a specific emitted X-ray fluorescence in a mode called partial 
fluorescence yield (PFY). An energy-resolving detector (a Vortex EM detector is 
used on the B07-B beamline) can measure a selected emission line from the 
resonant element (i.e. the same atom that is being excited by the incident 
photons). PFY can reduce the background and improve the spectral resolution, 
however, still suffers from self-absorption effects. Inverse partial fluorescence 
yield (iPFY) is a similar process however it measures the fluorescence emitted of 
a non-resonant element. Using iPFY eliminates the self-absorption effects seen in 
TFY and PFY, keeping the bulk sensitive character.191 
 

In XAS a specific photon energy range is selected to excite core electrons from 
a specific core level, the resulting absorption edges are named corresponding to 
the level. The relative transitions and their names can be seen in Figure 2.12, 
where principal quantum numbers 1, 2, and 3 correspond to K-, L- and M- edges, 
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respectively. For example, the excitation of core 2p electrons occurs at the L2,3 
edge, as seen in Figure 2.11.  

 

 
Figure 2.12. Schematic showing the XAS transitions with respect to the core level energies. 

Figure by Atenderholt [CC BY-SA 3.0 (http://creativecommons.org/licenses/by-sa/3.0), via 
Wikimedia Commons. 

 
The NEXAFS data presented in this thesis was collected on the B branch of the 

B07 beamline (DLS).  
 

2.3.3 X-ray magnetic circular dichroism  
 

X-ray magnetic circular dichroism (XMCD) is a type of XAS experiment which 
measures the absorption of left- and right-circularly polarised X-rays. The XMCD 
is calculated as the difference between the absorption spectra measured using the 
right- and left-circularly polarised light, i.e. right minus left. In order to obtain 
spectra using this technique the sample must exhibit magnetism, e.g. Fe-based 
materials. The magnetic samples will absorb the differently polarised X-rays 
unequally, allowing for a difference in the spectra to be obtained easily. XMCD 
can not only be useful in determining the magnetic behaviours of an element in 
the sample, but it can also provide a better distinction between oxidation states 
and coordination numbers compared to NEXAFS. An example of a Fe L3 edge of 
a CoFe2O4 nanoparticle sample can be seen in Figure 2.13, where the features 

http://creativecommons.org/licenses/by-sa/3.0
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highlighted are mainly attributed to a specific oxidation state and coordination 
of the iron cation. The spectral features are much easier to identify, compared to 
the Fe L3 edge NEXAFS presented in Figure 2.11.  
 

 
Figure 2.13. The Fe L3 edge XMCD spectrum of a CoFe2O4 nanoparticle sample, with the 

relative Fe cations labelled. 

 
The XMCD data presented in this thesis was collected at the I10 beamline 

(DLS). 
 
 

2.4 Other experimental techniques 
 

2.4.1 X-ray diffraction  
 

Powder X-ray diffraction (PXRD) measurements were conducted to determine 
the bulk structure of the spinel nanoparticle samples as well as determining their 
crystallite sizes. The analysis of the PXRD patterns can provide information on 
the cation occupancy, however, does not describe their oxidation states. PXRD is 
typically undertaken using a Cu-anode lab source. This was used for the spinel 
measurements, as outlined in Chapters 4 and 6. However, challenges arose when 
studying the spinel samples containing metals with similar atomic numbers (i.e. 
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CoFe2O4, ZnFeGaO4, ZnGa2O4) as for neighbouring atoms, such as Co and Fe, and 
Zn and Ga, their atomic scattering factors are very similar. The scattering factor f 
is described as the ratio of the amplitude of X-rays scattered by an atom with 
respect to that scattered by one electron under the same conditions.193 Although 
it is mainly dependent on the atom type, the scattering factor also has a 

dependence on the scattering angle q and the wavelength λ.194 From Figure 2.14, 
it can be seen that atoms/ions with similar number of electrons will have 
comparable X-ray scattering factors and will be essentially indistinguishable 
from a standard PXRD experiment. Incorrect use of PXRD for determining cation 
distribution in spinel oxides is a reoccurring issue seen in the literature, and as a 
result the inversion degrees reported often need to be disregarded.   
 

 
Figure 2.14. Scattering factor, f, as a function of scattering angle and wavelength for different 

ions.195 

 
To distinguish between the Co/Fe atoms and be able to define a reliable 

inversion degree we conducted anomalous X-ray scattering (AXRS) on the cobalt 
ferrite spinels.  In AXRS, an incident synchrotron X-ray source beam can be used 
to select a wavelength close to the absorption edge of a particular element. At 
these energies the total scattering factor of that element changes, allowing for 
differentiation between elements, such as Co and Fe.  
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The PXRD measurements outlined in this thesis were conducted at the ISIS 
Material Characterisation Laboratory on a Rigaku SmartLab diffractometer. The 
AXRS data presented were measured on the SpLine BM25 beamline at the 
European Synchrotron Radiation Facility (ESRF) and some preliminary results 
were measured on beamline I07 at DLS. 

 

2.4.2 Low-energy electron diffraction 
 

Low-energy electron diffraction (LEED) was used to characterise the surface of a 
zinc ferrite single-crystal (Chapter 5). In LEED, a beam of monochromatic low 
energy electrons (30 – 500 eV) is directed at the sample surface, the wave 
functions of the backscattered electrons interfere with each other resulting in a 
diffraction pattern, which can be detected by a fluorescence screen. The general 
set up of a LEED system can be seen in Figure 2.15a. The pattern produced is 
essentially an image of the reciprocal lattice, and therefore can provide 
information on crystallinity, lattice constants and surface symmetry. An example 
pattern of a ZnFe2O4 (111) single-crystal is shown in Figure 2.15b. LEED can also 
detect surface reconstructions with respect to the bulk material, as they cause 
changes in the surface periodicity leading to additional or shifted diffraction 
spots. LEED is a very surface sensitive technique with a low penetration depth of 
a few only angstroms.  
 

 
Figure 2.15. (a) Basic diagram of a LEED set up 196 and (b) an example LEED pattern of a 

ZnFe2O4 (111) single-crystal surface (measured at 75 eV). 

 
The LEED measurements presented in this thesis were conducted on the 

offline UHV sample preparation chamber on the C branch of B07 (DLS).144  
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2.4.3 Catalytic testing 
 

A crucial part of the project was determining if the spinel samples showed 
catalytic activity for the water splitting process or either of the half reactions. The 
catalytic testing on the powder spinel samples was conducted at the catalysis 
hub, based at the research complex at Harwell. The specific details of the 
experimental processes used are outlined in Chapters 4 and 6.  
 

2.4.4 Scanning tunnelling microscopy 
 

Scanning Tunnelling Microscopy (STM) is an imaging technique that can 
produce high resolution images of a sample surface at the atomic scale. Unlike 
electron microscopic techniques (i.e. scanning electron microscopy or 
transmission electron microscopy), STM uses an atomically-sharp probe to build 
the surface images. A low voltage (1-3 mV)197 is applied to a metal tip which is 
held closely to the surface (< 1 nm), allowing the electrons to ‘tunnel’ between 
the tip and surface. The tunnelling current (nA) is measured across the sample 
building a map of surface structure. The general set up of STM can be seen in 
Figure 2.16.  

 

 
Figure 2.16. Diagram of the scanning tunnelling microscopy (STM) set up.198 

 
The STM measurements were conducted at the University of Reading using 

an Oxford Instruments variable-temperature STM.   
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3. Computational Methods 
 
 

3.1 Introduction 
 
Computational simulations are widely used within scientific research and can be 
applied across many disciplines. Not only can they replicate real-world scenarios 
(e.g. complex structures and reaction mechanisms), but they can also predict 
experimental outcomes and guide future research. Modelling can also provide 
useful insights and support analysis of experimental data, in fields, such as 
spectroscopy,154, 199-201 crystallography,202, 203 and microscopy.204-206   
 

The history of molecular modelling dates back as far as 1808, where Dalton 
began to create two dimensional visualisations of atoms on paper.207 It was not 
until 1952 that the first 3D structure representations (Newman projections) were 
established.208 The 1950s saw the development of the first computers with 
sufficient power to conduct theoretical calculations. This development was 
accelerated in World War II where ENIAC, the first general-purpose 
programmable digital computer, was built at the University of Pennsylvania. In 
the following decades computational research became much more advanced, 
with development of high processing power computers (supercomputers) and 
specialised, high-performance software. It was not until 1998 when the first 
Nobel prize was awarded in theoretical chemistry to Pople and Kohn for the 
“development of computational methods in chemistry” and the “development of 
the Density Functional Theory”, respectively. 

 

There are currently a wide range of computational chemistry techniques 
available, spanning from quantum-level methods, such as Density Functional 
Theory (DFT) and molecular dynamics, to data driven and artificial-intelligence-
based approaches like machine learning. These computational techniques play 
an important role in current scientific research, with a notable recent example 
being the use of simulations and modelling during the COVID-19 pandemic.209, 

210 
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3.2 The Schrödinger equation  
 
Quantum mechanics have been applied in computational chemistry to 
investigate the structures and properties of molecules and compounds for many 
decades. However, the fundamental equation of these methods was first 
published in 1926 by Erwin Schrödinger, describing the quantum mechanical 

behaviour of a system in terms of its wavefunction, y. To determine y, which 
provides nuclear and electronic information about a given system, the time-
independent, non-relativistic Schrödinger equation needs to be solved: 
  

𝐻0ψ = 𝐸ψ (3) 
 

where 𝐻0 is the Hamiltonian operator and E is the energy states of the system. The 
Hamiltonian represents the total energy of a particular system, including kinetic 
and potential energies. The Schrödinger equation can only be solved exactly for 
very simple systems, such as the hydrogen atom. For more complex systems 
approximations need to be considered. 
 

The Born-Oppenheimer approximation211 can be applied and allows for the 
separation of the nuclei and electron motion based on their significant difference 
in mass. By considering the nuclei as having fixed positions, it is possible to 
calculate the lowest energy state of the electrons in a particular system. This 
approximation is described by the following equation:  
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where N and M are the total number of electrons and nuclei in the system, 
respectively. ZA is the atomic number of nucleus A, riA is the distance between 
electron i and nucleus A, and rij is the distance between electrons i and j. The first 
term describes the kinetic energy of the electrons, the second is the Coulombic 
attraction between the electrons and nuclei, and third term describes the 
Coulombic repulsion between the electrons.  
 

Even with the application of the Born-Oppenheimer approximation, solving 
the Schrödinger equation is still a difficult task. The electron wavefunction is a 
function of the spatial coordinates of every electron in the system, i.e. 3N variables 
(neglecting electron spin). We also need to consider the number of electrons in a 
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system, which is considerably larger than the number of nuclei (M). When 
studying a seemingly simple molecule, such as CO2, the full wavefunction is a 
66-function, with each of the 22 electrons having 3 dimensions. When looking at 
a larger system, such as the conventional unit cell of ZnFe2O4 (912 electrons) 
investigated in this thesis, the full wave function requires a significant total 
number of dimension (2,736 functions). Another layer of complexity is added 
when considering the Hamiltonian, as the wavefunction of an electron cannot be 
found without also considering the wavefunctions of the other individual 
electrons in the system simultaneously.   

 

A more fundamental issue of solving the Schrödinger equations is that the 
wavefunction of a particular group of electrons cannot be directly determined. 
However, in principle this can be quantified by measuring the probability of the 
N electrons being in a particular position. To characterise the electronic structure, 

the closely related electron density at a particular position in space, 𝜌(r), can be 
used instead. This can be expressed in terms of the individual electron 
wavefunctions:  

 

𝜌(𝒓) = 23ψ(∗(𝐫)ψ((𝐫)
(

. (5) 

  

The term inside the summation covers all the individual electron 
wavefunctions that are occupied by electrons and is the probability than an 

electron in individual wavefunction ψ((𝐫) is in position r. This is of a factor of 2 
because (in a closed-shell system) each individual wavefunction is occupied by 
two electrons with opposite spin. The approximations presented here provided 
a foundation for the advancement in computational modelling. 
 
 

3.3 Density functional theory 
 

3.3.1 Introduction 
 

Density Functional Theory (DFT) has been prevalent in the quantum-mechanical-
simulation field since its first introduction in the 1960’s. The basis of DFT is built 
on two fundamental theorems presented by Hohenberg and Kohn.212 Their first 
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theorem states that the ground state energy from the Schrödinger equation is 

dependent on a unique functional of electron density, r (r): 
 

𝐸 = 𝐸[𝜌(𝐫)]. (6) 
 

In simpler terms, this theorem suggests that the electron density describes all 
properties of a system, including the wavefunction, allowing the Schrödinger 

equation to be solved using a function of only 3 spatial variables, 𝜌(𝐫).	However, 
this theorem does not define the actual functional.  

 

The second Hohenberg and Kohn theorem defines an important property of 
the functional and states that the electron density that minimises the energy of 
the overall functional is the true electron density corresponding to the full 
solution of the Schrödinger equation.  

 

𝐸[𝜌(𝐫)] 	≥ 𝐸[𝜌2(𝐫)]. (7) 
 

This suggests that the electron density can be varied until the energy given by 
the functional is minimised, therefore allowing the ground state density and 
corresponding energy to be determined. However, the exact form of the 
functional was still undefined. 

 

Kohn and Sham further built on the Hohenberg and Kohn theorems and 
presented the Kohn-Sham equation.213 To compute the electron density and 
energy they replace the real system with a fictitious system of non-interacting 
electrons that has the same ground-state electron density.214 The introduction of 
Kohn-Sham orbitals compensates for the poor representation of the kinetic 
energy and wavefunctions of the interacting electrons.215 The Kohn-Sham energy 
functional is expressed in the following equation: 

 

𝐸[𝜌(𝐫)] = 𝑇$#[𝜌(𝐫)] + 𝑉$3[𝜌(𝐫)] +	𝑉33[𝜌(𝐫)] + 𝐸45[𝜌(𝐫)]. (8) 
 

The four terms on the right-hand side of the equation describe the kinetic 
energy of the non-interacting electrons, the electron-nuclei attraction, the 
electron-electron repulsion, and the exchange correlation energy, respectively. 
Unlike the other terms, the exchange correlation energy includes the quantum 
mechanical effects and defining it is an extremely difficult task, and therefore 
further approximations need to be considered.  
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3.3.2 Exchange correlations functionals 
 

The development of exchange correlation functionals has been crucial in the 
advancement of quantum simulations and remains an active area of research 
with the aim of improving the accuracy and efficiency of DFT. The current 
functionals that exist vary in quality and accuracy, generally with the better 
functionals being more computationally expensive.  
 

The Local Density Approximation (LDA) is considered the simplest 
approximation to employ in DFT and is computationally cheap compared to 
other DFT approaches. LDA considers systems as locally homogenous and 
assumes that the exchange-correlation energy per particle at any given point of 
space is a function of the electron density at that point. The exchange correlation, 

𝐸45678, is defined by the equation: 
 

𝐸45678[𝜌(𝐫)] = C𝑑9𝐫𝜌(𝐫)𝜀45678F𝜌(𝐫)G . (9) 
 

Although LDA is relatively efficient for modelling the exchange-correlation 
effects in systems with slowly varying densities (e.g. bulk metals or uniform 
electron gas), it provides poor accuracy for inhomogeneous systems, which leads 
to systematic errors, such as over binding and underestimated band gaps.  

 

In order to improve on LDA, the inhomogeneity of the electron density needs 
to be considered. The generalised gradient approximation (GGA) includes both 
the electron density and its spatial gradient (the first derivative with respect to 
its position) to calculate the exchange-correlation energy per particle: 

  

𝐸45::8[𝜌(𝐫)] = C𝑑9𝐫𝜌(𝐫)𝜀45678F𝜌(𝐫)G 𝐹F𝜌(𝐫), ∇𝜌(𝐫)G (10) 
 

The gradient correction factor, 𝐹F𝜌(𝐫), ∇𝜌(𝐫)G, depends on the local density 
and spatial gradient of the electron density. GGA can better capture how the 
densities vary in space compared to LDA. The early development of GGA 
functionals was mainly empirical and involved fitting to experimental or high-
level theoretical data, which in some cases could limit their general applicability. 
To address this issue, non-empirical functionals were subsequently developed.  
The most commonly used functionals for calculating solids are the Perdew-Wang 
(PW91)216 functional and the Perdew-Burke-Ernzerhof (PBE)217 functional. PBE 
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defines the exchange correlation functional by using consistent theoretical 
principles, improving the transferability across different systems. PBE also 
provides more accuracy for properties, such as bond lengths, surface energies 
and chemical bonding, compared to LDA and early GGA functionals. Over the 
years modifications to improve the functional have been implemented, such as 
the revPBE218 and PBEsol.219 However, the standard PBE functional was suitable 
for the work conducted in this thesis. 

 

GGA is a useful functional in delocalised systems where the electrons do not 
strongly interact with themselves. However, self-interaction becomes a challenge 
in systems containing strongly localised d or f orbitals, for example in transition 
metals.220 A way to overcome this is to include Hubbard corrections to the 
generalised gradient approximation (GGA+U).221, 222 The U parameter selectively 
provides an energy correction to the localised d electrons within a particular 
system, suppressing the hybridisation of the d orbitals with those of the ligands. 
This penalty counteracts the artificial delocalisation of the d orbitals that results 
from the self-interaction problem. The GGA+U method provides an improved 
energy for systems with self-interaction compared to GGA; however, there are 
still limitations with this method, as it only corrects specific orbitals (e.g. the d 
orbitals in a transition metal) and requires adequate U values to be found (often 
empirically or with the help from higher-accuracy calculations).   

 

Hybrid functionals not only provide a higher quality exchange-correlation but 
can also provide an improved correction for self-interaction compared to 
GGA+U. Hybrid functionals work by combining GGA functionals with the 
Hartree-Fock (HF) exact exchange. HF theory uses a Slater determinant to 
express the multielectron wavefunction in terms of single-electron 
wavefunctions. Although HF calculates the exchange energy accurately, its 
overall accuracy is limited when studying complex systems because it neglects 
the wider electron correlation effects. In a hybrid functional both the exchange 
energy (from HF) and the electron correlation (from DFT) can be accounted for, 
resulting in improved accuracy in calculating molecular and electronic 
properties. Commonly used hybrid functionals include the empirical B3LYP 
functional223, 224 (where the proportions of LDA/GGA/HF contributions are 
chosen to match experimental properties of small molecules), as well as the non-
empirical functionals PBE0 (after Perdew-Burke-Ernzerhof)225 and HSE06 (after 
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Heyd-Scuseria-Ernzerhof).226 The PBE0 hybrid functional includes exactly ¼ of 
HF exchange. The HSE06, on the other hand, also uses ¼ of HF exchange, but 
only for short-range electron interactions; at longer range the PBE exchange is 
exclusively used, leading to better convergence properties. The HSE06 method 
significantly improves the accuracy and efficiency of calculations in solids (where 
long-range HF is less necessary), particularly improving band gap predictions. 
HSE06 was employed in the electronic structure calculations presented in this 
thesis.  

 

Beyond these functionals there have been some more sophisticated exchange-
correlation functionals developed, however these can some at significantly 
higher costs, particularly when working in larger cells. For the DFT calculations 
that were conducted in this thesis, the use of GGA+U and hybrid functionals 
provided a suitable level of accuracy.  
 

3.3.3 Pseudopotentials and the projector augmented wave method 
 

The physical properties and chemical bonding of a material are primarily 
determined by the valence electrons in the atoms and the more tightly-bound 
core electrons play a minimal role. Therefore, the number of planewaves required 
for a DFT calculation can be significantly reduced by only considering the 
valence electrons. Pseudopotentials replace the combined effect of the core 
electrons and nucleus with an effective potential to accurately reproduce their 
influence on the valence electron.227 Including pseudopotentials significantly 
reduce the cost of DFT calculations. 
 

The projector augmented wave (PAW) method228, 229 is analogous to 
pseudopotentials, and was used in calculations throughout the project. The PAW 
method combines and all-electron approach with a frozen-core method;  i.e. the 
core electrons are included in the calculation, but their wavefunctions are kept at 
the isolated atom reference states. The PAW is widely used in DFT calculations 
of solids, as it provides high accuracy at relatively low costs. The PAW method 
has also proved to perform particularly well for the complex behaviour exhibited 
by d- and f-block elements.230 
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3.3.4 Dispersion corrections 
 

Dispersion forces, or van der Waals’ forces, are a non-local correlation effect. Due 
to the local/short-range nature of the GGA functional, non-local correlations are 
neglected and therefore long-range dispersion forces are not accounted for. 
Therefore, an additional empirical energy term related to the dispersion 
interaction (Edisp) is often added to the DFT energy (EDFT):  
 

𝐸;<;=> =	𝐸7%? + 𝐸@#AB (11) 
 

The 𝐸@#AB term contains contributions from all atom pairs in the system, with the 

magnitude of the contributions decaying as R-6, where R is the distance between 
atoms. There is a range of high-quality dispersion correction methods available. 
The calculations in this thesis used Grimme’s D3 method,231 where the 
coefficients in front of the R-6 term are geometry-dependent, in the sense that they 
are calculated on the basis of the coordination number around the interacting 
atoms.  
 

3.3.5 Reciprocal space and k points 
 

The periodicity of the crystal structure is fundamental to how electrons behave 
in solids and leads to the concept of reciprocal space. While real space describes 
the positions of atoms and lattice vectors, reciprocal space describes the wave-
like properties of electrons, particularly their wavevectors, denoted by k. 
  

 In the context of DFT calculations, the reciprocal space becomes essential 
because the electronic wavefunctions are periodic functions in k-space. These 
wavefunctions are labelled by wavevectors that belong to the Brillouin zone, 
which is the primitive unit cell of the reciprocal lattice. To calculate physical 
properties, such as total energy or charge density, one must integrate over the 
entire Brillouin zone. However, since it is computationally infeasible to evaluate 
an infinite number of k-points, we sample the Brillouin zone using a finite grid 
of k-points. Each k-point corresponds to a specific wavevector where the band 
structure is evaluated. The total electronic properties of the crystal are then 
approximated as a weighted sum over these discrete k-points. The choice of k-
point mesh significantly affects the accuracy and computational cost of the DFT 
calculation. One commonly used method for generating k-point grids is the 
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Monkhorst-Pack scheme,232 which simply provides a uniform sampling of the 
Brillouin zone. For example, in a cubic Brillouin zone, the Monkhorst-Pack 

scheme might correspond to a 4´4´4 grid of k-points. The necessary number of 
divisions in the grid is larger the smaller the real space cell is. It also depends on 
the nature of the material: metals require a denser sampling, while insulators and 
semiconductors tend to converge with fewer k-points. In general, it is 
recommended to check for the convergence of calculated properties with 
increasing grid density and use a grid that is large enough for the precision 
required. The DFT code used in this study efficiently parallelises calculations 
over the different k-points,233 taking optimal advantage of highly-parallel 
supercomputers.  

 

3.3.6 Slab models 
 

Typically, calculations on structures, such as spinels are conducted using 
periodic boundary conditions to model the crystalline solids, representing the 
bulk material. For example, in this thesis the majority of the DFT calculations 
were conducted using the spinel primitive unit cell, as seen in Figure 1.1b. 
Increasing the cell size does not only increase complexity within the system but 
also significantly increase computational cost.  
 

It is possible to model a surface by taking a ‘slice’ of a material that is finite in 
two dimensions, which is referred to as a slab model. They can be used to study 
effects, such as surface reconstruction, interface modelling and surface reactions. 
The slab model consists of two cleaved surfaces from the bulk material separated 
by a vacuum space, an example can be seen in Figure 3.1.  

 

When building a surface model, the size of the vacuum space and slab 
thickness need to be considered. The vacuum space must be large enough to 
avoid interaction between the two surfaces either side of the slab, however, as 
the vacuum size increases as does the computational cost. Typically, a vacuum 
space of 10 Å is suitable, but the slab thickness required is somewhat dependent 
on the effect being studied. Like the vacuum size, the greater the slab thickness 
the better, however with an increasing number of layers in the slab comes a 
greater computational cost.  
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Figure 3.1. A slab model of a ZnFe2O4 (100)A surface with a 10 Å vacuum. Colour scheme: 

Zn = silver; Fe = gold; oxygen = red. 

 
Maintaining symmetry in the surface model is often important for DFT 

simulations as it helps to remove dipole moments to ensure electrostatic stability. 
This can be challenging for materials with inherently polar terminations. The 
Tasker classification234 categorises surfaces based on the charge distribution in 
the atomic planes, which therefore determines if a net dipole moment is present. 
Tasker type I surfaces contain an equal number of anions and cations in each 
plane resulting in a neutral charge and therefore no dipole moment. Type II 
surfaces have charged layers; however, due to the symmetrical stacking they also 
have no dipole moment. In the Tasker type III surface, the layers are also charged, 
but due to the stacking pattern there is a dipole moment perpendicular to the 
surface. Figure 3.2 shows diagrams of each surface type. Surface construction can 
be used to eliminate the net dipole moment in a Tasker type III surface; however, 
this can be challenging to do whilst maintaining the materials stoichiometry.  
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Figure 3.2. Type I, II, and III surfaces according to the Tasker classification, where µ is the 

net dipole moment.235 

 
The spinels studied in this project are Tasker type III surfaces, which therefore 

required surface reconstruction. The specific details of how this was done are 
outlined in Chapters 4 and 6.  
 

3.1.7 Vienna ab initio simulation package 
 

The Vienna ab initio simulation package (VASP) is a widely used tool for 
performing techniques, such as molecular dynamics and DFT. All the DFT 
simulations presented in this thesis were conducted using VASP and the specific 
parameters used are outlined in the individual results Chapters 4, 5, and 6.  
 
 

3.4 Semi-empirical simulations 
 

3.4.1 Introduction 
 

When it comes to calculating the core-level spectra of open-shell systems, such as 
transition metal spinels, the multiplet-splitting effect (Chapter 2, section 2.2.1) 
needs to be considered in simulating spectroscopy data. However, DFT struggles 
to accurately describe this effect due to its limitations with respect to describing 
the electron interaction, particularly for localised d and f electrons. To model the 
XPS and XAS we therefore need to consider the use of semi-empirical methods,154, 

236 which are partially based on fundamental theory (e.g. quantum mechanics); 
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however, unlike first-principles DFT, they also require experimental fitting 
parameters.  
 

3.4.2 The Hamiltonian  
 

The basis of the semi-empirical method for simulating the spectral shape is to 
construct a Hamiltonian that considers the key interactions in the multiplet 
splitting effect. To simplify the calculations, the electron kinetic energy and 
nuclei interactions can be excluded because they are similar for all electrons 
within a given shell and do not affect the splitting structure. The simplified 
Hamiltonian can be described as: 
 

𝐻0 =3
𝑒)

𝐫(+(C+

+3𝜁(𝐫()𝐿(𝑠(
,

+3 3 𝐴D,F𝐶DF(𝜃, 𝜙)
D

F.GD

)H

D.2

(12) 

 

where the three terms describe the electron-electron interactions, spin-orbit 
coupling, and the crystal-field parameters, respectively. In this form of the 
Hamiltonian the electron-electron repulsion term is crucial in defining the 
multiplet structure. It can be solved by considering the radial (how the electrons 
interact) and angular (how the interaction varies with orbital orientation) 
components: 
 

3
𝑒)

𝐫(+(C+

=3𝛽D𝑓D𝐹D
)I

D

+3𝛽D𝑔D𝐺D
D

(13) 

 

In this equation the Slater integrals, Fk and Gk account for the Coulomb 
repulsion between electrons in the same shell (e.g. 3d) and the exchange 
interaction between electrons with the same spin, respectively. These parts make 
up the radial components. fk and gk are the angular coefficients, which are 
dependent on the coupling of the angular momenta in different electron 

configurations. Scaling parameters, b k, are used to account for screening and 
correlation effects which are not fully described by the Slater integrals. The 
angular components can be solved analytically from angular momentum theory, 
however the radial components are usually obtained from ab initio simulations 

and scaled with respect to experimental data (b k). 
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The spin-orbit coupling term consists of the spin-orbit coupling constant 

(𝜁(𝐫()), the angular orbital momentum of electron i (𝐿(), and its spin angular 
momentum (si). The crystal-field term describes the interaction of the electrons 
with the surrounding ligand field. In equation 12, Ak.m are the crystal-field 

parameters which define the symmetry and strength of the crystal-field and 𝐶DF 
defines the angular function. 

 

One consequence of neglecting some terms in the simplified Hamiltonian, is 
that the absolute energy is not considered in the simulation. To compensate for 
this, the binding (XPS) or photon (XAS) energy shifts need to be determined 
experimentally or through a different computational method. For example, the 
relative energy shifts of the simulated Fe L3,2 edges presented in this thesis were 
shifted with respect to the complimentary experimental work.  
 

3.4.3 CTM4XAS 
 

There are a number of options of freely available software for simulating core-
level spectra of open shell systems, such as CTM4XAS 237 and Crispy.238 They use 
the semi-empirical mutliplet approach implemented in Quanty, a quantum 
many-body script language developed for this purpose.239 Although both 
CTM4XAS and Crispy were used for initial simulations, the calculated X-ray 
absorption edges presented in this thesis were primarily modelled using 
CTM4XAS. The specific parameters implemented can be seen in Chapter 4. 
 

The simulations with CTM4XAS were conducted with support from Prof. 
Frank de Groot, during a research visit to Utrecht University.    
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4. Spinel ferrites MFe2O4 (M = Co, Cu, 
Zn) for photocatalysis: theoretical and 
experimental insights  
 
 

Chapter Overview 
 
Spinel ferrites exhibit significant promise for photocatalytic water splitting and 
their efficiency can be enhanced by A cation substitution. However, the complex 
properties of spinels, for example, the different behaviour of bulk and 
nanostructured materials, are not well understood. Here, we combine advanced 
computational and experimental methods with reactivity measurements to 
explore the inversion degrees, electronic structures, and photocatalytic activities 
of MFe2O4 spinels (M = Co, Cu, Zn). X-ray diffraction and anomalous X-ray 
scattering measurements determined bulk inversion degrees of 0.81, 0.91, and 
0.26 for CoFe2O4, CuFe2O4, and ZnFe2O4, respectively. Photocatalytic tests 
showed that only ZnFe2O4 is active for the oxygen evolution reaction, which 
correlates with its favourable band alignment, as determined by DFT 
simulations. Surface-sensitive X-ray absorption spectroscopy measurements 
provided insights into the cation distributions at the surfaces, showing 
significant deviations from bulk properties, particularly in ZnFe2O4 in which 52% 
of the near-surface tetrahedral sites are occupied by Fe cations, compared to 26% 
in the bulk. DFT simulations of ZnFe2O4 illustrated how the surface terminations 
can alter the thermodynamic preference for cation distribution in comparison 
with the bulk. Our findings illustrate the complex interplay between surface and 
bulk properties in spinel ferrites. The work presented in this Chapter was 
published in J. Mater. Chem. A. (2024). 
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Statement of contributions 
 
The work in this Chapter was a collaboration with Dr Ivan da Silva (IdS) and Dr 
Santosh Kumar (SK). The PXRD measurements and PXRD and AXRS data 
processing and Rietveld refinements were conducted by IdS. The catalytic 
activity measurements were conducted by SK. 
 
 

4.1 Introduction  
 
The work presented in this Chapter looks at the first key methods of spinel 
modification to enhance their catalytic ability: A cation substitution. Chapter 1 
highlights the catalytic ability of the spinel ferrites MFe2O4, where M = Co, Cu or 
Zn,68, 84, 111, 125, 240 with ZnFe2O4 showing significant efficiency in the HER.66, 120 We 
use a combination of catalysis measurements and computational analysis to 
study the photocatalytic abilities cobalt, copper and zinc ferrite nanoparticle 
samples.  

 

Previous work has suggested substantial differences in properties and cation 
distribution of spinel ferrites between bulk crystals and nanoparticles.77, 106, 119 
Understanding the properties that are inherent to the bulk materials and 
differentiating them from the effects of the surface is important in applications 
including photocatalysis, because both the bulk and the surface participate with 
different roles in the photocatalytic process. Therefore, we also conduct X-ray 
diffraction, X-ray absorption spectroscopy and DFT calculations to investigate 
and characterise the bulk and surface configuration of the three spinel samples. 
Computational modelling also offers insights on the departures from bulk 
behaviour seen in small nanoparticles due to different behaviour of bulk and 
surfaces in terms of the inversion degree. 
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4.2 Methods 
 

4.2.1 Ab-initio simulations of bulk and surface models 
 

The calculations were performed using density functional theory (DFT) as 
implemented in the VASP code.241, 242 Geometry optimisations were performed 
using the generalised gradient approximation (GGA) with the Perdew-Burke-
Ernzerhof (PBE) exchange-correlation functional.243 Hubbard (GGA+U) 
corrections with Ueff values of 3.3 eV and 4.0 eV were applied to the Co and Cu/Fe 
d orbitals, respectively; these values were obtained by Wang et al.244 via fitting to 
the experimental oxidation enthalpies of the corresponding binary metal oxides, 
and have been found to transfer well to the study of more complex oxides (e.g. 
FeSbO4,245 LaCoO3 and LaFeO3,246 YBa2Fe3−xCoxO8,247 and BiFe1-xCoxO3

248). The 
interaction between the valence and core electrons was described with the 
projector augmented wave (PAW) method.249 An energy cut-off of 520 eV, 30% 
above the recommended value for the PAW potentials, was used for all geometry 
optimisations involving cell volume charges, to decrease the Pulay errors. 

 

For the bulk calculations, primitive unit cells of MFe2O4 (M = Co, Cu, Zn) 
containing two formula units were modelled with inversion degrees of x = 0, 0.5 
and 1, example models of ZnFe2O4 can be seen in Figure 4.1.  

 

 
Figure 4.1. The models of the primitive unit cells of ZnFe2O4 with inversion degrees of (a) x = 

0, (b) x = 0.5, and (c) x = 1 used for the DFT simulations. Colour scheme: Zn = silver; Fe = 
gold; oxygen = red. 

 
For each inversion degree there is only one symmetrically different 

configuration in the primitive cell, therefore allowing us to calculate the inversion 
energy (configurational contribution only) as 

 

∆𝐸5<$J(𝑥) = 𝐸(𝑥) − 𝐸(0). (14) 
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The electronic structure calculations to determine the band gap and alignment 
of the most stable configurations were completed using the hybrid functional by 
Heyd, Scuseria and Ernzerhof (HSE06),226 which includes 25% of Hartree-Fock 
exchange as well as range-separated screening with an attenuation parameter of 
0.2 Å-1. The HSE06 calculations used the geometries optimised at GGA+U level, 
i.e. we did not re-optimise the structures at HSE06 level (but we checked, using 
ZnFe2O4 as a test, that this is an acceptable approximation, leading to both cell 
parameters and band gaps very close, within 0.5%, to those obtained with the full 
HSE06 approach). The band alignment was calculated using the top of the 
valence band and the bottom of the conduction band in the HSE06 band 
structure.  

 

In all calculations, the magnetic moment for Fe3+ (and for Co2+ in the case of 
CoFe2O4) was initialised in high-spin state.9, 250 For CoFe2O4 there is an additional 
degree of freedom: both cobalt and iron cations can exist in 2+ or 3+ oxidation 
states; therefore, charge transfer could occur resulting in Co3+ and Fe2+ being 
present. Test calculations were completed in which charge transfer and different 
spin states of the cations were considered. In all cases, the structures were either 
higher in energy or converged back to the more stable Co2+/Fe3+ high-spin 
configuration.  Magnetic moment orientations were initialised at the magnetic 
ground state which was found by considering all the possible orientations of the 
moments. For ZnFe2O4 with a normal distribution, an antiferromagnetic 
configuration of the Fe3+ in Oh sites had the lowest energy. However, a 
ferromagnetic orientation of Fe3+ in Oh sites was most stable for normally 
distributed CoFe2O4 and CuFe2O4. For the ground state of all three spinels 
structures, when partially or fully inverse, the Fe3+ in Td sites had magnetic 
moments opposite to the moments of the Fe3+ in the Oh sites.  

 

To simulate the (100) and (111) ZnFe2O4 terminated surfaces, four periodic slab 
models of ZnFe2O4 with different terminations separated by a vacuum gap of 10 
Å were optimised using the same parameters outlined for the bulk GGA+U 
calculations. These are Tasker type-III surfaces, in which there is a dipole moment 
perpendicular to the surface which can only be eliminated by surface 
reconstruction.234 Therefore, we need to modify the slabs to build stoichiometric, 
non-polar surface models, which are generally expected to be stable under 
neutral (not very reducing or very oxidising) conditions. Having stoichiometric 
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and non-polar slabs is also important in our work because they are used to 
estimate the offset of the macroscopic electrostatic potential between the bulk and 
the vacuum level. However, it is generally possible to study deviations in 
stoichiometry, as done elsewhere for spinel oxides,251-255 to understand the 
variation in surface stoichiometry with external conditions, such as the oxygen 
partial pressure; we have not conducted such analysis here. A schematic 
representation of the reconstructions of the surfaces for our study are shown in 
the Figure 4.2, and the notation for the stoichiometric non-polar surfaces follows 
the one used in Ref. 252. The (100)A surface is Zn-terminated, whereas the (100)B 
surface ends at the Fe-O layer, with half of the layer atoms removed. 

 

 
Figure 4.2. Schematic representation of the ZnFe2O4 (100) and (111) A and B terminated 

surface reconstructions.  The column of the left shows the sequence of layers in the bulk for 
the given direction; the shaded rectangles in the bulk scheme highlight a stoichiometric unit.  

 
Building the (111) surfaces presented a greater challenge, as the unit cell 

needed to be expanded in both lateral directions, which leads to the two different 
types of bulk Fe layers having six and one Fe atoms per cell, respectively. The 
(111)A surface ends at the Fe6 layer, but half of the surface atoms are removed (Fe3 
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termination). The (111)B surface ends at the Fe2 layer, and again half of the Fe 
atoms are removed to maintain the stoichiometry (Fe termination). Figure 4.3 
shows the constructed surface structures. An inversion on the surface was 
modelled by switching one Fe atom in an Oh site with one Zn atom in a Td site 
on either side of the slabs to maintain the stoichiometry and symmetry. For the 
most stable surface termination further inversions were created propagating into 
the surface. 

 

 
Figure 4.3. Surface structures of ZnFe2O4 (100) and (111) A and B surface reconstructions 

leading to stoichiometric and non-polar terminations. Only one side of the slab is shown but 
the other side of the slab is equivalent by symmetry. Colour scheme: Zn = silver; Fe = gold; 

oxygen = red. 

 

Surface energies (𝛾) for the different surface terminations were obtained from 
the equation: 

 

γ = 	
𝐸A>=K −	𝐸KL>"

2𝐴 , (15) 
 

where Eslab is the total energy of the relaxed slab, Ebulk is the energy of the bulk 
with the same number of formula units as the respective slab and A is the surface 
area of one side of the slab. In the calculation both sides of the symmetric slab are 
allowed to relax and therefore both must be considered in the surface energy 
calculation. 
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4.2.2 Semi-empirical simulations of core-level spectra 
 

The semi-empirical quantum many-body program QUANTY,239, 256, 257 within the 
graphical user interface CTM4XAS,237 was used to simulate the Fe L2,3 edges. This 
semi-empirical approach considers Coulomb interaction, spin-orbit coupling and 
crystal-field splitting around a given species, without consideration of the 
crystalline structure. Independent calculations were completed for the three Fe 
species observed in the spinels: Fe3+ in Oh and Td symmetry and Fe2+ in Oh 
symmetry. Based on experience in modelling similar systems, the Coulomb 
interaction was scaled to 94% and 88% of the Hartree-Fock values of the Slater 
integrals, whereas the spin-orbit coupling parameter were kept at 1.0 (no 
screening) for both core and valence levels.237 A broadening of 0.1 eV was used 
for Gaussian functions and broadenings of 0.2 – 0.4 eV were used for Lorentzian 
functions in both the Near-edge X-ray Absorption Fine Structure (NEXAFS) and 
X-Ray Magnetic Circular Dichroism (XMCD) simulations. The crystal-field 
parameters for each Fe species have been outlined in Table 4.1. The integrated 
Fe2+ and Fe3+ NEXAFS and XMCD spectra were normalised to the corresponding 
numbers of d electrons (6 and 5, respectively). The energies of the simulated 
spectral shapes were aligned by fitting to the experimental XMCD signals.  
 

Table 4.1. Crystal-field parameters of independent Fe species for the CTM4XAS input. 

Fe Species 
 

10 Dq / eV 
 Exchange Field / meV 

  XAS XMCD 
Fe3+ (Td)  -0.5  0 -90 
Fe3+ (Oh)  1.6  0 90 
Fe2+ (Oh)  1.2  0 90 

 
 

4.2.3 X-Ray diffraction  
 

Powder X-ray diffraction (PXRD) patterns of CuFe2O4 and ZnFe2O4 samples were 
collected on a Rigaku SmartLab diffractometer at the ISIS Material 

Characterisation Laboratory, using Cu K⍺1 radiation, in reflection mode and at 
room temperature, over a 2θ range of 10 – 80°. 
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In the case of CoFe2O4, the PXRD technique is limited because Co and Fe have 
similar atomic numbers (27 and 26, respectively), leading to similar scattering 
factors, and making it difficult to distinguish between these cations when they 
share a given spinel site. Therefore, for this sample, an Anomalous X-ray 
Scattering (AXRS) experiment was carried out on the multipurpose six-circle 
geometry diffractometer of SpLine BM25 Beamline at the European Synchrotron 
Radiation Facility at room temperature. The sample was loaded in a 0.5 mm 
diameter borosilicate capillary, and the recorded diffraction patterns were 
collected for CoFe2O4: one using a beam energy of 20000 eV (6 – 60° 2θ range), 
and another one using an energy of 7097 eV (15 – 67° 2θ range), that is 15 eV 
below the Fe K-edge absorption edge at 7112 eV.  

 

The Rietveld method was used for fitting the powder diffraction patterns and 
crystal structure refinements, by means of the Topas Academic v6 software.258 
The structural starting model used for the refinements was the normal spinel 
structure and, for the case of AXRS data, the diffraction patterns at both incident 
energies were fitted simultaneously using the same structural parameters for 
CoFe2O4. In all cases, the A and B cation occupancy at both Td and Oh 
crystallographic positions were refined, applying the constraint that both sites 
should be fully occupied, and that the final calculated formula should be AB2O4.  

 

Instrument peak profile parameters, which were calculated from a silicon 
NIST-640C standard reference sample measured under the same conditions as 
the three different samples, were used to calculate broadening effects, due to 
crystalline size, and perform particle-size analysis. 
 

4.2.4 Catalytic testing 
 

The catalytic testing was undertaken at the Catalysis Hub based at the Research 
Complex at Harwell. The photocatalytic oxygen evolution was measured at room 
temperature in a gas-tight 50 mL quartz photoreactor. The light intensity was 
adjusted to 1 sun (100 mW cm-2) using an AM 1.5G mass filtered 300 W Xe source. 
25 mg of sample was used for each spinel (MFe2O4, M = Co, Cu, Zn) measurement 
in a 0.5 M AgNO3 medium to act as the hole scavenger. Before the measurements, 
the system was purged for 1 hour with 1.5 bar Ar gas. The gas composition was 
monitored by gas chromatography with a barrier ionisation discharge (BID) 
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detector (GC, Shimadzu GC- 2010 Plus). The oxygen evolution was measured 
over 5 hours. Reference measurements for each medium were taken to normalise 
the oxygen evolution data for the spinel samples; further details of the control 
measurements can be seen in Figure 4.4.  
 

 
Figure 4.4. The amount of oxygen produced by the spinels MFe2O4 (M = Co, Cu or Zn) and 

the oxygen produced by the control measurements: with no catalyst, or with the presence of 
the ZnFe2O4 catalyst but no UV light, no water or no AgNO3 sacrificial agent (scavenger). 

 

4.2.5 Near-edge X-Ray absorption fine structure    
 

NEXAFS measurements were carried out on branch B of the B07 (VerSoX) 
beamline at Diamond Light Source (DLS) using the total electron yield (TEY) 
mode collected under 1 mbar helium and corrected for the beamline 
transmission.143, 144 

 

The NEXAFS spectra were normalised to the beamline transmission by 
dividing I0 (the photocurrent measured off the final refocussing mirror). The 
background and edge jumps were subtracted with a Fermi-Dirac step function. 
Two step functions with a width of 1 eV were used with a 2:1 jump ratio for the 
L3 and L2 edges, respectively. The edge jump position was shifted by 3 eV with 
respect to the peak maximum.259 Finally, the integral of each spectrum was 
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normalised with respect to the average number of holes, 4.8 (20% Fe2+ and 80% 
Fe3+ as determined by the XMCD fitting). 

 

4.2.6 X-ray magnetic circular dichroism 
 

XMCD measurements were carried out on the I10 beamline at DLS on the 
electromagnet end station in TEY mode. The measurements were done at normal 
incidence with a positive helicity at room temperature. Varied external magnetic 
fields of ±1.5 - ±1.9 T were applied to the spinels.78 

 

The positive and negative circularly polarised XAS spectra measured were 
first normalised with respect to the beamline transmission and then normalised 
to the pre-edge region. The difference in these normalised spectra was taken to 
obtain the XMCD signals.  
 
 

4.3 Results 
 

4.3.1 Bulk structure: DFT simulations and X-Ray diffraction 
 

We first discuss the thermodynamics of cation distribution in the three ternary 
oxides CoFe2O4, CuFe2O4, and ZnFe2O4. To approximate the free energy of 
inversion as a function of inversion degree and temperature, we interpolate the 
inversion energies obtained from the three DFT calculations at x = 0, 0.5 and 1 
using a quadratic dependence, which was originally proposed by O’Neill and 
Navrotsky 16 and has subsequently been used in several investigations of the 
thermodynamics of inversion in spinels.260-262 The interpolated inversion energy 

functions, ∆𝐸5<$J, are shown in Figure 4.5a. They only depend on the 
configuration and are therefore independent of the temperature. 
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Figure 4.5. a) Inversion energies per formula unit (∆Econf, configurational contributions only) 
obtained by DFT, and b) configurational free energies (∆Fconf) at 300 K (solid line), 600 K 
(dotted line) and 900 K (dashed line) of CoFe2O4  (blue circles), CuFe2O4 (green diamonds) 

and ZnFe2O4 (pink triangles). 

 
 From the calculated inversion energies, the configurational free energy of 
inversion, ∆Fconf, can be estimated as: 
 

∆𝐹5<$J =	∆𝐸5<$J −	𝑇∆𝑆5<$J (16) 
 

where ∆Sconf is the ideal configurational entropy of inversion:29, 263 
 

Δ𝑆5<$J =	−𝑅 `𝑥 ln 𝑥 + (1 − 𝑥) ln(1 − 𝑥) + 𝑥 ln
𝑥
2 +

(2 − 𝑥) ln c1 −
𝑥
2d
e . (17) 

 

There might be other (excess) contributions to the inversion entropy, arising 
from energy differences between configurations at a given inversion degree, or 
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from vibrational contributions. However, previous work showed that these 
contributions are relatively small and can be ignored in a first approximation.261  

 

The dominant effect is the inversion energy, whereas the entropic term plays 
a relatively small role. Both CoFe2O4 and CuFe2O4 reach the minimum inversion 
energy at x = 1, implying a preference to be fully inverse. In contrast, the 
inversion energy of ZnFe2O4 is positive across the full range of x, with the most 
stable configuration being normal (x = 0). These results can be rationalised based 
on simple physical arguments. In A2+B3+

2O2-
4 spinels, the lattice (Madelung) 

energy and electrostatic stabilisation favour the normal cation distribution. Thus, 
in the absence of crystal-field stabilisation energy (CFSE) effects and the tendency 
for Zn2+ to form sp3 hybridisation in the Td sites, the normal distribution is 
preferred. In both CoFe2O4 and CuFe2O4 the divalent cation is a transition metal 
with higher CFSE in the octahedral than in the tetrahedral site (excess octahedral 
stabilisation energy is 30.9 kJ mol-1 for Co2+ and 63.5 kJ mol-1 for Cu2+ 75); therefore, 
these spinels favour the inverse distribution.  

 

The inclusion of configurational entropy effects permits the consideration of 
finite temperatures within this simple model, but it does not change the picture 
considerably. The free energy of inversion variation with x at different 
temperatures is shown in Figure 4.5b. In the cases of CoFe2O4 and CuFe2O4, the 
free energy of inversion minima occurs at x = 1 even at high temperatures up to 
900 K. On the other hand, the inversion free energy minima of ZnFe2O4 are close 
to the normal end, ranging from x = 0 at room temperature up to x = 0.2 at 900 K.  

 

Next the theoretical bulk values of the inversion degree are compared with the 
observed values for small nanoparticles. The nanoparticle size, inversion degree 
(x), cell parameter (a) and the oxygen coordinate parameter (u) of the spinel 
samples, as determined by AXRS or PXRD with the Rietveld method, are listed 
in Table 4.2. The corresponding AXRS and PXRD patterns can be seen Figure 4.6 
and Figure 4.7, respectively. The Rwp (weighted profile R-factor) defines the 
weight ratio of the difference between the observe red and calculated diffraction 
patterns, generally an ideal Rwp value is considered to be < 10%.264-266 The particle 
sizes of the cobalt, copper and zinc ferrites are 35, 24, and 22 nm, respectively. 
CoFe2O4 and CuFe2O4 display high inversion degrees (x) of 0.81 and 0.91, 
respectively, which are slightly below the DFT-predicted value of 1 (fully 
inverse) for both systems. In contrast, the degree of inversion of ZnFe2O4 (0.26), 
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although much lower compared to the cobalt and copper ferrites, is more inverse 
than the DFT predicted normal structure. The inversion energy curve, however, 
shows a very small x-dependence, therefore small additional entropy 
contribution can alter the position of the minimum significantly.  Overall, the 
general trends of x agree with that of DFT predictions and with previous 
literature reports.10, 106, 118 

 
Table 4.2. Summary of experimentally determined (AXRS data for CoFe2O4 and PXRD data 
for CuFe2O4 and ZnFe2O4) and DFT-calculated structural parameters x (inversion degree), a 
(cell parameter), u, and Rwp (weighted profile R-factor). The u parameter determines the O 

atoms coordinates (u, u, u) in the standard setting of the Fd-3m space group.  
  Experimental  

(nanoparticles at room temperature)  
  DFT 

(bulk at 0 K) 
Sample  Size / nm x a / Å u Rwp / %  x a / Å u 
CoFe2O4  35(1) 0.81(1) 8.398(3) 0.246(3) 4.11  1 8.423 0.245 
CuFe2O4  24(1) 0.91(2) 8.371(7) 0.249(4) 1.17  1 8.409 0.242 
ZnFe2O4  22(1) 0.26(1) 8.439(3) 0.243(3) 1.50  0 8.481 0.239 

 

 
The absolute values of the cell and oxygen parameters of the nanoparticle 

samples are generally close to those calculated by DFT, with the largest 
percentage differences between the experimental and calculated a and u (2% and 
3%, respectively) being observed in the case of CuFe2O4. The trend in a values 
observed in the experimental data (Cu < Co < Zn) is also seen in the simulation 
results. Factors effecting the accuracy of the simulation prediction include the 
approximations made in the density functional (the generalised gradient 
approximation), the absence of nanostructuring effects (calculations are done for 
the infinite bulk crystal), and the temperature difference (0 K in DFT, room 
temperature for experiment). From the experimental point of view, X-rays have 
low sensitivity to oxygen atoms; moreover, their scattering signal is masked by 
the surrounding heaver atoms making the refined u value less reliable. Also, a 
direct comparison between the parameters is difficult as the simulated spinels 
have extreme inversion degrees (i.e. x = 0 or 1), from which the nanoparticles 
deviate.  
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Figure 4.6. The AXRS patterns of CoFe2O4 at (a) 7097 eV, (b) 7097 eV only considering the 

3rd harmonic contributions, and (c) 20,000 eV. 
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Figure 4.7. The PXRD pattern of (a) CuFe2O4 and (b) ZnFe2O4. 

 

4.3.2 Electronic Structure, Band Alignment, and Photocatalysis 
 

The photocatalytic OER using Ag+ ions as an electron sacrificial agent on all the 
samples was carried out under simulated solar light (1 sun). As seen in Figure 
4.8, CoFe2O4 and CuFe2O4 exhibit very little photocatalytic oxygen evolution 
across 5 hours of irradiation (< 3 µmol g-1 of O2). In contrast, ZnFe2O4 produced 
approximately 65 µmol g-1 of O2 after 5 hours.  
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Figure 4.8. Photocatalytic oxygen evolution of MFe2O4 (M = Co, Cu or Zn) over a time of 5 

hours under simulated sun light using AgNO3 as an electron sacrificial agent. 

 
We now attempt to rationalise the photocatalytic behaviour of the samples in 

terms of the electronic structures and band alignments. The density of states 
(DOS), including the partial DOS contributions from the ions, of the spinels can 
be seen in Figure 4.9. In each case, the Fe 3d levels are the main contribution to 
the conduction band (CB). On the other hand, the character of the valence band 
(VB) differs among the spinels: the high-lying filled Co 3d levels make the main 
contribution to the VB of CoFe2O4, leading to the narrowest gap in the series; 
whereas the absence of d level contributions to the VB of ZnFe2O4 leads to the 
widest gap among the three spinels. The calculated band gaps of CoFe2O4, 
CuFe2O4 and ZnFe2O4 are 1.96, 2.17 and 2.84 eV, respectively, which are similar 
to those observed in respective nanoparticle samples in the literature.267, 268 These 
band-gap values are all sufficient in principle for photocatalysis of the overall 
water splitting reaction, for which a minimum thermodynamic potential of 1.23 
eV is required.42, 43  
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Figure 4.9. Density of states (DOS) at HSE06 level for a) CoFe2O4, b) CuFe2O4 and c) ZnFe2O4 

and partial DOS contributions from Co, Cu, Zn and Fe d orbitals and O p orbitals. 

 
In addition to having a suitable band gap, a semiconductor must also have CB 

and VB positions straddling the HER and OER levels in order to be a good water 
splitting photocatalyst (in a single-semiconductor configuration).43 From the bulk 
simulations, the CB minimum and VB maximum are calculated with respect to 
the average electron potential in the solid. To compare these potentials with 
respect to the HER and OER potentials the electronic structure needs to be 
aligned relative to the vacuum level. To do so, a slab calculation can be used to 
determine the potential difference (∆V) between the pseudo-bulk average and 
the vacuum potential. Figure 4.10 shows a stoichiometric slab, with a symmetric 
(100)A terminated surface and vacuum level. 
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Figure 4.10. (a) ZnFe2O4 slab with a (100)A termination and (b) the planar-averages of the 

electrostatic potential.  

 
The calculated band alignment of the spinels with respect to vacuum scale are 

shown in Figure 4.11, compared with potentials of the water splitting half-
reactions. The potentials of the HER and OER in the vacuum scale at pH = 0 are 
-4.44 and -5.67 eV, respectively. These energy levels are shifted up with a pH > 0 
at temperature T by kBT × pH × ln10.248, 269 Therefore, at room temperature and 
pH = 7 the HER and OER potentials are -4.03 and -5.25 eV, respectively, 
corresponding to those seen in Figure 4.11. Despite all three spinels having a 
suitable band gap to catalyse the overall water splitting process, their band 
alignments do not fit the thermodynamic requirements, due their high-lying CB 
minima with respect to the HER potential (-4.03 eV). The lack of oxygen evolution 
displayed by CoFe2O4 and CuFe2O4 (Figure 4.8) could be explained by the VB 
maxima positions, which lie above the OER potential (-5.25 eV). In contrast, the 
band alignment of ZnFe2O4 meets the thermodynamic requirements for the OER, 
with a VB potential -5.90 eV. 
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Figure 4.11. Calculated CB and VB positions and band gaps of MFe2O4 (M = Co, Cu 
or Zn). Half-reaction potentials for water splitting are represented by dotted lines. 

 

4.3.3 Surface Effects: NEXAFS and XMCD experiments and slab 
calculations 
 

While the prior discussion is focused on bulk properties, the behaviour at the 
oxide surfaces, where the actual catalytic reactions take place, might depart 
considerably from the bulk behaviour. Understanding the surface properties of 
these complex oxides is challenging, but some insights can be obtained by using 
surface-sensitive techniques, such as total electron yield (TEY) NEXAFS and 
XMCD. These techniques probe approximately 2 nm into the sample surface. The 
Fe L2,3 edges measured in TEY mode by NEXAFS of CoFe2O4, CuFe2O4, and 
ZnFe2O4 are shown in Figure 4.12a. The spectral features are dependent on the 
relative quantities of each iron species, as calculated in Figure 4.12b. The intensity 
of the feature between the pre- and main edges at 708 eV (indicated by the red 
arrow in Figure 4.12a) can be related to the presence or absence of tetrahedrally 
coordinated Fe3+. The width of the main edge at 709 eV is also affected by the 
cation distribution. In ZnFe2O4, the intensity of this feature is lower compared to 
CoFe2O4 and CuFe2O4, indicating that there is less Fe3+

Td (i.e. less inversion) in the 
zinc ferrite surface compared to the surface of the other two spinels. Therefore, 
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the same trend in cation distribution is observed in both the surface and bulk of 
these materials. However, quantitively determining the relative amounts of the 
different Fe species is difficult to do by just fitting NEXAFS spectra; more spectral 
features or information is required, which can be obtained from XMCD.  

 

 
Figure 4.12. a) Fe L2,3 edge NEXAFS spectra of MFe2O4 (M = Co, Cu or Zn) and b) calculated 

spectra of Fe3+ (Td), Fe3+ (Oh) and Fe2+ (Oh) by CTM4XAS. The red arrow in a) highlights the 
spectral feature that is significantly impacted by the relative amounts of the Fe species. 

 
The Fe L3 edges measured by XMCD seen in Figure 4.13a-c (also collected in 

TEY mode, and therefore surface-sensitive) display spectral features that are 
more distinguishable between the different Fe species compared to NEXAFS. The 
features at 707.5 eV, 708.7 eV and 709.4 eV can be attributed mainly to 
contributions from Fe2+ (Oh), Fe3+ (Td) and Fe3+

 (Oh), respectively, with the Oh 
and Td ions displaying opposite dichroism. The difference of around 2 eV 
observed in our spinel XMCD spectra between the Fe2+ and Fe3+ peak maxima in 
Oh coordination is smaller than that reported for magnetite (Fe3O4), a fully 
inverse spinel (2.5 eV).270  However, the relative shifts between the iron species 
peak maxima observed in Figure 4.13a-c are comparable with XMCD shifts of 
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spinel ferrites reported in the literature.271, 272 The relative quantities of the Fe 
species at the surface can be estimated by fitting a combination of the calculated 
species-specific spectra (Figure 4.13d) to the experimental spectra. Since the 
XMCD measurements were also collected in TEY mode, the Fe distribution at the 
near-surface can be quantified.  
 

 
 

Figure 4.13. Fe L3 edge XMCD spectra of a) CoFe2O4, b) CuFe2O4, and c) ZnFe2O4 in which the 
circles are the experimental data and the solid line are the calculated spectra. d) The 

calculated Fe L3 edge of Fe3+ (Td), Fe3+ (Oh) and Fe2+ (Oh) by CTM4XAS. 
 

The percentages of Fe2+/Fe3+ in Oh/Td sites, as derived from the XMCD fit, 
are listed in the Table 4.3. The fit of the CoFe2O4 signal showed 76% percent of 
near-surface Td sites are occupied by Fe cations, in contrast to 81% of Fe occupied 
Td sites in the bulk. A similar difference was observed in CuFe2O4 with 74% of 
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the near-surface Td sites being occupied by Fe cations, compared to 91% in the 
bulk. ZnFe2O4 showed a significant contrast from 26% of Td occupied by Fe in 
the bulk to 52% at the surface.  The XMCD signals also indicate that around 20 – 
30% of the octahedrally coordinated iron was Fe2+ in all three of the samples, 
indicating some level of surface reduction which could be explained by the 
formation of oxygen vacancies or other surface defects.  

 
Table 4.3. Percentages of Fe cations in different oxidation states (Fe2+/Fe3+) and sites 

(Oh/Td) at the near-surfaces of spinels MFe2O4 (M = Co, Cu or Zn), as derived from the 
XMCD fitting.  

Sample  Fe3+ Oh  Fe3+ Td  Fe2+ Oh 
CoFe2O4  42.9%  38.1%  19.0% 
CuFe2O4  44.5%  37.2%  18.3% 
ZnFe2O4  46.8%  25.1%  28.1% 

 
To illustrate how the presence of the surface can alter the preferred cation 

distribution observed in the bulk, we conducted DFT simulations in ZnFe2O4 
slabs with different surface terminations and cation distributions (swapping Zn 
and Fe cations at the top layer). Only ZnFe2O4 was considered for the surface 
calculations, since for this composition nanoparticles have a significant difference 
in the inversion degree observed in the surface compared to the bulk. Also, unlike 
CoFe2O4 and CuFe2O4, zinc ferrite was the only sample that demonstrated any 
catalytic activity for the OER.  

 

The relaxation of the different terminations can be seen in Figure 4.14. In the 
(100)A and (111)A terminated surfaces, the surface cations shift towards the bulk 
by up to 1.2 Å, which generates minor distortion or shifting towards surface 
within their sub-surface layers. The (100)B sub-surface layers shift towards bulk, 
however the top cations remain relatively fixed in the square structure. Minimal 
cation shifting occurs in the surface and sub-surface layers in (111)B structures 
during relaxation.  
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Figure 4.14. (a) ZnFe2O4 (111) A and B and (b) ZnFe2O4 (100) A and B terminated surfaces 

terminated surfaces before and after relaxation. 

 
The calculated surface energies are summarised in Table 4.4. The most stable 

normal surface is the Zn-terminated (100)A surface, whereas the Fe/O-terminated 
(100)B surface is much less stable. This result aligns with a previous ab-initio 
study that found that the (100) surface of zinc ferrite is always more stable when 
Zn-terminated, regardless of the presence of O-rich or O-poor conditions.254 We 
also find that the normal (111) surface is less stable than the (100)A termination. 
This contrasts with the conclusion from a theoretical study by Guo et al.253 that 
found that the (111) surface is the most stable under the range of chemical 
potentials at which bulk ZnFe2O4 is stable. Since we do not perform an analysis 
here as a function of chemical potentials, it is difficult to compare with the results 
of Ref. 253. However, for the purpose of this work, we are less interested in the 
relative stabilities of the surfaces, and more focused on the effect of changes in 
the cation distribution at the surface with respect to that of the bulk.  



 

 73 
 

Table 4.4. Calculated surface energies (𝛾) of the relaxed terminations of the (100) and (111) A 
and B terminated surfaces of ZnFe2O4. 

Surface 
 

Termination 
  

Cation Distribution at 
Surface 

 
𝛾 / Jm-2 

       

(100) 

 
A 

 Normal  1.28 
  Inverted  1.26 
 

B 
 Normal  2.91 

  Inverted  1.91 

(111) 

 
A 

 Normal  2.32 
  Inverted  1.62 
 

B 
 Normal  1.75 

  Inverted  1.61 

 
The comparison of the normal vs. inverted distribution of cations shows that 

in all cases the surface becomes more stable after the cation inversion is 
introduced at the surface. The (100)A surface has the smallest difference in surface 
energy between the normal and inverted surface (0.02 Jm-2). In contrast, the (100)B 
termination was the least stable normal surface, but showed the most 
stabilisation with the inversion. The (111)B termination is more stable than the 
(111)A termination with no inversion; however, when inverted there is only a 0.01 
Jm-2

 difference in surface energy between the A and B terminations.  
 

The stabilisation of inversion at the ZnFe2O4 surfaces illustrates how surface 
terminations, which imply a change in cation coordination, can alter the 
thermodynamic preferences observed in the bulk, which were driven by crystal-
field effects. To investigate how deep this effect can propagate in the top layer, a 
second cation pair in the sub surface was inverted in the most stable surface 
termination, (100)A. The relaxation of this surface can be seen in Figure 4.15.  
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Figure 4.15. ZnFe2O4 (100)A surfaces with two cation pairs inverted before and after 

relaxation. Colour scheme: Zn = silver; Fe = gold; oxygen = red. 
 
A similar shift and distortion in the surface and sub-surface layers is observed 

in both the (100)A surface with one and two inverted cation pairs. The calculated 
inversion energies (∆E) of the normal and inverted (100)A surfaces are shown in 
Table 4.5. A negative inversion energy of -10.6 kJ mol-1 is observed when one 
inversion is created on the surface, therefore increasing the stability (as seen in 
the surface energies Table 4.4). When creating a second inversion in the sub-
surface layer the inversion energy is even lower at -16.9 kJ mol-1. This 
demonstrates that it is thermodynamically favourable for inversion to be 
propagated deeper into top layer of ZnFe2O4. In contrast, creating an inversion in 
the bulk is an unfavourable process, with a calculated inversion energy of 10.6 kJ 
mol-1.   
 

Table 4.5. Calculated inversion energies (∆E) of the relaxed terminations of the (100)A 
ZnFe2O4 surfaces with 0, 1 and 2 inverted cation pairs. 

Surface  
Number of cation pair 
inversions on surface 

 ∆E/ kJ mol-1
 

  0  0.0 
(100)A  1   -10.6 

  2  -16.9 

 
Given the small size and high specific surface of the oxide nanoparticles, these 

surface effects can have a significant impact on the overall cation distributions in 
the nanoparticles. It is indeed reported that small nanoparticles of ZnFe2O4 tend 
to have higher degree of inversion compared to bulk material.118, 273, 274 Due to the 
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nature of the simulated surfaces, an extensive study of the surface effects, 
including reduction and oxygen vacancies, have not yet been investigated. 
However, given the important role of nanostructuring (and surfaces) in 
photocatalysis, these effects deserve further research attention.  
 
 

4.4 Chapter Conclusions  
 
Our comprehensive study on MFe2O4 (M = Co, Cu, Zn) spinel ferrites, using a 
combination of theoretical and experimental techniques, provides insights into 
their structure, electronic properties, and photocatalytic behaviours. The results 
from DFT simulations align well with experimental findings, revealing distinct 
inversion degrees and photocatalytic activities across the spinels. The DFT-
predicted preference for inverse configurations in CoFe2O4 and CuFe2O4 and a 
normal configuration in ZnFe2O4 were confirmed by PXRD and AXRS 
measurements which showed inversion degrees of 0.81, 0.91, and 0.26, 
respectively.  
 

Among the three spinel compositions, only ZnFe2O4 demonstrated 
photocatalytic activity for the OER, generating 65 µmol g-1 of oxygen over 5 hours 
under UV irradiation. This can be attributed to its favourable band alignment, as 
demonstrated through our electronic structure simulations. CoFe2O4 and 
CuFe2O4 do not exhibit OER activity, which could be explained by their band 
positions relative to the half-reaction potential. 

 

Surface-sensitive measurements via XAS reveal significant variations in cation 
distribution at the surface compared to the bulk, particularly in ZnFe2O4 (52% of 
the near-surface Td sites occupied by Fe cations, compared to 26% in bulk). These 
findings highlight the influence of surface chemistry on the photocatalytic 
properties of these materials. Further, DFT simulations of surface terminations 
provided additional understanding of the stability and properties of the surfaces, 
showing that cation inversion is energetically favourable at the surfaces of 
ZnFe2O4, even if it is not in the bulk. Our calculations show that the effect of the 
surface termination in the energetics of cation inversion propagates beyond the 
top surface layer. The role of surface defects, such as oxygen vacancies in the 
stabilisation of cation inversion at the surface requires investigation in the future.  
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This study not only deepens the understanding of spinel ferrites and the effect 
of A cation substitution but also illustrates the critical role of both bulk and 
surface properties in determining the photocatalytic performance of these 
materials. Future work should continue to explore the intricate relationship 
between structural characteristics and catalytic activities, potentially leading to 
the development of more effective photocatalytic materials based on spinel 
ferrites. 
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5. Zinc depletion at the ZnFe2O4 (111) 
single-crystal surface: X-ray 
spectroscopy experiments and 
computer simulations  
 
 

Chapter Overview  
 
In this Chapter we use 
experimental and computational 
techniques to investigate the zinc 
ferrite (ZnFe2O4) (111) single-
crystal surface under different 
preparation methods. Surface-
sensitive XPS and NEXAFS 
measurements show that upon 
annealing in UHV, Zn depletion 
occurs, leading to the formation of 
an iron-rich (111) surface, whereas annealing in the presence of O2 maintains a 
bulk-like ZnFe2O4 surface. After UHV annealing, a mixed Fe2+/Fe3+ state and a 
cation distribution like that of magnetite (Fe3O4) is observed, whereas after 
annealing in oxygen only Fe3+, mostly in octahedral coordination, is observed (as 
in bulk ZnFe2O4). Temperature-dependent XPS confirms significant Zn depletion 
in the near-surface region above 500 °C under UHV, with almost no Zn 
remaining at 600 °C; under O2 atmosphere there is no zinc depletion up to 600 
°C. A theoretical model illustrates how reduction from ZnFe2O4 to Fe3O4 with 
formation of O2 and Zn gas is thermodynamically feasible under UHV, whereas 
the same reaction is not favourable at higher oxygen pressures. Our findings 
demonstrate the impact of UHV treatment on ZnFe2O4 surfaces, and cautions that 
UHV environments, routinely employed for surface analysis, can themselves 
induce substantial modifications to the surface, thereby complicating the 
interpretation of measurements in the context of catalytic conditions. The work 
presented in this Chapter was published in Applied Surface Science.  
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Statement of contributions 
 
The work in this Chapter was a collaboration with Prof. Bo Brummerstedt Iversen 
(BBI), Dr Jonas Sandemann (JS) and Dr Roger A. Bennett (RAB). The single crystal 
was prepared by BBI and JS. The STM measurements and data processing were 
conducted by RAB.  
 
 

5.1 Introduction 
 
In this thesis so far, the advantages of zinc ferrite, ZnFe2O4, as a useful 
photocatalyst for the water splitting reaction have been highlighted. The research 
presented in Chapter 4 also demonstrated the significant difference between the 
bulk (x = 0.26) and surface (x = 0.52) cation distribution in ZnFe2O4 nanoparticles 
(22 nm). Also, at the near surface, ~30% of the iron cations were reduced to a 2+ 
oxidation state. Although the bulk generally determines the electronic properties 
of the material, a fundamental understanding of the surface behaviour is also 
crucial, given that heterogeneous catalysis is a surface process.  

 

Single-crystal model catalysts are commonly prepared and studied under 
ultra-high vacuum (UHV) conditions; however, the preparation conditions of 
these surfaces can have a strong effect on their composition and structure, 
particularly in zinc-oxide materials. The known volatility of metallic Zn,275-277 
means that the structure and chemical composition of zinc-based materials can 
be significantly altered by the way they are treated. Controlling Zn volatility can 
have a variety of applications, including surface synthesis275, 278 and metal 
recycling strageties.279, 280 Previous studies on ZnOx 278 and ZnZrOx 281 samples 
observed Zn evaporation above 550 °C under reductive conditions. Redekop et 
al.281 conducted further studies of ZnZrOx and found that Zn did not evaporate 
from the surface at 550 °C under an oxygen environment, suggesting a reducing 
environment is crucial for zinc sublimation.  

 

In this study we investigate the volatility of zinc from the ZnFe2O4(111) surface 
under UHV and mild O2 pressures. Experimental techniques include 
synchrotron-based X-ray photoelectron spectroscopy (XPS), near-edge X-ray 
absorption fine structure (NEXAFS) spectroscopy, low-energy electron 
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diffraction (LEED) and scanning tunnelling microscopy (STM). We have used a 
benchmark zinc ferrite crystal grown following the procedure described by 
Sandemann et al.12, 282 with a well-characterised defect-free, bulk structure. The 
experimental analysis in this study is complemented with density functional 
theory (DFT) simulations.  
 
 

5.2 Methods  
 
Growth of almost defect-free single-crystals of ZnFe2O4 was achieved using the 
flux method with PbO as flux material.282 PbO was used in a 4:1 weight ratio to 
the spinel components. 50 g of PbO (99.99% metals basis, Alfa Aesar) was mixed 
with equimolar amounts of Fe2O3 (99.99% chemPUR) and ZnO (99.99% metal 
basis, Alfa Aesar) in a Pt crucible, which was covered with a lid and placed in 
Al2O3 sand inside an alumina crucible. The crucible was heated in a Nabertherm 
L5/14 muffle furnace to 1473 K at 600 K h-1, then cooled to 1423 K at 10 K h-1 
followed by cooling to 1173 K, where the temperature was held for 24 hours 
before the furnace was turned off to cool naturally to room temperature. 
Extensive single-crystal X-ray and neutron diffraction in combination with 
elemental analysis confirmed that the single crystals are almost defect free with 
~1% cation inversion.12  A picture of the single-crystal, highlighting one of the 
(111) planes can be seen in Figure 5.1.   

 

 
Figure 5.1. Picture of the ZnFe2O4 single-crystal that is approximately 5 mm3 in size with the 

(111) plane measured highlighted.  
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The sample surface was prepared by two different methods. The first step of 
both preparation methods was to argon-sputter the sample at an energy of 1 keV. 
For the first preparation method the sputtered surface was annealed in UHV (10-

10 mbar) to 600 °C. For the second preparation method the sample was also 
annealed to 600 °C but in 10-5 mbar of oxygen pressure. For both methods the 
sample was annealed for 10 minutes before being cooled to room temperature 
(RT) slowly under the respective pressure conditions. Cycles of 
sputtering/annealing were carried out until contaminants were below the 
detection limit in the XPS survey spectra. The preparation methods were 
conducted in ES-1 preparation chamber on the B07-B beamline or in the separate 
UHV chamber linked with the B07-C beamline. 
 

XPS and NEXAFS measurements were carried out on branch B of the B07 
(VerSoX) beamline at Diamond Light Source.25 The temperature-dependent XPS 
measurements were taken at 25 °C increments from 300 °C to 600 °C and at room 
temperature post cooling, this process was repeated for both annealing 
conditions.  

 

The survey spectra were normalised to the O 1s peak to allow for relative 
comparison of the Fe 2p and Zn 2p peaks. A Shirley background removal was 
completed for the Fe 2p and Zn 2p peaks measured and the spectra were 
normalised with respect to their relative cross sections.161, 163 The Zn 2p3/2 and 2p1/2 
peaks were shifted to binding energies of 1021.8 eV and 1044.9 eV, respectively, 
based on the peak positions of Zn2+ reported in the literature.283-286 The Fe 2p peaks 
measured were then shifted in binding energy by the same magnitude as the Zn 
2p measured at the same photon energy. The valence-band measurements were 
normalised from 0 (pre-Fermi edge) to 1 (post Zn 3d peak). The binding energy 
was then shifted to align the Fermi edge to 0 eV.  

 

NEXAFS spectra were measured under UHV in total electron yield (TEY) 
mode at 2 different incident angles, 10° and 90° (with respect to the surface 
plane), using horizontally-polarised X-rays.143, 144. 

 

The NEXAFS spectra were normalised to the beamline transmission by 
dividing by the I0 (the photocurrent measured off the final refocussing mirror). 
Scaling to the calculated atomic photoabsorption cross-section was performed 
following the methodology described by Gota et al. 287 and Ruosi et al.288 
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LEED measurements were carried out in a separate UHV chamber on the B07 
beamline. Surface images were taken with an Oxford Instruments variable-
temperature STM,289  equipped with Ar ion sputtering and a 3-grid LEED system 
from Vacuum Generators. The original STM control electronics have been 
replaced with a R9plus controller from RHK Technology Inc. The irregular shape 
of the crystal meant that a modified sample holder was employed, which led to 
the sample temperature thermocouple becoming inaccurate due to the changed 
position of the e-beam heating filament (a normal sample for this instrument is a 
4.5mm square 1mm thick crystal, with filament mounted immediately behind). 
Imaging was performed at RT. The LEED was used to identify surface structures 
prior to STM experiments for comparison with the other techniques employed in 
this work.  

 

The DFT calculations were performed using the VASP code.290, 291 The 
generalised gradient approximation (GGA) with the Perdew-Burke-Ernzerhof 
(PBE) exchange-correlation functional was used to perform the geometry 
optimisations.217 A Hubbard (GGA+U) correction  was applied to the Fe 3d 
orbitals, with a Ueff value of 4.0 eV.244 An energy cut-off of 520 eV, 30% above the 
recommended value for PAW potentials, was used to decrease Pulay errors. 
ZnFe2O4 was modelled as a normal spinel, i.e. with an inversion degree x = 0 
(Figure 4.1a). The electronic structure calculation used to model the valence band 
of ZnFe2O4 was performed using the Heyd, Scuseria and Ernzerhof (HSE06) 
hybrid functional,226 which included a 25% Hartree-Fock exchange and range-
separated screening with a 0.2 Å-1 attenuation parameter. The broadening of the 
calculated electronic density of states to model the valence band was undertaken 
using the GALORE code.292 
 
 

5.3 Results  
 
The XPS survey spectra of the ZnFe2O4(111) single-crystal prepared by annealing 
under O2 and UHV can be seen in Figure 5.2a. After preparing the surface in O2, 
Fe 2p (~710 eV) and Zn 2p (~1020 eV) peaks and the corresponding LMM Auger 
signals are present in the spectrum, comparable to those observed for the 
sputtered surface before any thermal treatment (Figure 5.2b). In contrast, when 
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annealed under UHV, the Zn 2p and Auger intensity is significantly decreased 
compared to the initial sputtered surface, while the Fe 2p and Auger signals 
maintain their intensity.  
 

 
Figure 5.2. The XPS survey spectra of the ZnFe2O4 (111) (a) annealed under O2 (black) and 

UHV (red), and (b) of the sputtered surface (blue) measured at a photon energy of 1190 eV.   

 
 

The Fe 2p and Zn 2p spectra shown in Figure 5.3 were recorded with photon 
energies of 840 eV and 1190 eV, respectively; i.e. the photoelectrons had a kinetic 
energy of ~140 eV probing the sample surface to an approximate depth of 1 nm 
(calculated as 3 times the inelastic mean free path).165, 293 The presence of up to 
three different iron species combined with complex multiplet splitting makes the 
deconvolution of the Fe 2p3/2 and 2p1/2 peaks challenging.152-154 It is also well 
established in the literature that Oh and Td Fe3+

 cannot be distinguished by 
XPS.294 However, the different iron oxidation states can be qualitatively 
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distinguished by the binding energy of the Fe 2p satellite peaks.294-299 The Fe 2p 
spectra are shown in Figure 5.3a. The initial sputtered ZnFe2O4(111) crystal 
surface has Fe 2p3/2 and Fe 2p3/2 satellite peaks at 715.5 eV and 728.6 eV, 
respectively, corresponding to the Fe2+ oxidation state (highlighted by dotted 
lines). The reduction of the iron species observed during the sputtering process 
is as expected.300  When annealed in O2 the satellite peaks shift to higher binding 
energies of 719.1 eV and 732.8 eV indicating the presence of Fe3+ (highlighted by 
dashed lines). In contrast, the Fe 2p3/2 and Fe 2p1/2 satellite features of the UHV 
annealed surface are indistinguishable, which occurs in samples containing both 
iron oxidation states, such as magnetite (Fe3O4).295  

 

 
Figure 5.3. The (a) Fe 2p and (b) Zn 2p XPS of the ZnFe2O4 (111) surface after sputtering 

(blue), and after annealing in O2 (black) and UHV (red). The Fe 2p and Zn 2p surveys are 
measured at photon energies of 840 and 1190 eV, respectively, corresponding to a kinetic 

energy of ~140 eV. The grey dotted and dashed lines correspond to the positions of the Fe2+ 
and Fe3+ satellite features, respectively. The Fe 2p spectra have been offset in the y-axis for 

clarity. 



 

 84 
 

Similar to the XPS survey measurements, the Zn 2p peak intensity (Figure 
5.3b), when the sample is annealed in UHV, is significantly lower compared to 
the intensity when annealed under O2. The overall intensity is very similar to that 
seen in the initial sputtered surface. The presence of zinc and iron in the Fe3+ 
oxidation state observed at the surface after being prepared in oxygen is 
consistent with a zinc-ferrite composition and structure. However, the iron-rich 
surface with mixed iron vacancy formed under UHV suggests a magnetite-like 
structure being created on the surface after Zn is evaporated from the surface. 
The loss of Zn on the sample surface under UHV is similar to that observed in 
the treatment of other zinc-oxide materials under reducing conditions.278, 281 
 

The LEED patterns in Figure 5.4a,b (75 eV) show that both preparation 
methods produce well-ordered crystalline surfaces with sharp integer order 
spots corresponding to the ZnFe2O4 (111) surface. In the O2 annealed surface 
(Figure 5.4a) there is a halo of diffuse intensity surrounding the first-order 
reflections (see highlighted spot); after annealing in UHV (Figure 5.4b) the 
overall sharpness of the spots is increased, and the halo focusses into 
superstructure spots corresponding to a moiré lattice with a periodicity 
approximately 7 times the length of the ZnFe2O4(111) surface lattice vectors, i.e. 
around 42 Å. The LEED pattern is identical, both in shape and terms of lattice 
parameters, to the one observed by Berdunov et al.301 for the oxygen-saturated 
Fe3O4(111) surface.   
 

STM was collected on the UHV-annealed surface as displayed in Figure 5.4c. 
The surface is composed of flat terraces with widths ranging from 2-50 nm and 
rather randomly oriented, rounded single atomic steps (heights ~0.5 nm, as seen 
in the line profile in Figure 5.4f). Many regions of the crystal had very high step 
densities and narrow terraces and were unsuitable for high resolution imaging. 
The terraces and step edges are both decorated with bright round features with 
heights 0.3-0.6 nm. The terraces also display two different “textures” indicative 
of different surface terminations; these are depicted in the cartoon in Figure 5.4d. 
The smoother termination (blue region) show “flower-like” features (see 
enhanced-contrast image in Figure 5.4e), which are again very similar to the 
features observed by Berdunov et al. 301, 302 on the “oxygen terminated” Fe3O4(111). 
The features have a periodicity of around 42 Å, compatible with the periodicity 
observed in LEED. We therefore assign these regions to a pure Fe3O4(111) surface 
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termination. The streakier, relatively disordered surface termination (highlighted 
red in Figure 5.4d, see also the section of the line profile in Figure 5.4f between 
12 and 27 nm) do not seem to contribute to any superstructure. Given the 
significant enrichment of Fe and almost complete loss of Zn in the near-surface 
region of the UHV-annealed surface, we assign these regions to a FeOx 
termination, potentially similar to the “regular” termination of Fe3O4 reported in 
Ref.301 after annealing. Overall, the two terminations occupy roughly equal areas 
of the surface of the crystal surface studied by STM.  

 
 

 
Figure 5.4. LEED (75 eV) of ZnFe2O4 (111) prepared under (a) oxygen and (b) UHV. (c) A STM 

topographic image (50 ´ 50 nm2, Vsample = 1.0 V, It = 100 pA) of the single-crystal surface 
annealed in UHV. (d) A cartoon map of the surface terminations from the STM image in (c). 

(e) Inset (16 ´ 16 nm2) of the STM image in C with increased contrast to highligh the “flower-
like” reconstruction. (f) A line profile across the STM image in (c) indicated with a blue line. 

 
The Fe L2,3 NEXAFS measured in TEY mode of the ZnFe2O4 (111) surfaces 

prepared under UHV and O2 are shown in Figure 5.5. The data have been scaled 
to the calculated atomic photoabsorption cross sections before and after the edge, 

allowing an estimate of the X-ray absorption length (l(L3)) at the Fe L3 edge (709 
eV) of 25 ± 10 nm. 288, 303, 304 Assuming an electron probe depth (d) of 4.5 nm, 

(measured for Fe3O4 by Gota et al.) 287 this leads to the ratio l(L3)/d » 5.5 for the 
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normal incidence NEXAFS (dashed lines in Figure 5.5) versus l(L3)/d » 0.9 for the 
grazing incidence NEXAFS, (solid lines in Figure 5.5) demonstrating the higher 
surface sensitivity of the latter measurement geometry. 
 

Measurements at different angles can also probe different orbitals on the 
sample surface; however, a study of an Fe3O4 (111) surface by Kaya et al. 305 
showed no difference in the Fe L edge at varied angles. This suggests that 
differences observed in iron edges of the spinel ferrites are due to changes with 
depth, rather than orbital dependence. Work presented in Chapter 4 
demonstrated that the shape and intensity of the spectral features of the Fe L2,3 
NEXAFS are dependent on the relative quantities of each iron species. The 
sputtered surface spectra (Figure 5.6) at both angles indicate a very reduced, Fe2+ 
rich surface, particularly at grazing incidence. When annealed in O2, (Figure 5.5, 
black lines) the spectral shape indicates a high presence of Fe3+ in octahedral sites 
and is comparable to the Fe L2,3 edge observed in ZnFe2O4 nanoparticles with a 
low inversion degree shown in Chapter 4 (Figure 4.11a).  

 

 
Figure 5.5. The Fe L2,3 edge NEXAFS spectra of the ZnFe2O4(111) surface annealed under O2 

(red lines) and UHV (black lines) in which the solid lines are measured at an angle of 10° and 
the dashed lines at an angle of 90°.  
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For the oxygen annealed surface there was also little difference between the 
spectra at the two angles, suggesting a similar Fe valency and distribution 
probing from more surface to more bulk. This supports the idea that when 
annealing in O2 the sample surface maintains a more ZnFe2O4 bulk-like structure. 
In contrast, there are significant differences observed at different depths when 
the surface was annealed in UHV (Figure 5.5, red lines). The shape, when 
measured at normal incidence (Figure 5.5, dashed red line), is comparable to the 
O2 annealed Fe L2,3 edges (Figure 5.5, black lines). However, the difference in 
spectral features observed between 706 and 708 eV in the more surface-sensitive 
grazing incidence spectrum (Figure 5.5, solid red line) indicates the presence of 
more Fe2+

Oh and Fe3+
Td. This mixed Fe-oxide system is again as expected for a 

magnetite surface, consistent with the observations from XPS, LEED and STM 
imaging. 

   

 
Figure 5.6. Fe L edge NEXAFS of sputtered ZnFe2O4 (111) surface at 10° (solid line) and 90° 

(dashed line). 

 
The changes imposed by different annealing temperatures on the valence band 

and core level XPS spectra for both ZnFe2O4 (111) single-crystal surfaces were 
examined. Figure 5.7a,b shows the XPS valence bands measured at different 
temperatures with a surface-sensitive kinetic energy of 100 eV, probing ~1 nm 
depth, under UHV and O2 pressure. The feature seen at ~10 eV is attributed 
mainly to the Zn 3d orbitals. The DFT-calculated valence band (Figure 5.7c) 
shows a similar spectral shape to the measured XPS valence bands, with Zn 3d 
orbitals being the main contribution to the high binding energy peak. The 
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calculated peak position is ~4 eV lower than the experimental peak, due to the 
HSE06 hybrid functional’s limitations for the calculation of Zn 3d orbital binding 
energies; studies on other zinc oxide materials have shown that using a higher 
level of theory, such as the GW approach, can improve the calculated energies.306 
For this study, the HSE level calculations were sufficient to identify the Zn 3d 
contribution as the feature seen experimentally at ~10 eV. When annealed in O2 
this feature remains present across the full temperature range from the sputtered 
surface to 600 °C. (Figure 5.7a) However, when annealed in UHV above 500 °C, 
the Zn 3d peak rapidly decreases and by 600 °C no peak is present (Figure 5.7b). 
These changes in the peaks of the Zn core levels from RT to 600 °C and then 
returning to RT are visualised in Figure 5.7d.  

 

 
Figure 5.7. XPS valence bands of ZnFe2O4 (111) annealed under (a) O2 and (b) UHV as a 

function of temperature at a photon energy of 100 eV. (c) DFT calculated valence band of 
bulk ZnFe2O4. (d) The peak area of the Zn core levels as a function of temperature in which 

2p3/2 and 3d areas are represented by solid lines and dotted lines, respectively. 
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The valence band also provides information about the iron oxidation state. The 
presence of a peak near the Fermi edge (~ 0.5 eV) is attributed to reduced iron 
species of Fe2+ (refs. 298, 307) or metallic iron.308 The peak near the Fermi energy, at 
around 0.5 eV, observed in the spectra of the sputtered valence bands before 
thermal treatment (Figure 5.7a,b) is concordant with the presence of Fe2+ and 
metallic Fe. When annealed in O2 the feature intensity significantly decreases, 
and at 600°C there are little traces of reduced iron species, with a spectral shape 
similar to that seen in other Fe3+ oxides.307 The feature intensity decreases less 
when annealed under UHV compared to O2, and the resulting spectrum is 
comparable to that observed in a magnetite surface, with both Fe3+ and Fe2+ 

present.298  
 

The change in core level Fe 2p and Zn 2p spectra as a function of temperature 
is shown in Figure 5.8. Little changes are observed in the Fe 2p3/2

 and Fe 2p1/2 
intensities (Figure 5.8a,c) under both annealing conditions. However, as 
expected, the Zn 2p peak intensities (Figure 5.8b,d) follow the same trends as the 
Zn 3d peaks in the valence bands, as seen in Figure 5.7d.  
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Figure 5.8. The Fe 2p and Zn 2p core level XPS of the ZnFe2O4 (111) surface annealed 

under (a-b) O2 and (c-d) UHV as a function of temperature measured at a photon energy of 
1190 eV. 

 
Like the valence bands, changes in iron valency are demonstrated in the Fe 2p 

XPS across the temperature range for both preparation methods. The initial RT 
measurements of the sputtered surfaces have the Fe2+ satellite features, as seen in 
Figure 5.3b, demonstrating the reduced surface. When annealing in O2 above 350 
°C the Fe2+ features reduce, and Fe3+ satellite peaks become apparent, with a 
significant Fe3+ satellite peak present at 600 °C. The Fe 2p peak shift of ~ 0.6 eV is 
similar to the difference in peak positions between Fe2+ and Fe3+ iron oxides.297, 299 
When annealing under UHV a significant change in the Fe 2p satellite features 
occurs at 500 °C, where the Fe2+ satellite features becomes more like that of a 
mixed Fe2+/Fe3+ oxidation state. A smaller shift in the Fe 2p peaks (~0.2 eV) is 
observed across the temperature range compared to the O2 annealed shift. 
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To help rationalise the surface change from zinc ferrite to magnetite when 
annealed in UHV, we performed a DFT analysis of the thermodynamics of the 
reaction:  

 

ZnFe)OM	 →
2
3Fe9OM + Zn(P) +

2
3O)	(P).

(18) 
 

The Gibbs free energy change (∆G) of the reaction above can be estimated as: 
 

Δ𝐺 = 	
2
3𝐺%3!R" +	𝐺S$ +	

2
3𝐺R#	 −	𝐺S$%3#R"

(19) 
 

where 𝐺%3!R", 𝐺S$, 𝐺R#, and 𝐺S$%3#R"are the Gibbs free energies of magnetite, 

molecular oxygen in gas phase, atomic zinc in gas phase, and zinc ferrite, 
respectively. The Gibbs free energy of the spinels (Fe3O4 and ZnFe2O4) are 

approximately equivalent to their respective calculated DFT energies.	To 
estimate the Gibbs free energy of gas-phase oxygen molecules and zinc atoms, 
we need to consider their partial pressures. As typically done in ab initio 
thermodynamics,309-311 the Gibbs free energy of molecular oxygen can be 
estimated, using a DFT reference level, as a function of oxygen partial pressure 

𝑝R#: 
 

𝐺R# ≈	𝐸7%?	R# + Δ𝐺R#(𝑝2, 𝑇) +	𝑘!𝑇	ln n
𝑝R#
𝑝2
o + ZPER# (20) 

 

where 𝐸7%?	R# is the DFT energy of an oxygen molecule, and ZPER# is the zero-

point energy of the oxygen molecule, 9.31 kJ mol-1.240 The change of Gibbs free 

energy per oxygen molecule, Δ𝐺R#(𝑝2, 𝑇), between 0 K and T, at constant pressure 

p0, is related to the entropy (S) and enthalpy (H) of O2 by the following equation:  
 

Δ𝐺R#(𝑝2, 𝑇) = 𝐻(𝑇, 𝑝2) − 𝐻(0	K, 𝑝2) − 𝑇𝑆(𝑇, 𝑝2), (21) 
 

where the values of H and S are extracted from thermochemical tables for a range 

of temperatures at 𝑝2	= 1 bar.312 The DFT energy of an oxygen molecule is not 
directly calculated due to the well-known O-O over binding in the GGA. 

Therefore 𝐸7%?	R# is calculated as:  
 

𝐸7%?	R# =	2𝐸7%?	R + 𝐷34B	R# (22) 
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where 𝐸7%?	R is the DFT energy of an oxygen atom in its magnetic groundstate, 

and 𝐷34B	R# is the experimental dissociation energy of an oxygen molecule, 498 kJ 

mol-1.313, 314 Finally, the Gibbs free energy of a zinc atom is described by a similar 
equation to oxygen: 
 

𝐺S$ ≈	𝐸7%?	S$ +	Δ𝐺S$(𝑝2, 𝑇) +	𝑘!𝑇ln n
𝑝S$
𝑝2
o , (23) 

 

where the DFT energy of a zinc atom was calculated directly and the entropy and 
enthalpy values for Zn were taken from thermochemical tables.312 

 

Figure 5.9 shows the calculated Gibbs free energy of the reaction under both 
UHV and with an O2 pressure that mimic the experimental conditions. The 
reaction free energy depends on the partial pressures of both oxygen and zinc. 

However, to simplify the analysis, the total pressure,  𝑝 = 	𝑝S$ + 𝑝R#, was fixed 

and a range of ratios of Zn and O2 gas (𝑝S$/𝑝R#) was considered. The maximum 

partial pressure ratio considered is 1.5, corresponding to the relative Zn/Fe ratio 
in the reaction equation. The temperature at which ∆G becomes negative, and the 
reaction therefore becomes thermodynamically favourable, decreases slightly 

with decreasing 𝑝S$/𝑝R# ratio, but in general the results depend only very weakly 

on the pressure ratio used. 
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Figure 5.9. DFT calculated Gibbs free energy (∆G) of the proposed reaction of forming 
magnetite from zinc ferrite as a function of temperature, T.  

 

Under UHV conditions and 𝑝S$/𝑝R# = 1.5, ∆G becomes negative at ~520°C, a 

temperature close to that at which the Zn depletion starts to be observed 
experimentally (~500°C under UHV).  In contrast, under an O2 atmosphere the 
reaction does not become thermodynamically favourable until higher 
temperatures (> 600°C), above the experimental temperatures reached, even at a 
low partial pressure ratio of 0.01. Although the DFT model is very approximate 
(ignoring vibrational effects in the solid face, complex surface reconstructions, all 
kinetic effects, etc), it illustrates how it is thermodynamically favourable for 
magnetite to form under UHV conditions, whereas in an O2 atmosphere the 
material maintains its ZnFe2O4 structure.  
 
 

5.4 Chapter Conclusions  
 
Our combination of experimental and theoretical techniques to study a 
ZnFe2O4(111) terminated single-crystal has provided insights into how the 
surface structure is dependent on its preparation method. The XPS analysis of the 
two preparation methods reveals a significant loss of Zn on the surface when 
annealed in UHV, creating an iron-rich surface, which does not happen when 
annealing in an O2 atmosphere of 10-7 mbar. The Fe 2p satellite features of the O2 
annealed and the UHV annealed surfaces indicate the presence of Fe3+ and a 
Fe2+/Fe3+ mixed valency, respectively. Surface-sensitive NEXAFS measurements 
show the same oxidation states as identified in the Fe 2p XPS spectra. The Fe L2,3 
edge measurements at different depths showed little difference in the Fe 
oxidation states and coordination when annealed in O2 with both spectral shapes 
being comparable to a ZnFe2O4 sample with a low inversion degree. When 
annealing in UHV, the difference between the Fe L2,3 edge shape at 10° and 90° 
incidence angles can be attributed to the presence of more Fe2+

Oh and Fe3+
Td at the 

surface, whereas the bulk, like the O2 annealed surface, has more Fe3+
Oh. LEED 

and STM investigations also indicate a magnetite-like reconstruction at the 
ZnFe2O4 surface when annealed in UHV conditions. 
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Temperature-dependent XPS revealed that Zn sublimation from the surface 
starts to occur at ~ 500 °C under UHV, and by 600 °C the Zn is almost completely 
removed, leaving a mixed Fe2+/Fe3+ iron rich surface. Under O2 the relative 
amounts of Zn/Fe remain unchanged at the surface pre- and post-annealing at 
high temperatures. Based on the analysis of the iron NEXAFS and XPS, the iron-
rich surface created under UHV is likely to be a magnetite structure. The ab initio 
analysis of the reaction thermodynamics of ZnFe2O4 to Fe3O4 indeed suggests that 
this transformation is favourable at UHV conditions and temperatures above 
~500 °C, while unfavourable under higher oxygen partial pressures.  

 

This study has demonstrated the significant effect surface treatment can have 
on a ZnFe2O4 sample. The volatility of Zn needs to be considered when studying 
zinc ferrite samples, especially under high temperature conditions. Further work 
should continue to study the surface effects of ZnFe2O4 and how it could play a 
critical role in developing its catalytic abilities.  
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Chapter 6. B-site substitutions: 
understanding the structural, 
electronic, and photocatalytic 
properties of ZnFeGaO4 and ZnGa2O4 
 
 

Chapter Overview 
 

In this work the structure and photocatalytic behaviour of ZnFeGaO4 and 
ZnGa2O4 nanoparticles was studied with a combination of theoretical and 
experimental techniques. Photocatalytic testing showed that only ZnFeGaO4 
demonstrates activity for the oxygen evolution reaction. Powder X-ray 
diffraction and X-ray absorption spectroscopy measurements show that Fe3+ is in 
Oh coordination. However, the Zn L3 edge indicated a small presence of Zn2+

Oh, 
suggesting a low inversion degree caused by Ga3+ in Td sites. Limitations in the 
DFT modelling of transition metals need to be considered, therefore we designed 
a correction to the relative energies of tetrahedral vs octahedral site occupancy, 
to be applied to the spinel systems, by using calculated energies and 
experimental enthalpies of formation of metal-oxide standards. The corrected 
DFT thermodynamic studies showed that both ZnFeGaO4 and ZnGa2O4 generally 
prefer a normal cation distribution (x = 0). However, at high temperatures (e.g. 
900 K), low levels of inversion (x = 0.11) can occur in ZnFeGaO4, with the Ga3+ 
preferentially moving to Td sites, over Fe3+. Because the predicted inversion is 
small, and for the sake of simplicity, all the electronic structure calculations were 
conducted with x = 0 as a suitable assumption. The band alignments of both 
ZnFeGaO4 and ZnGa2O4 demonstrate favourable band alignments for the OER. 
However, the band gap of ZnGa2O4 (4.10 eV) is larger than the ZnFeGaO4 gap 
(3.35 eV), resulting in the lack of oxygen evolution. Our findings demonstrate the 
ability to influence the photocatalytic behaviour of spinels by doping the B site 
cations. 
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Statement of contributions 
 
The work in this Chapter was a collaboration with Prof. Maria Retuerto (MR), Dr 
Ivan da Silva (IdS) and Dr Santosh Kumar (SK). Samples were synthesised by 
MR. The PXRD measurements, data processing and Rietveld refinements were 
conducted by IdS. The catalytic activity measurements were conducted by SK.  
 
 

6.1 Introduction 
 
 

In Chapter 4 we investigated the effect of A cation substitution in spinel ferrites 
and demonstrated the significantly higher catalytic activity of ZnFe2O4 for the 
oxygen evolution reaction (OER) compared to CoFe2O4 and CuFe2O4. This was 
attributed to its favourable band alignment (as calculated by DFT) with respect 
to the OER potential.  
 

This Chapter focuses on the effect of B cation substitution in ZnFe2O4. As 
highlighted in Chapter 1, studies have demonstrated an improved photocatalytic 
ability of zinc ferrite with the introduction of Ga to the B sites.110, 125, 129 Xu et al.129 
and Kalia et al.125 independently report Ga-doped zinc ferrite as being active for 
the hydrogen evolution reaction (HER), however our studies found that ZnFe2O4 
was only active for the OER. 

 

In this study we investigate the oxygen evolution of ZnFeGaO4 and ZnGa2O4 
nanoparticle samples to compare with ZnFe2O4 using a combination of 
computational and experimental techniques. Simulations offer insights into 
electronic structure and photocatalytic properties, which help to rationalise their 
experimental activity for the water splitting process. We also use advanced 
computational methods, X-ray diffraction and X-ray absorption techniques to 
study the respective structures of ZnFeGaO4 and ZnGa2O4.  
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6.2 Methods 
 

6.2.1 Ab-initio simulations  
 

The ab-initio calculations were completed using DFT within the VASP code.290, 291 
For the geometry optimisations the generalised gradient approximation (GGA) 
was used with the PBE exchange-correlation functional. For the ZnFeGaO4 
calculations, a Hubbard correction with a Ueff value of 4.0 eV was applied to the 
Fe 3d orbitals.244 The projector augmented wave (PAW) method was used to 
describe the interaction between core and valence electrons.228 In order to 
decrease Pulay errors, an energy cut-off of 520 eV, 30% above the recommended 
value for PAW potentials.  
 

Primitive unit cells of ZnFeGaO4 and ZnGa2O4, which contain two formula 
units were modelled. ZnGa2O4 was modelled with inversion degrees of x = 0, 0.5 
and 1, of which there is only one symmetrically different configuration for each 
x in the primitive unit cell. The ZnGa2O4 models were similar to the ZnFe2O4 

models seen in Figure 4.1. For ZnFeGaO4, we considered the 6 symmetrically 
different possible configurations due to the possibility for either Fe or Ga to move 
to Td sites in the partially or fully inverse configurations. The 6 structures can be 
seen in Figure 6.1. From the relative corrected energies, we can calculate the 
inversion energy (∆Econf), accounting for the configurational contribution only.  
 

For the most stable structure of each spinel, electronic structure calculations 
were conducted to determine their band gaps and alignments. For these 
calculations the hybrid functional by Heyd, Scuseria and Ernzerhof (HSE06)226 
was used. The previous studies of ZnFe2O4 presented in Chapter 4 found that the 
GGA+U approximation was acceptable for optimisation, resulting in very close 
cell parameters and band gaps (within 0.5%) compared to those calculated by 
HSE06.135 Therefore, the HSE06 electronic structure calculations were completed 
using the structures optimised at the GGA+U level, i.e. the structures were not 
re-optimised at the HSE06 level.  
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Figure 6.1. The models of the primitive unit cells of ZnFeGaO4 with inversion degrees of (a) x 
= 0, (b-c) x = 0.5, and (d-f) x = 1 used for the DFT simulations. Colour scheme: Zn = silver; Fe 

= gold; Ga = green; oxygen = red. 

 
In the calculations of ZnFeGaO4, the magnetic moment for Fe3+ was initialised 

in a high-spin state.9, 74, 250 Test calculations were run with different spin states and 
in all cases the high-spin configuration was most stable. All possible magnetic 
moment orientations were considered to initialise the magnetic ground state. In 
the normally distributed ZnFeGaO4, the lowest energy was observed in an 
antiferromagnetic configuration of Fe3+ in Oh sites. When partially or fully 
inverse, the Fe3+ in Td and Oh sites had opposite magnetic moments.   
 

To estimate the offset in the macroscopic electrostatic potential between the 
bulk and the vacuum level, periodic slab models of ZnFeGaO4 and ZnGa2O4 with 
(100) terminated surfaces and a 10 Å vacuum gap were optimised using the same 
parameters outlined for the bulk GGA+U calculations. Due to spinels being 
Tasker type-III surfaces (in which there is a dipole moment perpendicular to the 
surface),234 reconstruction was required to achieve a stoichiometric and non-polar 
surface model. The reconstructed slab surfaces can be seen in Figure 6.2. 
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Figure 6.2. Surface structures of (a) ZnFeGaO4 (100) and (b) ZnGa2O4 (100) surface 

reconstructions leading to stoichiometric and non-polar terminations. Only one side of the 
slab is shown but the other side of the slab is equivalent by symmetry. Colour scheme: Zn = 

silver; Fe = gold; Ga = green; oxygen = red. 

 
 

6.2.2 Sample preparation 
 

The ZnFeGaO4 powder sample was prepared using equal molar ratios of the 

precursors ZnO, Ga2O3 and Fe(NO3)3×9H2O. The precursors were mixed and 
ground using an agate mortar before being heated to 450 °C for 12 hours, then to 
900 °C for 12 hours in air (muffle oven) and then finally to 1200 °C for 12 hours 
in air (tube furnace). The samples were then cooled slowly to room temperature 
in air. 
 

The same synthesis process was repeated for ZnGa2O4, with equal molar ratios 
of the precursors ZnO and Ga2O4.  

  

6.2.3 Powder X-Ray diffraction 
 

Powder X-ray diffraction (PXRD) patterns of ZnFeGaO4 and ZnGa2O4 samples 

were collected on a Rigaku SmartLab diffractometer, using  Cu K⍺1 radiation, in 
reflection mode and at room temperature, over a 2θ range of 10 – 110°. Topas 
Academic v6 software was used to implement the Rietveld method for fitting the 
PXRD patterns and crystal-structure refinements. A normal spinel structure was 
used as a structural starting point for the refinements. 
 

To calculate the broadening effects, due to crystalline size, and perform 
particle size analysis, the instrument peak profile parameters were used. A 
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silicon NIST-640C standard reference sample was measured at the same 
conditions as the two spinel samples to determine these parameters. 
 

6.2.4 Catalytic testing 
 

The catalytic testing was undertaken at the Catalysis Hub based at the Research 
Complex at Harwell. The photocatalytic oxygen evolution was measured in a 
gas-tight 50 mL quartz photoreactor at room temperature. An AM 1.5G mass 
filtered 300 W Xe source was used to produce a light intensity equivalent to 1 sun 
(100 mW cm-2). For each measurement, 25 mg of the spinel samples ZnFeGaO4 
and ZnGa2O4 in a 0.5 M AgNO3 medium (acting as the hole scavenger) was used. 
Before the measurements, the system was purged for 1 hour with 1.5 bar Ar gas. 
The oxygen evolution was measured over a period of 5 hours and the gas 
composition was monitored by gas chromatography with a barrier ionisation 
discharge (BID) detector (GC, Shimadzu GC-2010 Plus). To normalise the oxygen 
evolution data, reference measurements for each medium were taken; further 
details of the control measurements can be seen in Figure 6.3. 
 

 
Figure 6.3. The amount of oxygen produced by the spinels ZnFeGaO4 and ZnGa2O4 and the 

oxygen produced by the control measurements: with no catalyst, or with the ZnFe2O4 catalyst 
in conjunction with previous work but no UV light, no water or no AgNO3 sacrificial agent 

(scavenger).  
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6.2.5 Near-edge X-Ray absorption fine structure 
 

Near-edge X-ray absorption fine structure (NEXAFS) measurements were 
carried out at DLS on branch B of the B07 (VerSoX) beamline.143, 144 The data were 
collected in total electron yield (TEY) mode under 1 mbar helium. 
 

The NEXAFS spectra were all corrected for the beamline transmission by 
dividing through I0, the photocurrent measured off the final refocussing mirror. 
The low-photon energy background was then subtracted and finally normalised 
with respect to the step height at the high photon energy side, outside the 
resonances. For the Fe L2,3 edge the background and edge jumps were subtracted 
with a Fermi-Dirac step function. Two step functions with a width of 1 eV were 
used with a 2:1 jump ratio for the L3 and L2 edges, respectively. The edge jump 
position was shifted by 3 eV with respect to the peak maximum.259 The Zn L3 edge 
were normalised with respect to the peak maxima.  
 
 

6.3 Results   
 
Firstly, we discuss the suitability of the spinels as photocatalysts for the water 
splitting reaction. The activities of ZnFeGaO4 and ZnGa2O4 with respect to the 
OER using an Ag+ ion electron sacrificial agent under simulated solar light are 
shown in Figure 6.4. After 5 hours, ZnFeGaO4 produced approximately 120 µmol 
g-1 of O2, significantly more than the amount of O2 produced by ZnGa2O4 (< 2 
µmol g-1). ZnFeGaO4 also shows more efficiency as a photocatalyst for the OER 

compared with ZnFe2O4, which produced 65 µmol g-1 O2 under the same 
experimental conditions.135 
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Figure 6.4. Photocatalytic oxygen evolution of ZnFe2O4, ZnFeGaO4, and ZnGa2O4 over a time 

of 5 hours under simulated sun light using AgNO3 as an electron sacrificial agent. 

 
In order to rationalise the suitability of these spinels as photocatalysts, we need 
to understand their relative structures and configurations. Nanoparticle size, cell 
parameter (a) and oxygen coordinate parameter (u) as determined by PXRD with 
the Rietveld method analysis are shown in Table 6.1 and the corresponding 
patterns can be seen in Figure 6.5.  
 

Table 6.1. Summary of experimentally determined structural parameters: size, a (cell 
parameter), u, and Rwp (weighted profile R-factor). The u parameter determines the O atoms 

coordinates (u, u, u) in the standard setting of the Fd-3m space group. 
  Experimental  

(nanoparticles at room temperature) 
 DFT 

(bulk at 0 K) 
Sample  Size / nm a / Å u Rwp /%  x a / Å u 

ZnFeGaO4  130(3) 8.393(1) 0.23(2) 4.17  0 8.455 0.239 
ZnGa2O4  120(1) 8.333(2) 0.23(1) 9.47  0 8.423 0.239 
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Figure 6.5. The PXRD patterns of (a) ZnFeGaO4 and (b) ZnGa2O4. 

 
The particle sizes of ZnGa2O4 and ZnFeGaO4 are 120 and 130 nm, respectively. 

For both spinels, determining the cation distribution by PXRD is difficult due to 
their similar atomic numbers of Zn (30) and Ga (31), which makes them 
indistinguishable. However, in the ZnFeGaO4 sample it is possible to distinguish 
the iron cations, and the PXRD data demonstrated that Fe occupies < 1% of the 
Td sites.  
 

Although we are unable to determine the complete cation distribution by 
PXRD, spectroscopic techniques, such as X-ray absorption spectroscopy (XAS), 
can provide information about cation oxidation and distribution. Figure 6.6 
shows the Fe L2,3 NEXAFS measured in TEY mode of the ZnFeGaO4 sample. The 
spectral shape of the edge is dependent on the relative amounts of iron species 
(Fe2+

Oh, Fe3+
Td, and Fe3+

Oh) present in the sample. The spectral shape of the 
ZnFeGaO4 Fe L2,3 edge is very similar to that of the Fe3+ in octahedral coordination 
as calculated using CTM4XAS237, 239, 256, 257 (the full simulation parameters are 
outlined in Chapter 4). The calculated spectral shape of Fe3+

Td and Fe2+
Oh, which 
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shows significant differences with respect to the ZnFeGaO4 Fe L2,3 edge. The lack 
of spectral evidence of tetrahedrally coordinated Fe in ZnFeGaO4 agrees with the 
PXRD results.  
 

 
Figure 6.6. Fe L2,3 edge NEXAFS spectra of ZnFeGaO4 (blue) and the calculated spectral shape 
of Fe3+ (Oh), Fe3+ (Td), and Fe2+ (Oh). The calculated spectra have been normalised to the peak 

maximum and offset in the y-axis for clarity. 

 
The Zn L3 edges of both ZnFeGaO4 and ZnGa2O4 measured in TEY mode can 

be seen in Figure 6.7. Similarly to the iron edge, their relative spectral shapes can 
provide insight into the Zn2+ coordination. Due to the closed shell nature of Zn2+ 
(d10), the Oh and Td spectra cannot be calculated using the CTM4XAS software. 
The spectral features and shape of the ZnGa2O4 Zn L3 edge are similar to those 

observed in ZnO (Zn2+
Td),315, 316 suggesting a near-normal inversion (x » 0) in this 

sample. In the Zn L3 edge of ZnFeGaO4 the pre-edge feature (A) and feature B are 
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more prominent compared to ZnGa2O4, which is attributed to some presence of 
Zn2+

Oh.317 The relative intensities of C and D give a qualitative description of the 
Zn2+ coordination, a larger ratio of C to D indicates more Zn2+

Td.317, 318 The C:D 
ratio observed in ZnFeGaO4 is greater than that of ZnGa2O4 therefore suggesting 
there is more Zn2+

Oh present in ZnFeGaO4.  
 

  
Figure 6.7. Zn L3 edge NEXAFS spectra of ZnFe2O4 (black), ZnFeGaO4 (blue), and ZnGa2O4 

(pink). 

The spectral features of ZnFeGaO4 show there is some presence of Zn2+
 in Oh 

sites. However these Oh features are not as strong as those observed in the Zn L3 
edge of ZnFe2O4, a nanoparticle sample with a known inversion degree of x = 
0.26.135 We can therefore suggest that low levels of cation inversion (x < 0.26) 
occur in ZnFeGaO4. Combining this with evidence of Fe3+

Oh found in the Fe L2,3 
edge (Figure 6.6) and the low traces of tetrahedrally coordinated iron determined 

2.5

2.0

1.5

1.0

0.5

0.0

N
or

m
al

is
ed

 T
EY

10351030102510201015
Photon Energy / eV

 ZnFeGaO4

Zn L3

 ZnGa2O4

A

B

C
D

 ZnFe2O4



 

 106 
 

by PXRD, suggests Ga3+ cations preferentially move to the Td sites above the Fe3+ 
cations. 

 

Using DFT simulations we can study the thermodynamics of cation 
distribution in the spinel oxides. Following the approach of previous work,260-262 
we can calculate the configurational inversion energy for the ternary ZnGa2O4 
system, using the same method as presented in Chapter 4:  
 

∆𝐸5<$J(𝑥) = 𝐸(𝑥) − 𝐸(0). (14) 
 

 Using the DFT models with the inversion degrees x = 0, 0.5 and 1, we 
interpolate the inversion energies using a quadratic dependence.29 From the 
interpolated inversion energies (as shown in Figure 6.8a), which are 
configurational only and independent of temperature, the configurational free 
energy of inversion (∆Fconf) as a function of temperature (T) can be approximated 
as:  

 

Δ𝐹5<$J =	∆𝐸5<$J − 𝑇∆𝑆5<$J	 (16) 
 

where ∆Sconf is the ideal configurational entropy of inversion as is described by 
the following equation:29, 263  

 

∆𝑆5<$J =	−𝑅 `𝑥ln(𝑥) +	(1 − 𝑥)ln(1 − 𝑥) + 𝑥ln
𝑥
2 +

(2 − 𝑥)ln c1 −
𝑥
2d
e . (17) 

 

Previous work showed that despite the possibility of other contributions to the 
inversion energy, e.g. vibrational contributions, these are relatively small and can 
be neglected in the first approximation.261  
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Figure 6.8. (a) inversion energy per formula unit (∆Econf, configurational contribution 

only) obtained by DFT, and (b) the configurational free energy (∆Fconf) at 300, 600, and 900 K 
of ZnGa2O4. 

  
The most stable configuration of ZnGa2O4 determined computationally is 

normal (x = 0), with positive inversion energies across the full inversion degree 
range in Figure 6.8a. In a spinel structure containing d10 cations, i.e. Zn2+ and Ga3+, 
there is no crystal-field stabilisation energy (CFSE) effects, therefore a normal 
distribution of cations is preferred. By including configurational entropy effects, 
it allows for the consideration of finite temperatures within the relatively simple 
model (Figure 6.8b). Across a temperature range from 300 to 900 K an inversion 
degree of x = 0 is preferred, which is in good agreement with experimental 
reports the literature.125, 129, 130  

 

In the thermodynamic analysis of ZnFeGaO4, a spinel system with two 
different B cations (Fe3+ and Ga3+), we need to two inversion degrees with respect 
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to both Ga and Fe, which we define as x and y, respectively. The formula of 
ZnFeGaO4 can be written as (Zn1-x-yFeyGax)[Zn(x+y)Fe(1-y)Ga(1-x)]O4, in which () and [] 
represents the Td and Oh sites, respectively. In this case, we need to consider the 
configurational inversion energy as a function of x and y:  

 

∆𝐸5<$J(𝑥, 𝑦) = 𝐸(𝑥, 𝑦) − 𝐸(0) (24) 
 

and therefore, affecting how ∆Sconf is described: 
 

∆𝑆5<$J =	−𝑅 v
(1 − 𝑥 − 𝑦)ln(1 − 𝑥 − 𝑦) + 𝑥ln(𝑥) + 𝑦ln(𝑦) +

(𝑥 + 𝑦)ln n
𝑥 + 𝑦
2 o + (1 − 𝑥)ln n

1 − 𝑥
2 o + (1 − 𝑦)ln n

1 − 𝑦
2 o

w . (25) 

 

Figure 6.9 shows contour plots of the configurational free energy of ZnFeGaO4 
at 300 K, 600 K and 900 K. Similarly to ZnGaO4, at 300 K a normal distribution of 
cations, (Zn)[FeGa]O4, is strongly preferred, as Fe3+ also has no CFSE. At higher 
temperatures low levels of inversion become favourable, with the minimum 
∆Fconf at 900 K corresponding to the configuration (Zn0.93Fe0.07)[Zn0.07Fe0.93Ga1]O4. 
These calculations suggest that the Fe3+ cations will preferentially move to the Td 
sites, with the Ga3+ remaining Oh coordinated.  

 

The DFT-based prediction that the Ga tends to “invert” more than Fe in the 
ZnFeGaO4 spinel is problematic for several reasons. First, it is in conflict with the 
experimental spectroscopic results in our own work, shown in Figure 6.6 and 
Figure 6.7, which suggested that the only iron species present in ZnFeGaO4 is 
octahedral Fe3+. Second, the consideration of cation sizes supports the preference 
for Ga3+ to move to Td sites over Fe3+: the Td sites are smaller than the Oh sites, 
therefore the smaller Ga3+ cations (0.47 Å) should preferentially sit in the Td sites 
over the slightly larger Fe3+ cation (0.49 Å).11, 319 Finally, the relative 
thermodynamic stabilities of the different phases of the pure metal oxides 
support the stronger preference for Fe in tetrahedral sites vs octahedral sites, in 

comparison with Ga: the most stable Fe3+ oxide polymorph is a-Fe2O3 (hematite), 

which only has octahedral Fe3+, whereas g-Fe2O3 (maghemite), with a mixture of 
octahedral and tetrahedral Fe3+, has a formation enthalpy 18.1 kJ mol-1 higher 
than that of hematite.320, 321 On the other side, the most stable gallium oxide 

polymorph is b-Ga2O3, which has a mixture of octahedral and tetrahedral Ga3+, 

whereas a-Ga2O3, with only octahedrally-coordinated cations, has a formation 

enthalpy 28.9 kJ mol-1 higher than that of b-Ga2O3.322 It is therefore sensible to 
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suspect that DFT is getting this trend wrong, and that any cation inversion in the 
ZnFeGaO4 is due to Ga (not Fe) in the tetrahedral sites.  
 

 
Figure 6.9 Contour plots of the configurational free energy (DFconf) of ZnFeGaO4 at (a) 300 

K (b) 600 K, and (c) 900 K. The red dot indicates the minimum configuration with the lowest 

DFconf. 
 



 

 110 
 

The limitations of DFT functionals with respect to the description of transition 
metal compounds are well reported in the literature, and they often remain even 
after incorporating Hubbard-type (DFT+U) corrections.323-325 To investigate these 
limitations, we calculated the relative energies of the oxides Fe2O3, Ga2O3, and 
ZnO in different phases. Table 6.2 shows the DFT calculated energy of 

transformation from the Td/Oh phase to the Oh phase of the oxide standards. a-

Ga2O3 is more stable compared to b-Ga2O3, a trend which agrees with 
experimentally observed enthalpies.322 Similarly, tetrahedrally coordinated Zn2+ 
is energetically more favourable than octahedral Zn2+ in a ZnO structure, 
respectively. This aligns well with the experimental negative enthalpy of 
transformation (-23.9 kJ mol-1)326, 327 from the rock salt (Zn2+

Oh) to Wurtzite (Zn2+
Td) 

phase of ZnO. The DFT energies predict that maghemite is a more stable 
configuration of Fe2O3 compared to hematite which is contradictory to the 
experimental observations.320, 321  

 
Table 6.2. The experimental transformation enthalpy (∆Hexpt) and the DFT calculated 

energy of transformation per formula unit (∆EDFT) of the metal oxides Fe2O3, Ga2O3 and ZnO 
from the octahedral (Oh) to tetrahedral (Td) phases. 

 

Oxide  
 

Phase Transformation  
 

∆Hexpt / kJ mol-1  
 

∆EDFT / kJ mol-1
 

Fe2O3  
Hematite (Oh) to  

Maghemite (Oh/Td) 
 18.1  -10.8 

       

Ga2O3  a (Oh) to b (Oh/Td)  -28.9  -9.8 
       

ZnO  Rock salt (Oh) to Wurtzite (Td)  -23.9  -24.9 

 
In order to obtain a more accurate computational description of the cation 

distribution in the spinels we need to apply corrections with respect to the 
experimental enthalpies of the oxide standards. The method used is based on the 
following assumptions:  

 

𝐸[Metal	oxideRT] = 𝐸7%?[Metal	oxideRT] (26) 
 

𝐸�Metal	oxideRT/?@� = 𝐸7%?�Metal	oxideRT/?@� + 𝑛VW∆𝐸X (27)	 
 

where nTd is the number of Fe cations in Td coordination and ∆EM is correction 
applied to the relative Td cations in the spinel structures. ∆EM can then be 
calculated using the experimental enthalpies of transformation, ∆H, from the Oh 
to Oh/Td oxides: 
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∆𝐸X =
∆𝐻 + 𝐸7%?[Metal	oxideRT] − 𝐸7%?�Metal	oxideRT/?@�

𝑛?@
. (28) 

 

The corrections calculated by this method for Fe, Ga and Zn can be seen in 
Table 6.3. For each structure a correction was added corresponding to the type 
and number of cations in the Td site. For example, for the primitive ZnGaO4 

spinel with an inversion degree of x = 0 (2 ´ Zn2+
Td), a correction of 2.0 kJ mol-1 

was added.   
 
Table 6.3. Tetrahedral energy corrections (∆EM, M = Zn, Fe, Ga) as determined by the DFT 

energies of metal oxide standards and experimental enthalpies of transformation.320-322, 326, 327 
Cation M  ∆EM / kJ mol-1 

Zn2+  1.0 
Fe3+  38.5 
Ga3+  -19.1 

 
The configurational inversion energies and free energies of ZnGa2O4 with the 

relative applied corrections can be seen in Figure 6.10. The results compared to 
the uncorrected data (Figure 6.8) remain relatively unchanged, with a normal 
cation distribution still being preferred up to a temperature of 900 K.  
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Figure 6.10. (a) inversion energy per formula unit (∆Econf, configurational contribution 

only) obtained by DFT with the calculated corrections applied, and (b) the configurational 
free energy (∆Fconf) at 300, 600, and 900 K of ZnGa2O4. 

 
The contour plots of the ZnFeGaO4 configurational free energies with the 

calculated corrections applied are shown in Figure 6.11. At low temperatures 
(300 K), the inversion degree still shows a strong preference for a normal 
distribution. However, differences in the cation distributions at high 
temperatures are observed compared to those in Figure 6.9. Although the overall 
inversion degree is still relatively low at 900 K, (Zn0.89Ga0.11)[Zn0.11Fe1Ga0.89]O4, 
with the corrections applied the Ga3+ cations preferentially move to the Td sites 
over the Fe3+ cations. This result aligns well with the NEXAFS and PXRD data of 
the ZnFeGaO4 nanoparticles. 
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Figure 6.11. Contour plots of the configurational free energy (DFconf) of ZnFeGaO4 at (a) 

300 K (b) 600 K, and (c) 900 K with the calculated corrections applied. The red dot indicates 

the minimum configuration with the lowest DFconf. 
  

Based on the calculated thermodynamics of cation distribution and the 
experimental results we can assume an inversion degree of x = 0 is suitable to 
conduct the following analysis. The absolute values of the structural parameters 
a and u of the nanoparticle samples and those calculated by DFT (x = 0) are 
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relatively close, with percentage differences of ~ 1% (Table 6.1). The trend in cell 
parameters is the same in both the experimental and calculated data, i.e. 
ZnFeGaO4 > ZnGa2O4. The deviation observed between the experimental and 
calculated structural parameters could be explained by several factors, such as 
the approximations made when using the GGA+U functional. We also need to 
consider the temperature difference (room temperature for experimental, 0 K in 
DFT) and the bulk nature of the DFT calculation, which neglect nanostructuring 
effects. From the experimental point of view, X-rays have low sensitivity to 
oxygen atoms; moreover, their scattering signal is masked by the surrounding 
heaver atoms making the refined u value less reliable.  

 

The calculated electronic structures of the spinels with x = 0 can help to 
rationalise the photocatalytic activity observed in Figure 6.2. Figure 6.12 displays 
the density of states (DOS) with the cations partial DOS contributions. The 
transition metal 3d levels provide little contribution to the valence band (VB) for 
both spinel samples, with O 2p orbitals contributing the most. For ZnFeGaO4, the 
low-lying Fe 3d levels contribute to the conduction band (CB), resulting in a 
narrower band gap compared to ZnGa2O4. The minimum thermodynamic 
potential required for a photocatalyst for the water splitting process is 1.23 eV,42, 

43 however catalysts with band gap of 2 to 4 eV often demonstrate higher 
efficiency.328  The DOS shows that ZnFeGaO4 and ZnGa2O4 display wide band 
gaps of 3.35 eV and 4.10 eV, respectively. The trend observed in the band gap 
widths (ZnFeGaO4 < ZnGa2O4) is reported in the literature,110, 129 with ZnGa2O4 
generally having a band gap > 4 eV.133, 134 Wide band gap catalysts have the 
advantage of high photochemical stability (i.e. low charge carrier recombination 
rate), however are often limited with respect to their light absorption range.329  
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Figure 6.12. Density of states (DOS) at HSE06 level for (a) ZnFeGaO4 and (b) ZnGa2O4 and 

partial DOS contributions from Zn, Fe and Ga d orbitals and O p orbitals. 
 

In order for a single-semiconducting material to work as an efficient water 
splitting photocatalyst, its VB and CB positions must straddle the OER and HER 
positions as well as having a suitable band gap.43 The CB minimum and VB 
maximum have been determined by the bulk DFT simulations, however these 
are calculated with respect to the average electron potential in the solid. The 
electronic structure needs to be aligned relative to the vacuum level to compare 
with the relative half reaction potentials. Slab calculations are used to determine 
the potential difference (∆V) between the pseudo-bulk average and the vacuum 
potential. A stoichiometric slab of ZnFeGaO4 with a symmetric (100) terminated 
surface and vacuum level can be seen in Figure 6.13. The same process was 
repeated for ZnGa2O4.  
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Figure 6.13. (a) ZnFeGaO4 slab with a (100) termination (colour scheme: Zn = silver; Fe = gold; 

Ga = green; O = red) and (b) the planar averages of the electrostatic potential.  
 

The presence of two B cations and their distribution in the ZnFeGaO4 structure 
does create more complexity when building a symmetric slab. The two surfaces 
presented in the slab model in Figure 6.12a are not completely symmetrical, on 
one side there is a Fe3+ sub-surface layer and on the other side a Ga3+ sub-surface 
layer. However, as both Fe3+ and Ga3+ are trivalent cations the dipole moment 
created is negligible and can be easily corrected using dipole corrections 
implemented in the VASP code. The resulting potential in Figure 6.12b is not 
exactly symmetrical, however is suitable for defining the vacuum level. Even in 
complex systems with multiple A or B cations, the DFT calculations can provide 
a reliable band alignment.  

 

Figure 6.13 shows the calculated band alignments of ZnFeGaO4 and ZnGa2O4 
relative to the vacuum scale compared with the water splitting half-reaction 
potentials. At pH = 7 and at room temperature the HER and OER potentials are 
-4.03 and -5.25 eV, respectively. Both ZnFeGaO4 and ZnGa2O4 display a suitable 
band alignment with their VB maxima sitting below the OER potential with 
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respect to the OER potential (-5.25 eV). The lack of oxygen evolution of ZnGa2O4 
in Figure 6.3 can be explained by its large band gap, reducing the number of 
photons absorbed. 

 

 
Figure 6.13. Calculated CB and VB positions and band gaps of ZnFeGaO4 and 

ZnGa2O4. Half-reaction potentials for water splitting are represented by dotted lines. 

 
The electronic structures and band alignments presented in this work are 

calculated from the spinels in a normal distribution and does not consider the 
partial inversion that may be present in the nanoparticle samples, particularly in 
ZnFeGaO4. It is known that cation distribution can influence the electronic 
structure of spinels,260, 261 therefore the effect of an inversion degree of x < 0.5 (an 
inversion level that thermodynamically could occur based on DFT predictions) 
on the electronic structure is an area that requires further attention. 

 

6.4 Chapter Conclusions 
 
Using a combination of theoretical and experimental techniques we have been 
able to study the structure, photocatalytic behaviour and electronic properties of 
ZnFeGaO4 and ZnGa2O4 nanoparticle samples. ZnFeGaO4 was the only sample 

that demonstrated photocatalytic activity for the OER, generating 120 µmol g-1 of 
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oxygen under UV irradiation over a 5-hour period. This is an improvement on 

the oxygen evolution by ZnFe2O4 (65 120 µmol g-1).  To further understand the 
catalytic properties, we first investigated the spinels relative structures. PXRD 
showed that < 1% of the Td sites are occupied by Fe, however the technique is 
limited with respect to determining overall cation distribution. The NEXAFS 
spectra of ZnFeGaO4 demonstrated low Zn2+ inversion and confirmed the 
presence of only Fe3+

Oh, therefore some Ga3+ cations are in Td sites. 
The DFT simulations predict a normal cation distribution of ZnGa2O4 at 

temperatures of up to 900 K. However, ZnFeGaO4 showed inversion with a 
preference for Fe3+ to move to Td sites over Ga3+, contradicting the experimental 
evidence. To overcome DFT’s limitations in defining transition metals, a Td site 
correction was calculated using experimental enthalpies of formation and DFT 
energies of the Td/Oh phases of ZnO, Fe2O3 and Ga2O3. After applying the 
corrections, an ZnFeGaO4 inversion degree of x = 0.11 with Ga3+ preferentially 
moving to the Td sites was established. This work has shown that corrections 
must be considered when computationally studying spinel systems.  

Based on the thermodynamic simulations an inversion degree of x = 0 was 
assumed for the electronic structure calculations. Both spinels displayed a 
suitable band alignment for the OER, however ZnGa2O4 has a wide band gap of 
> 4 eV which could limit the photons absorbed, explaining the lack of O2 
produced. This work has demonstrated the potential influence of B cation 
substitution on spinels photocatalytic ability. Further work should continue to 
investigate how different ratios of Fe3+ and Ga3+ can influence the electronic 
structure and photocatalytic properties of the mixed B cation system.  
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7. Conclusions and Future Work 
 
 

7.1 General Conclusions from the Thesis 
 
This PhD project set out with the aim to characterise transition-metal spinel oxide 
structures and investigate their photocatalytic properties with respect to the 
water splitting process. As outlined in the thesis introduction, there are three key 
strategies to modify the electronic structure and photocatalytic properties of 
spinel ferrites: (i) A cation substitution, (ii) B cation substitution, and (iii) tuning 
the degree of inversion without changing composition. A comprehensive 
understanding of their structural and configurational properties is essential for 
determining the best method of enhancing their photocatalytic efficiency. 
 

Chapters 4 and 6 focused on A and B cation substitution in spinel ferrites, 
respectively. Substituting Co, Cu, and Zn cations into the spinel AFe2O4 resulted 
in significant differences in cation distribution, electronic structure, and 
photocatalytic activity. Among the AFe2O4 ferrites, ZnFe2O4 exhibited 
significantly more activity for the oxygen evolution reaction (OER) compared to 
CoFe2O4 and CuFe2O4. Although all three spinels displayed suitable band gaps 
for the OER process, the enhanced activity of zinc ferrite is rationalised by its 
favourable band alignment as calculated by density functional theory (DFT). This 
demonstrated the importance of A cation selection when designing an efficient 
photocatalyst.  

 

 Our calculations also help rationalised the cation distributions in these 
spinels. Cobalt and copper ferrite exhibited high bulk inversion degrees of x = 
0.81 and 0.91, respectively (as determined by X-ray diffraction techniques), 
whereas ZnFe2O4 displayed a lower inversion degree of x = 0.26. These trends 
align with both results reported in the literature 10, 12, 102, 125 and inversion 
preferences predicted by DFT, i.e. CoFe2O4 and CuFe2O4 are inverse structures, 
and ZnFe2O4 prefers a normal configuration. The primary influence on the high 
inversions of cobalt and copper ferrite is their crystal-field stabilisation energies 
(CFSE), whereas the low inversion displayed by ZnFe2O4 is driven by 
electrostatic stabilisation and the strong sp3 hybridisation of Zn2+ in Td sites.  
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Despite the important roles of both the bulk and surface in photocatalytic 
materials, the study of the difference between the bulk and surface of spinels is 
relatively underdeveloped. Significant deviation in the cation inversions 
measured by bulk diffraction techniques and surface-sensitive X-ray absorption 
spectroscopy (XAS) were observed in the nanoparticles. The cation distribution 
of cobalt and copper ferrite demonstrated a high inversion degree in the bulk 
compared to the surface, where ~75% of the near-surface Td sites were occupied 
by Fe cations. In contrast, an increase from 26% of Fe in Td in the bulk to 52% at 
the surface was observed in ZnFe2O4. Evidence of Fe2+ Oh was also seen in the 
XAS spectra. To provide a deeper understanding of the surface influence we 
conducted DFT simulations on different terminations of zinc ferrite, the spinel 
ferrite that showed the greatest bulk/surface inversion difference (and also the 
most promise as a photocatalyst for the OER). These calculations proved that 
cation inversion at the surface of ZnFe2O4 is energetically favourable, with an 
increase stability as it propagates into the sub-surface layers. A more in-depth 
study of surface effects would need to consider surface defects, such oxygen 
vacancies. However, the simulations presented here establish a framework for 
future surface studies. 

 

To further explore the surface effects of zinc ferrite, we conducted studies on 

a zinc ferrite single-crystal with a known pristine bulk structure (i.e. x » 0). 
Chapter 5 presents the influence of the preparation method on the surface 
structure of a (111) terminated ZnFe2O4 single-crystal. A combination of surface 
sensitive spectroscopy and imaging measurements revealed that annealing the 
sample under ultra-high vacuum (UHV) conditions removes Zn from the surface, 
leaving an iron-rich magnetite-like surface structure. However, annealing under 
O2 preserved the stoichiometric zinc ferrite surface structure. The Fe L2,3 edge of 
the ZnFe2O4 (111) O2 annealed crystal are comparable to that of the nanoparticle 
sample measured in Chapter 4, suggesting similar surface structures. 
Temperature dependent X-ray photoelectron spectroscopy (XPS) measurements 
demonstrated a significant loss of Zn from the surface at temperatures ≥ 500 °C 
under UHV. However, at temperatures of up to 600 °C, there was no zinc 
sublimation seen when the sample was annealed under O2. DFT simulations 
found that the transformation from zinc ferrite to magnetite is 
thermodynamically favourable under UHV at temperatures of ~ 500 °C. 
However, under an oxygen partial pressure comparable to the experimental 
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conditions, the transformation is not favourable in the temperature range 
accessible by the experiment. Typically, the preparation and experimental 
analysis of single-crystal model catalysts are conducted under UHV, but this 
work highlights the dramatic effects that UHV treatment can have on the surface 
of these materials. In future work, this must be considered when studying 
photocatalytic activity as the surface plays a crucial role. 

 

Having established zinc ferrite as an active photocatalyst for the OER, Chapter 
6 investigated the effect of substituting the Fe3+ (B) cation with Ga3+, a method of 
improving efficiency that had been reported in the literature.125, 129 The structural 
properties and catalytic activity of ZnFeGaO4 and ZnGa2O4 nanoparticle samples 
were investigated. Compared to ZnFe2O4, the mixed ZnFeGaO4 spinel exhibited 
an improvement in the OER, producing almost double the amount of O2. Despite 
both the Ga-based spinels having a favourable band alignment for the OER, 
ZnGa2O4 displayed no activity, which was attributed to its wide band gap (> 4 
eV). A full comparison of the oxygen evolution of the spinel nanoparticles 
studied can be seen in Table 7.1. 

 
Table 7.1. A summary of the photocatalytic oxygen evolution of the spinels studied over a 
time of 5 hours under simulated sun light using AgNO3 as an electron sacrificial agent.  

Catalyst  
O2 evolution over 5 

hours / µmol g-1 

CoFe2O4  0.2 
CuFe2O4  2.5 
ZnFe2O4  65 

ZnFeGaO4  120 
ZnGa2O4  1.7 

 
Characterising the cation distribution in the quaternary spinel presented a 

more complex challenge compared to the ternary spinels, as the inversion with 
respect to two independent cations needs to be considered. The simulations also 
highlighted limitations in DFT when defining transition metals. By using a 
combination of experimental and DFT calculated energies of transformation of 
metal oxide standards, we were able to design a correction to the relative energies 
with respect to the Td/Oh site occupancy. The corrected DFT studies showed 
that in ZnGa2O4 and ZnFeGaO4 a normal cation distribution (x = 0) is 
thermodynamically favourable. However, at high temperatures of 900 K, some 
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low but finite levels of inversion become favourable, with Ga3+ preferentially 
moving to the Td sites. This aligns well with the experimental Fe L2,3 and Zn L3 

near-edge X-ray absorption fine structure (NEXAFS) edges and powder X-ray 
diffraction (PXRD) data, which showed that there are low levels of Zn2+ in Oh 
sites with all the Fe3+ remaining in Oh sites, and that therefore some Ga3+ must be 
in Td sites. Like in zinc ferrite, in the absence of CFSE, the preference for a low 
inversion degree in ZnFeGaO4 and ZnGa2O4 is driven by electrostatic stabilisation 
and Zn bonding. The preference for Ga3+ to move to Td sites over Fe3+ could be 
due to the size effects, with the ionic radii of Ga3+ (0.47 Å) in Td coordination 
being smaller than Fe3+ (0.49 Å).  

 

Overall, the work conducted throughout this PhD has highlighted the 
profound influence of cation substitution on spinels electronic and catalytic 
properties, with ZnFeGaO4 being the most efficient catalyst among those 
considered in this thesis. It also emphasises the importance of characterising not 
only the bulk but also surface structures of the spinels. These insights provide a 
strong foundation for the design of novel spinel-based photocatalysts for the 
water splitting reaction. 
 
 

7.2 Future Work 
 
The compositional diversity and tuneable cation distribution of spinels presents 
a wide range of research opportunities, with a only a few spinel structures and 
their potential applications presented across the thesis. In this section suggestions 
for future work and the potential expansion of the project will be discussed. Some 
preliminary results will be presented and how, given more time, they would be 
utilised and improved upon. Also, some of the (many!) challenges encountered 
during this project and how these could be overcome will be discussed. 

 

A full understanding of the cation inversion is a fundamental part of the study 
of spinels which depending on the cations in the spinel structure can be 
challenging. In Chapter 4, the use of anomalous X-ray scattering (AXRS) is 
required to determine the inversion degree of CoFe2O4, due to the similar atomic 
numbers of the Co and Fe. In the cases of ZnFeGaO4 and ZnGa2O4, AXRS is also 
required to determine full pictures of their cation distribution. However, due to 
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limited access to beamlines that can conduct such experiments, we were unable 
to obtain this data; it would be useful to perform those experiments in the future.  

 

In Chapters 4 and 5 the calculated electronic structures were conducted under 
the assumption the spinels are normal (ZnFe2O4, ZnFeGaO4 and ZnGa2O4) or 
fully inverse (CoFe2O4 and CuFe2O4). In reality the nanoparticles display some 
deviation from the extreme inversions used in the calculations (x = 0 or 1). To 
improve on the accuracy of the band gaps and alignments with respect to the 
experimental samples the exact inversion degree needs to be modelled. To model 
specific a cation distribution requires the use of a larger cell, which not only 
increases computational cost but also the complexity of the models. In the 
conventional unit cell (Figure 1.1a) of a ternary spinel there are 4222 possible 
configurations, and this would significantly increase considering a quaternary 
spinel, such as ZnFeGaO4. The importance of the cation configuration with 
respect to a specific x has been demonstrated by Hou et al.9 who conducted a 
computational analysis of CoFe2O4. They found that the Co2+

Oh cations had a 
preference to be far away from other Co2+

Oh cations and Co2+
Td.  

 

In an attempt to study the configurations in the conventional unit cells of the 
spinel oxides, we conducted some cluster expansion simulations using the 
MedeA330 UNCLE (UNiversal Cluster Expansion) software.331, 332 Figure 7.1a 
shows the binary state diagram of the ZnGa2O4 spinel, where the ground state 
energy of 33 configurations with varying x was predicted using a DFT (VASP) 
training set.  

 

From cluster expansion, we went on to complete a Monte Carlo simulation to 
predict how the inversion degree changes as a function of temperature. In theory, 
this method should provide a more accurate prediction compared to the three-
point method presented in Figure 4.4 and Figure 6.9, in Chapters 4 and 6, 
respectively. Figure 7.1b demonstrates that a normal configuration is favourable 
until temperatures of above 800 K are reached. However even at high 
temperatures up to 1500 K a very low inversion degree (x = 0.12) is predicted.  
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Figure 7.1. (a) The binary state diagram of the cluster expansion and (b) the inversion 

degree of ZnGa2O4 as a function of temperature by Monte Carlo simulations.  

 
 

Despite good initial results for the ZnGa2O4 system, we encountered some 
issues in increasing dataset size and studying other spinels. Predicting only 33 
structures came at a significant computational cost, therefore studying a larger 
data set would require greater computational power and time. The MedeA 
software was unable to include magnetism in the cluster expansion simulations, 
which resulted in poor representation of the modelled spinel ferrites. MedeA was 
also limited with respect to studying the spinel ZnFeGaO4, which not only 
exhibits magnetism but also requires the consideration of two B cations. From 
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these preliminary calculations we established a foundation for studying larger 
cells. To further the studies of the spinel inversion degrees we would either need 
to use more advanced cluster expansion software, or conduct a machine learning 
based approach, similar to that reported by Sánchez-Palencia et al.333 

 

The third strategy of modifying the spinels properties, i.e. tuning the inversion 
degree, was briefly explored during the PhD project. Preliminary measurements 
investigated a series of CoFe2O4 nanoparticles prepared by the coprecipitation 
method in a range of temperatures (80, 450, 900 and 950 °C). The nanoparticle 
size and structural parameters of these samples as determined by AXRS are 
presented in Table 7.2. 

 
Table 7.2. Summary of experimentally determined particle size and structural parameters a 

(cell parameters), x (inversion degree), and Rwp (weighted profile R-factor) of CoFe2O4 
prepared at increasing temperature (T) by AXRS. 

T / °C  Size / nm  a / Å  x  Rwp / % 
80  16(1)  8.372(2)  0.87(1)  2.37 
450  36(1)  8.399(2)  0.59(1)  1.90 
900  83(1)  8.392(3)  0.77(1)  2.89 
950  295(2)  8.341(5)  0.72(2)  4.90 

 
With increasing preparation temperature, the particle size increased from 16 

nm (80 °C) to 295 nm (950 °C). The trend of increasing particle size with 
increasing annealing temperature has been observed in the literature for cobalt 
ferrite nanoparticles.334, 335 The temperature controlled growth of spinels 
nanoparticles can be attributed to either solid state diffusion or Ostwald 
Ripening.336 An overall decrease in inversion degree was also observed with 
increasing temperature, with x = 0.87 at 80°C and x = 0.72 at 950 °C. However, at 
450 °C a very low value of x = 0.59 is observed. To understand this anomalous 
result, we would need to conduct more sample characterisation, e.g. XAS. Initial 
neutron diffraction measurements conducted at the ISIS Neutron and Muon 
source showed the same trend of decreasing x and increasing particle size in 
CoFe2O4 nanoparticles with increasing temperature. Although both x and size are 
effected by temperature, Carta et al.77 report that the inversion degree is not 
dependent on the particle size, suggesting x is mainly influenced by the 
thermodynamics of cation distribution.26, 27 When discussing the photocatalytic 
activity of spinel samples both size and the cation distribution need to be 
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considered. Firstly, smaller nanoparticles have a larger surface area to volume 
ratio, leading to more available active sites for the photocatalytic process.240, 337, 338 
Secondly, the particle size can influence the electronic properties of metal oxide 
materials,339-341 for example Singh et al.342 report an increase in the band gap of 
ZnFe2O4 with decreasing particle size from 60 – 10 nm. However, as 
demonstrated by some initial DFT calculations, the band gap is also influenced 
by changes in the bulk inversion degree (independent of size effects). Table 7.3 
shows the DFT calculated band gaps of ZnFe2O4 with inversion degrees of x = 0, 
0.5 or 1.  

 
Table 7.3. DFT calculated band gaps of ZnFe2O4 with a varied inversion degree. 

x  Band Gap / eV 
0  2.84 

0.5  2.67 
1  2.56 

 
To continue this work we would aim to conduct similar studies of 

photocatalytic activity but with respect to a changing inversion degree. We 
would start with a sample, such as ZnFe2O4 or ZnFeGaO4 which has already 
demonstrated activity and force changes in the inversion degree with thermal 
treatment.  

 

Another area of research that we would like to develop on is the interaction of 
water with the spinel ferrite surfaces. On the B07-B and -C beamlines, we 
attempted to study how the distribution and oxidation states of the surface cation 
changes upon interaction with water and UV light. Initially we introduced a 
water pressure of a few mbar to the experimental chamber, but only gas phase 
water was observed, and no liquid layers condensed on the surface. We therefore 
attempted to cool the samples down to create a liquid water layer using a Peltier 
cooler. Although we were able to briefly obtain a liquid layer on the sample 
surface (similar to that shown in Figure 7.2), the instability of the cooling system 
either resulted in ice being formed or the evaporation of the water from the 
surface.  
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Figure 7.2. An example of a liquid water layer created on the surface of a gold coated silicon 

wafer. 

 
To overcome this challenge, we would use the electrochemical cell on B07 to 

recreate the experimental conditions of the catalysis measurements (i.e. with 
sacrificial agents, water and UV light). We would therefore be able to study in-
situ the effect of the catalysis process on the spinel samples by XPS and NEXAFS 
while monitoring the O2 evolved. We would ideally parallel this experimental 
research with DFT simulations of the interaction of water with the spinel 
surfaces. As mentioned in Chapter 4, this would require more advanced surface 
modelling, taking into consideration surface defects.  

 

As presented here, there are several immediate avenues for extending this 
research to further clarify the structural and photocatalytic behaviour of these 
spinels. Beyond the specific systems presented in this thesis, a broad range of 
spinel compositions, with many options for possible A and B cations, remain 
open for investigation. It is our hope that the collaborative experimental and 
theoretical approach developed throughout this project can help in future studies 
into the design and optimisation of spinel photocatalysts.  
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