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Many numerical models for weather prediction and climate studies are run at resolutions that are too coarse to resolve convection explicitly, but too fine to justify the local equilibrium assumed by conventional convective parametrizations. The Plant–Craig (PC) stochastic convective parametrization scheme, developed in this paper, solves this problem by removing the assumption that a given grid-scale situation must always produce the same sub-grid-scale convective response. Instead, for each time step and grid point, one of the many possible convective responses consistent with the large-scale situation is randomly selected. The scheme requires as input the large-scale state as opposed to the instantaneous grid-scale state, but must nonetheless be able to account for genuine variations in the large-scale situation. Here we investigate the behaviour of the PC scheme in three-dimensional simulations of radiative–convective equilibrium, demonstrating in particular that the necessary space–time averaging required to produce a good representation of the input large-scale state is not in conflict with the requirement to capture large-scale variations. The resulting equilibrium profiles agree well with those obtained from established deterministic schemes, and with corresponding cloud-resolving model simulations. Unlike the conventional schemes, the statistics for mass flux and rainfall variability from the PC scheme also agree well with relevant theory and vary appropriately with spatial scale. The scheme is further shown to adapt automatically to changes in grid length and in forcing strength. Copyright © 2011 Royal Meteorological Society
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1. Introduction

Forecast errors in numerical simulations of the atmosphere arise from uncertainties in the initial and boundary conditions, in the external forcings, and also in the model formulation itself. Structural model uncertainties primarily relate to unresolved or poorly resolved physical processes that must be parametrized. These uncertainties are important because small-scale fluctuations can interact with grid-scale dynamics, leading to upscale growth of errors (e.g. Zhang et al., 2003). This contributes to the spreading of ensemble weather forecasts, and as a consequence the ensemble spreads produced by systems accounting for initial-condition uncertainty alone are often insufficient to cover the full range of possible flows (Buizza, 1997; Buizza et al., 2005). The variability can be increased in such systems so that it is more representative of the real atmosphere, but only at the cost of carefully inflating the initial condition perturbations (e.g. Bowler et al., 2008).

Over the last decade, various methods have been introduced in order to provide explicit representations of
some of the uncertainties arising from the parametrizations in numerical weather prediction (NWP) and general circulation models (GCMs). Although some of the methods are somewhat ad hoc, they are nonetheless beneficial and can provide more satisfactory treatments of model uncertainty than simple inflation of initial-condition perturbations. For example, Buizza et al. (1999) add a random perturbation to the tendencies obtained from the parametrization schemes. Other authors have included stochastic elements directly in a parametrization scheme itself. As examples, Bright and Mullen (2002) introduced a stochastic component to the trigger function of a convection scheme, Lin and Neelin (2003) added random perturbations to the convective available potential energy (CAPE) closure and, separately, to the vertical heating profile, and Shutts (2005) developed a stochastic kinetic energy backscatter scheme, where a fraction of the energy dissipated by the model grid truncation is reintroduced near the model grid scale. A good overview of current methods can be found in a recent book (Williams and Palmer, 2009).

The Plant and Craig (2008, hereinafter PC) stochastic convection parametrization scheme is designed to produce physically realistic convective variability and to adapt automatically to changes in the resolution of the parent model, down to grid lengths of the order of 10 km. For large grid lengths, where the variability is suitably low, the scheme should agree with results from conventional deterministic convection schemes. Plant and Craig (2008) demonstrated these features in some single-column radiative–convective equilibrium (RCE) experiments, while Ball and Plant (2008) demonstrated that for grid lengths of ~50 km then the convective fluctuations it produces become of comparable importance to the variability produced by some of the generic methods in use for representing structural model uncertainty. Thus, the PC scheme would appear to be particularly well suited for use at grid lengths of ~10–50 km, and even on variable resolution grids. However, the experiments just cited used single-column models. The implementation of any stochastic parametrization within a full, three-dimensional atmospheric model raises important scientific issues about the spatial and temporal scales associated with the parametrization and their relationship to the scales of the numerical model. The present article will establish the extent to which the input profile to the scheme must be averaged in order to reproduce the correct convective variability and to adapt appropriately to model resolution.

The PC scheme is based on the statistical mechanics theory of Craig and Cohen (2006) for non-interacting clouds at equilibrium, and is supported by the results from cloud-resolving models (CRM) in RCE (Cohen and Craig, 2006; Davoudi et al., 2010). Conventional convective parametrizations are deterministic, so that the same sub-grid-scale convective response is always output for a given grid-scale input. However, CRMs clearly demonstrate that a wide range of convective states are consistent with a given grid-scale situation, for the grid sizes currently used in NWP and GCMs (Xu et al., 1992; Cohen and Craig, 2006; Shutts and Palmer, 2007; Jones and Randall, 2011). The Craig and Cohen (2006) theory predicts analytical formulae for convective statistics which can be compared with the results produced by a convective parametrization. We will perform such tests at different grid lengths, in order to prove that the PC scheme does indeed operate in a fully self-consistent way, independent of resolution. Results will also be compared with those of deterministic parametrization schemes, and with CRM results.

Three-dimensional RCE simulations are performed with a specified tropospheric cooling rate and parametrized convection over a uniform sea surface. The set-up is described in section 2, alongside key points from the theory against which the simulated convective variability is to be compared. The comparison itself is presented in section 3 and used to determine parameter settings and strategies for use of the PC scheme in three dimensions. The theory is extended in section 4 to study fluctuations in the rainfall rate, enabling the PC scheme to be compared directly to other convection schemes. Finally, section 5 discusses the implications of the results.

2. Methodology

2.1. Theory of convective variability

In order to make the present article self-contained, we provide here an overview of the theory of convective variability in equilibrium, and in the following subsection an overview of its implementation within the PC scheme.

An equilibrium condition supports an ensemble of possible states for the cumulus cloud field. Here, a ‘cloud’ is defined as an updraught (or updraught–downdraught pair) with mass flux due to a vertical velocity above some threshold. The possible cloud states are described by the mass fluxes $m(z)$ for each of the variable number of clouds present. Following normal parametrization practice a description of the mass flux evolution over the lifetime of each cloud is not considered, and so the mass flux should be regarded as a lifetime-averaged value. Using statistical mechanics theory for non-interacting clouds, Craig and Cohen (2006) showed that the probability distribution function (PDF) of mass flux for the individual clouds is given by

$$p(m)dm = \frac{1}{\langle m \rangle} e^{-m/\langle m \rangle} dm, \quad (1)$$

where the angle brackets denote an ensemble average. The distribution has been verified in CRM experiments (Cohen and Craig, 2006; Davies, 2008; Davoudi et al., 2010) and is robust for different heights and large-scale environments.

Following Plant and Craig (2008), for the experiments in this paper we take $\langle m \rangle$ at the lifting condensation level (LCL) to be a constant, $\langle m \rangle = 2 \times 10^7$ kg s$^{-1}$. Various CRM studies (e.g. Robe and Emanuel, 1996; Shutts and Gray, 1999; Cohen, 2001; Parodi and Emanuel, 2009) have shown that the strength of the forcing seems to have only a weak effect on the mean mass flux of individual clouds: rather, a change in forcing is associated mainly with a change in the mean number of clouds $\langle N \rangle$. A recent CRM investigation by Davies and Jakob (2011, pers. comm.) shows that the vertical profile of $\langle m \rangle$ may depend on some rather subtle changes to the character of the forcing, but nonetheless it finds very little sensitivity in $\langle m \rangle$ in the lower atmosphere. In the observational literature, differences in typical convective core strengths between different regions and over different surface types have been identified and discussed (e.g. LeMone and Zipser, 1980; Lucas et al., 1994; May and Rajopadhyaya, 1999) but we are not aware of studies...
indicating systematic variations of $\langle m \rangle$ at the LCL that might usefully be incorporated into the parametrization.

The total mass flux will be denoted $M$, and its ensemble-mean value ($M$) can be taken to be known because of the equilibrium assumption. Given this constraint, a PDF for the total mass flux can be calculated, following Craig and Cohen (2006), as

$$p(M) = p(M) \delta(M) e^{-\frac{M}{\langle m \rangle}} + \frac{1}{\langle m \rangle} \sqrt{\frac{M}{M}} \left(e^{-\frac{M}{\langle m \rangle}} - \frac{2}{\langle m \rangle} \sqrt{M(M)} \right) I_1, \quad (2)$$

where $I_1$ is the modified Bessel function of order 1. This distribution has also been verified in CRM experiments (Cohen and Craig, 2006; Davoudi et al., 2010). In section 3 we will investigate whether it can be reproduced in three-dimensional RCE experiments with parametrized convection. It will be convenient here to summarize some of the results by comparing with the theoretical prediction for the variance of $M$, which is

$$\langle (M - \langle M \rangle)^2 \rangle = 2\langle M \rangle\langle m \rangle. \quad (3)$$

### 2.2. Implementation as a stochastic parametrization

The PC scheme is based on the theory outlined in the previous subsection. Full details are available in Plant and Craig (2008) but we present here a summary of the main aspects that are relevant for the present study. The first step is that the ensemble-mean mass flux at the LCL, $\langle M \rangle$, must be computed from the closure conditions of the scheme. Postponing our discussion of this crucial issue for the moment, the next step is then to determine the mass fluxes of individual clouds that constitute a possible, particular realization of the convective state at the grid box and time in question.

To model each individual cloud, the plume model from the Kain–Fritsch parametrization (Kain and Fritsch, 1990; Kain, 2004, hereinafter KF) is used, adapted to handle a spectrum of cloud types as described in Plant and Craig (2008). The KF scheme entraining/detraining plume model uses a buoyancy sorting approach in which it considers various possible mixtures of updraught and environmental air and retains each mixture in the updraught or else detrains it to the environment according to whether the mixture is positively or negatively buoyant, respectively. The calculations require a maximum entrainment rate to be specified, which is taken to be inversely proportional to the updraught radius:

$$\epsilon = -0.03 \frac{\delta \rho}{r}, \quad (4)$$

where $\epsilon$ is the maximum entrainment per unit of mass flux within a pressure interval $\delta \rho$ and for an updraught radius of $r$. Full details are given in Kain and Fritsch (1990). In the PC scheme the updraught radius is related to cloud mass flux by assuming that close to the LCL the mass flux varies only with the horizontal area of the cloud,

$$m = \frac{\langle m \rangle}{\langle r^2 \rangle}^2. \quad (5)$$

Using the above equation, the PDF of cloud mass fluxes in Eq. (1) can be transformed into a PDF $p(r)$ of cloud radii (and, therefore, of entrainment rates):

$$p(r)dr = 2\frac{r}{\langle r^2 \rangle} \exp \left(-\frac{r^2}{\langle r^2 \rangle} \right) dr. \quad (6)$$

This equation is used to determine how many clouds to initiate, and of what sizes, within a given grid box in the PC scheme. Because it applies to a single cloud, it is rescaled to account for the fact that a number of clouds can be present in a grid box, by multiplying by $\langle N \rangle$. This is obtained from the large-scale state by using $\langle N \rangle = \langle M \rangle / \langle m \rangle$. It is also multiplied by a factor $dt/T_L$ to allow for the finite lifetime $T_L$ of the clouds (the model time step): proportionally fewer clouds are initiated to allow for the fact that they persist for multiple time steps, as in the KF scheme. The initiation probability, then, within a model time step for a plume with radius $r$ to $r + dr$ is as follows:

$$\frac{\langle M \rangle}{\langle m \rangle} \frac{dt}{T_L} = \frac{\langle M \rangle}{\langle m \rangle} \frac{2r}{\langle r^2 \rangle} \exp \left(-\frac{r^2}{\langle r^2 \rangle} \right) dr dr. \quad (7)$$

Clouds are initiated at random from that PDF by binning the cloud spectrum into finite bins of width $dr$. The bin width is chosen so that the chance of two clouds occurring in the same bin is suitably negligible. For each bin, a random number uniformly distributed between zero and unity is generated and compared to the initiation probability. If the random number is lower then a cloud is initiated of that size. This paper follows Plant and Craig (2008) by setting $T_L = 45$ min, a constant. It is easy to check that the normalization of Eq. (7) is such that the average number of clouds present is $\langle N \rangle = \langle M \rangle / \langle m \rangle$.

The persistence of clouds across multiple time steps introduces in a very natural way an element of temporal coherence to the stochastic variability. Further temporal and spatial coherence is inherent to the scheme, in that it is explicitly designed to operate with non-local inputs, as we discuss shortly. The extent of the non-locality is likely to be important for the upscale impact of the stochastic fluctuations (e.g. Buizza et al., 1999). A source of noise that was entirely independent for each model grid point and time step may be largely washed out through numerical diffusion, however physical the noise source might be. The experiments described here will establish the impact of coherency that arises from intrinsic, physical correlation scales of deep convection.

At each time step clouds that have been present for time $T_L$ are removed, and new clouds are initiated. The KF plume model is used to compute vertical profiles of convective tendencies for each cloud and these are summed over all the clouds to feedback to the model dynamics. If the size of the grid box is large enough then it will contain a representative sample of the full spectrum of clouds, and the tendencies will tend to those from a deterministic scheme; in this case then the grid-box state will provide a good approximation to the large-scale environmental state and can be used directly in order to compute $\langle M \rangle$.

More generally, time and space averaging across multiple grid boxes is necessary in order to obtain a large-scale state suitable for use in the computation of the closure. By definition, the cloud-base mass flux to be computed as the closure of any mass-flux parametrization is a function...
of the large-scale forcing (Plant, 2010). Conventionally, the local, instantaneous grid-box state is used to approximate the large-scale environment. However, the grid-box state is subject to fluctuations as traditional deterministic parametrizations often produce on–off behaviour and strong time step-to-time step variability (Willett and Milton, 2006; Stiller, 2009). In order to remove these fluctuations, and so obtain a large-scale environmental state from which \( \langle M \rangle \) can properly be calculated, the grid-scale atmospheric state should be averaged in space and in time, over neighbouring grid points and recent time values. This averaging must be over a sufficient number of points that the resulting \( \langle M \rangle \) can indeed be identified with the ensemble-mean total mass flux for the large-scale environment, but not over so many points that a significant fraction of them are not representative of the large-scale environment represented by the grid point at which the convection is being calculated (it should be emphasized that the averaging is not intended to transmit information about the environment at distant grid boxes to the grid box in question; rather to use distant grid boxes to provide more information about the environment at the grid box in question). In other words, the necessary averaging should not obscure genuine variations in the large-scale forcing. It is not at all obvious that both conditions can be satisfied simultaneously to produce a suitable slowly varying \( \langle M \rangle \)–a point to be tested explicitly here.

For stochastic parametrizations such as PC, in which fluctuations are predicted and controlled, then the importance of the distinction between the grid-box state and the large-scale state is readily apparent. However, we stress that the distinction is potentially an important one for the representation of any parametrized process which does not have a clear scale separation between the intrinsic scales of the process and the grid scale. This point has actually been recognized for some time (e.g., Lander and Hoskins, 1997; Kuo et al., 1997, p. 477) but practitioners have so far shied away from the natural consequence that aspects of parametrization should be non-local.

In the PC scheme, the basis for the closure is the removal of CAPE, following KF and several other parametrizations (e.g. Zhang and McFarlane, 1995; Bechtold et al., 2008). Specifically, \( \langle M \rangle \) is defined as the total mass flux required to remove 90% of CAPE through the action of convection within a closure time \( T_c \). An appropriate value for \( T_c \) is discussed in section 2.4.

2.3. Averaging scales

Studies by Ricciardulli and Sardeshmukh (2002) and Smith et al. (2005) suggest that the spatial correlation length of tropical convection on a 3-hourly time-scale is of the order of 120 km (we interpret the term ‘correlation length’ here to mean lengths over which variations in the large-scale environment are not significant). The number varies somewhat over different regions (and is generally slightly higher over the oceans than over land). These studies suggest that variations of the large-scale environment for convection are rather modest on scales of around 100 km, and so we might consider this to be a suitable upper limit for spatial averaging (in each direction) of the input to a closure calculation, in order to ensure that variations of the large-scale environment within the averaging area do not adversely affect the calculation. Another study which lends support to this proposal is that of Moron et al. (2007), who found that the correlation scale for tropical rain amounts on wet days, on daily time-scales, is never more than about 100 km.

On the other hand, the spatial averaging must also be sufficient to smooth out local fluctuations that we would not wish to consider as part of the large-scale environment. The CRM study by Shutts and Palmer (2007) found that coarse-graining at a scale of 120 km or less was required in order to obtain the full range of convective behaviour, in an idealized experiment relevant to the Tropics. Domain sizes of a similar order of magnitude have been successfully used in many CRM experiments (e.g. Robe and Emanuel, 1996; Shutts and Gray, 1999; Cohen and Craig, 2006; Davies, 2008; Davoudi et al., 2010), suggesting that it should indeed be possible to obtain sufficient statistical averaging on a scale of around 100 km.

The studies of Ricciardulli and Sardeshmukh (2002) and Holloway and Neelin (2010) estimate typical durations of ‘wet events’ and autocorrelation time-scales for tropical precipitation to be of the order of a few hours. Following similar reasoning as for the spatial averaging, these correlation times provide a suitable upper limit for the temporal averaging that might reasonably be used for the input to the closure calculations of a parametrization.

Variations of the large-scale environment should be rather modest on scales of less than a few hours, but one would not wish to take an average over longer time-scales on which the diurnal variation of land surface temperature (for example) would become a significant aspect of the large-scale environmental forcing for convection.

Subject to the above upper limits on averaging scales, a major purpose of this paper is to determine practical lower limits for averaging scales that are required in order to obtain an accurate estimate of \( \langle M \rangle \) in the CAPE closure calculations, as judged by the ability of the PC scheme to yield the correct theoretical equilibrium PDF for \( M \) (i.e. that which is self-consistent with its design principles). The set-up used for doing this is described in the next subsection.

2.4. Radiative–convective equilibrium set-up

The set-up used to investigate the statistics of parametrized convection is an idealized configuration of the UK Met Office Unified Model (Davies et al., 2005, MetUM), running at version 6.1. The boundary layer and large-scale cloud parametrizations are used with the standard settings of the MetUM, as described in Lock et al. (2000) and Wilson and Ballard (1999), respectively.

We use the term radiative–convective equilibrium in its generic sense, as being the outcome from integrating a model of convection for a long period with a time-invariant forcing being imposed. By forcing we refer to any process that would act to destabilize the atmosphere in the absence of convective activity. The forcing imposed is extremely simple here, a fixed tropospheric cooling rate being applied as follows:

\[
\frac{\partial T}{\partial t} \bigg|_{\text{forced}} = \begin{cases} \frac{-\bar{T}_0}{T_0(p_0 - p)/p_0} & p > 2p_0 \\ \frac{2p_0}{p_0} & 2p_0 > p > p_0 \\ 0 & p_0 > p \end{cases}
\]

where \( p_0 = 200 \) hPa and \( \bar{T}_0 \) is a constant defining the strength of the forcing. The domain is a homogeneous sea surface with a constant sea surface temperature of 300 K. The
Coriolis parameter is set to zero. There is no wind profile imposed in the simulations, and so all winds that occur are induced by the convection.

The domain is three-dimensional and of size 512 km in each horizontal direction. Bicyclic boundary conditions are applied. The default choices for the grid length and the cooling rate are 32 km and $T_0 = 8$ K per day, respectively, although other choices, namely 16 and 51.2 km for the grid length, and 10 and 12 K per day for the cooling rate, are also explored. The model has 49 levels in the vertical. The initial conditions were a horizontally homogeneous atmosphere at rest, with vertical profiles of temperature and moisture being taken from the equilibrium state of an equivalent CRM experiment by Cohen and Craig (2006), which is forced in the same way and has a tropospheric cooling rate of $8$ K per day. The CRM profile is plotted in Figures 1 and 2. Since the initial conditions were from a state of RCE, albeit from a different model, the MetUM was able to reach its own RCE state rather quickly, and all MetUM simulations had reliably reached equilibrium after five days. The simulations were each run for 25 days.

It is somewhat unusual, but by no means unprecedented, to perform idealized RCE experiments at resolutions which require convection to be parametrized. Given that almost all convective parametrizations are based on quasi-equilibrium thinking (Emanuel, 2000), it is perhaps surprising that such tests are not a standard part of parametrization development, and given that the tests are far from trivial we echo the remarks of Held et al. (2007) that further studies with such configurations would be beneficial. In the present context, we assert that a convective parametrization must behave in accordance with its own design principles in an RCE configuration, or else it is scarcely likely to behave adequately in more complex situations.

Alongside runs with the PC scheme, we have also performed comparison experiments with the KF scheme, and with the Plant–Craig scheme (PC, dotted lines). Results from the PC scheme are shown for standard averaging (dotted line with points) and for no averaging (dotted line with pluses).

Figure 1. Mean vertical profiles of water vapour $q$ in radiative–convective equilibrium experiments with 8 K per day imposed cooling. Results are shown for cloud-resolving model study (CRM, solid line) and for MetUM experiments using the Gregory–Rowntree scheme (GR, dashed line), the Kain–Fritsch scheme (KF, dash-dotted line) and the Plant–Craig scheme (PC, dotted lines). Results from the PC scheme are shown for standard averaging (dotted line with points) and for no averaging (dotted line with pluses).

Figure 2. As Figure 1 but showing mean vertical profiles of potential temperature $\theta$.
accurate representation of the large-scale environment at each grid box and time step, so that ⟨M⟩ as computed by the closure is sufficiently steady to allow the PC scheme to reproduce Eq. (2). As an additional test on the theory, and its implementation in the PC scheme, we will also investigate whether the PDF of mass flux per cloud (Eq. (1)), can be reproduced. Although this PDF is imposed by the PC scheme at the LCL, that is not the case at other heights.

3. Results for equilibrium state

3.1. Mean profiles

Before considering the mass-flux fluctuations produced by the stochastic parametrization scheme, we first test its ability to produce appropriate mean profiles. For the idealized RCE configuration studied here, a suitable comparison is provided by the results from the corresponding CRM experiment by Cohen and Craig (2006). Vertical profiles of water vapour q and potential temperature θ are shown in Figures 1 and 2, respectively, for the CRM study and for the three convection schemes used in the current MetUM experiments. The profiles have been averaged over the full model domain in each case, and also daily over the last 20 days of the simulations. The time variations amongst domain-mean profiles were found to be modest, and certainly no larger than the variation amongst the results for different convection schemes. The averaging strategy for the input to the closure calculations of the PC scheme that has been used here is the ‘standard averaging’, to be fully specified in section 3.3. Also shown are the results from an experiment with the PC scheme and grid-scale input only, i.e. with no space or time averaging of the input.

Also shown, in Figures 3 and 4, are the differences between the various profiles produced by the MetUM experiments with parametrized convection and the corresponding CRM profiles. The magnitudes of these differences are similar to those found in corresponding single-column model (SCM) experiments with the MetUM (Plant and Craig, 2008).

Figure 3. Vertical profiles of the difference between water vapour q from MetUM experiments with parametrized convection scheme and from a corresponding CRM experiment. Results are shown using the Gregory–Rowntree scheme (GR, dashed line), the Kain–Fritsch scheme (KF, dash-dotted line) and the Plant–Craig scheme (PC, dotted lines). Results from the PC scheme are shown for standard averaging (dotted line with points) and for no averaging (dotted line with pluses).

Figure 4. As Figure 3 but showing vertical profiles of the differences in potential temperature θ.

In the current three-dimensional experiments the lower atmosphere is drier than that of the CRM, whereas it was moister in the earlier SCM experiments. The difference is likely to be due to the different treatments of surface fluxes. In the current experiments the surface fluxes are computed from bulk aerodynamic formulae and so are dependent on the near-surface wind speeds that develop in the simulations. The relative dryness suggests that such wind speeds tend to be somewhat weaker than in the CRM. By contrast, the surface fluxes in the comparison SCM were simply taken to be proportional to the moisture difference across the surface layer, with a fixed, predefined constant of proportionality (Plant and Craig, 2008).

The GR scheme yields ‘better’ profiles than the KF scheme (i.e. closer to the CRM results). The profiles from the PC scheme are intermediate between those of the GR and KF schemes, although it is closer to the KF result. This is scarcely a surprise given that it is based on the same plume model and so is essentially a spectral and stochastic generalization of the KF scheme. Averaging the input to the closure calculations of the PC scheme has little effect on the mean state produced, with a small improvement over the experiment with no averaging.

3.2. Vertical profile of mean mass flux per cloud

The vertical profile of mean mass flux per cloud is plotted in Figure 5 in order to establish the context for the following results. The profile is plotted with different averaging strategies having been applied to the input of the closure calculations of the PC scheme. The strategies will be fully described in the following subsection. For the present purposes, it is sufficient to note simply that the averaging strategy chosen has little effect on this profile.

The profile can be compared with that of the PC scheme in the SCM (Plant and Craig, 2008, their figure 8). The behaviour is broadly similar, although the current experiments have a lower LCL (recall that ⟨m⟩ = 2 × 10^7 kg m^−1 s^−1 is imposed at the LCL) than in the SCM, and show a smoother increase with height of the mean mass flux per cloud. The peak value of ⟨m⟩(z) is similar but occurs at just over 8 km in these three-dimensional experiments rather than at just below 10 km in the SCM.
We consider first an experiment with a grid length of 32 km and a forcing $T_0 = 8$ K per day, along with a ‘maximal’ averaging strategy for the input to the PC scheme. Specifically, the closure calculations of the scheme were performed on profiles averaged temporally over 63 min, and averaged spatially over the grid box in question and its neighbours up to seven grid boxes away. Thus the averaging area was a square of side 480 km, encompassing almost the entire model domain. All grid boxes within the averaging area and all time steps within the averaging period were treated equally, i.e. no weighting functions were applied in constructing the averages.

Figure 6(a) shows a PDF obtained at 1.52 km for the mass flux per cloud, $m$. This height was chosen as it is above the LCL but low enough such that almost all plumes launched by the PC scheme are still buoyant and so will contribute to the PDF. The PDF was constructed from values for the mass flux of each cloud present in the domain recorded at 6-hourly intervals for a period of 20 days. The PDF agrees well with the theoretical prediction from Eq. (1), as do the results obtained for other heights and over other sizes of the horizontal area.

A PDF for $M$, the total convective mass flux, is shown in Figure 6(b). The totals are for areas of 64 km$^2$ and were computed by partitioning the domain into $8 \times 8$ sub-domains (each containing $2 \times 2$ grid boxes) and summing over plumes within each sub-domain. The same time sampling was used as above, giving a total of 5184 values of $M$ for use in constructing the plot shown. Again, the numerical results agree well with the theory, and agreement also holds good for other heights and over other sizes of the horizontal area.

The agreement with theory for the maximal-averaging strategy is a valuable result, which demonstrates that the PC scheme is providing a correct implementation of its underpinning theory when embedded within a full three-dimensional atmospheric model. We now examine whether this remains the case when the degree of averaging is reduced, thereby testing whether the scheme will be capable of accommodating variations in the large-scale forcing. Experiments have been performed for various combinations of temporal and spatial averaging. In each case the temporal averaging combines the current state of the atmosphere with its state at previous time steps, while the spatial-averaging domain is composed of a square with the grid point of interest in the centre and a whole number of grid boxes along each side.

A summary of the experiments performed is shown in Table I, alongside two measures of the fit to theory obtained for the PDF of $M$ at 1.52 km. The third column of the table lists the correlation coefficient between the model data for each bin and the theoretical value obtained from Eq. (2). The fourth column shows the normalized variance of $M$, which should be equal to 2 according to Eq. (3), when the PC scheme works correctly according to its underlying theory. It is clear from both the measures in the table that increased spatial averaging improves the agreement with theory. The
The fourth column gives the normalized variance of total mass flux, over an area of 64 km$^2$ at 1.52 km and the theoretically expected PDF. Specifically, experiments have been performed using different strengths of forcing and with different grid subsections. The normalization coefficient between the experimental PDF of $M$ over an area of 64 km$^2$ at 1.52 km and the theoretically expected PDF, the fourth column gives the normalized variance of total mass flux, $(\langle M - \langle M \rangle^2 \rangle / \langle \langle M \rangle \rangle^2)$, calculated from the simulation results at the same height.

Table I. List of experiments performed in order to test averaging strategies for the input to the closure calculations of the PC scheme. In each case the model grid length was 32 km and the cooling rate was $T_0 = 8$ K per day.

<table>
<thead>
<tr>
<th>Space avg. (km)</th>
<th>Time avg. (min)</th>
<th>Correlation coefficient</th>
<th>Normalized variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>1</td>
<td>0.866</td>
<td>2.58</td>
</tr>
<tr>
<td>96</td>
<td>50</td>
<td>0.895</td>
<td>2.18</td>
</tr>
<tr>
<td>160</td>
<td>1</td>
<td>0.942</td>
<td>2.05</td>
</tr>
<tr>
<td>160</td>
<td>20</td>
<td>0.927</td>
<td>2.07</td>
</tr>
<tr>
<td>160</td>
<td>50</td>
<td>0.940</td>
<td>2.02</td>
</tr>
<tr>
<td>160</td>
<td>120</td>
<td>0.948</td>
<td>2.09</td>
</tr>
<tr>
<td>160</td>
<td>200</td>
<td>0.931</td>
<td>2.04</td>
</tr>
<tr>
<td>480</td>
<td>63</td>
<td>0.982</td>
<td>2.08</td>
</tr>
</tbody>
</table>

The first two columns show the length of the side of the averaging square, and the averaging time period respectively. The third column gives the correlation coefficient between the experimental PDF of $M$ over an area of 64 km$^2$ at 1.52 km and the theoretically expected PDF. The fourth column gives the normalized variance of total mass flux, $(\langle M - \langle M \rangle^2 \rangle / \langle \langle M \rangle \rangle^2)$, calculated from the simulation results at the same height.

Note that the last line of Table I corresponds to the maximal averaging strategy discussed earlier, while the first line corresponds to a case of no averaging, with the parametrization relying only on local, instantaneous input as in a traditional approach. As shown explicitly in Figure 7, there are clear departures from theory if no averaging is performed. This arises because (by design for a stochastic scheme, but also in practice for a deterministic mass flux scheme) there are local fluctuations in the profiles. If local profiles are used as a basis for closure calculations then those calculations will be distorted by the fluctuations, thereby introducing an artificial source of variance. We reiterate that the theoretical basis of a quasi-equilibrium closure requires that the closure depends on the large-scale environment for which the grid-scale state is not necessarily a good approximation.

The resulting PDFs from the experiment with a cooling rate of 10 K per day are shown in Figure 9. There is good agreement with the theoretical curves, as was also found in the experiment with a cooling rate of $T_0 = 10$ K per day (results not shown). Thus the PC scheme is able to reproduce the correct mass-flux variability for different forcing conditions.

Results with grid lengths of 16 and 51.2 km are shown in Figures 10 and 11, respectively. The PDFs for $M$ in

3.4. Implementation of averaging strategy for other test cases

The second column shows the length of the side of the averaging square, and the third column shows the averaging time period.

Table II. Averaging strategies used for the experiments described in section 3.4.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Space average (km)</th>
<th>Time average (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0 = 10$ K per day</td>
<td>160</td>
<td>40</td>
</tr>
<tr>
<td>$T_0 = 12$ K per day</td>
<td>160</td>
<td>33</td>
</tr>
<tr>
<td>Grid spacing 16 km</td>
<td>144</td>
<td>67</td>
</tr>
<tr>
<td>Grid spacing 51.2 km</td>
<td>153.6</td>
<td>51</td>
</tr>
</tbody>
</table>

The adaptations of the averaging strategy for these experiments are detailed in Table II. The adaptations for different grid spacings (bottom two rows) are entirely for technical reasons, since the spatial averaging is performed over a square with a whole number of grid boxes on each side. The time averages for different grid spacings vary somewhat because different time steps were used for different grid spacings. The adaptations for different forcings (top two rows), on the other hand, arise because, for stronger forcing, the number of clouds produced increases proportionally (given that the mass flux per cloud $\langle M \rangle$ remains constant). It is therefore possible to reduce the averaging area and/or period, and still average over an equivalent number of clouds. In practice, the temporal averaging was reduced proportionally to account for this point, the decision being dictated by the fact that the averaging square could only be reduced in size by rather large discrete steps.

The resulting PDFs from the experiment with a cooling rate of $T_0 = 12$ K per day are shown in Figure 9. There is good agreement with the theoretical curves, as was also found in the experiment with a cooling rate of $T_0 = 10$ K per day (results not shown). Thus the PC scheme is able to reproduce the correct mass-flux variability for different forcing conditions.
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3.5. Results at other heights

Mass-flux statistics from the PC scheme have so far been presented for a height of 1.52 km. The underpinning theory is not dependent on the height in question, so it is important to investigate whether the scheme is providing a correct implementation of the theory for other heights. In this subsection we investigate whether or not \( m \) follows an exponential distribution at higher levels and how well Eqs (2) and (3) describe the distribution of \( M \). Results are shown for the experiment with 32 km grid length, \( \dot{T}_0 = 8 \) K per day cooling rate and the standard-averaging strategy of section 3.3.

Figure 12 shows PDFs of \( m \) at 3.51 and 8.75 km. In both cases these agree with the exponential shape predicted by theory. A more detailed assessment of this agreement is found in Figure 13. This shows the correlation coefficient between the probabilities taken from the model data and the probabilities taken from Eq. (1) for the same mean mass flux, \( \langle m \rangle \). The agreement is slightly worse at the highest levels: this is likely to be due to the fact that there are fewer surviving clouds contributing to the experimental statistics, and that clouds with different strengths have different likelihoods of surviving to the top of the troposphere. It is also slightly worse at around 7 km, where there are anomalously very slightly fewer strong clouds than in the corresponding exponential distribution. However, the correlation coefficient nonetheless remains above 0.9 at all heights.

The ability of the underlying theory to describe the distribution of \( M \) at different heights is shown in Figure 14. This displays the correlation coefficient between probabilities predicted by Eq. (2) and normalized number frequencies taken from the data: the coefficients are computed in the same way as those discussed in section 3.3. Results were obtained using four different-sized groups of grid boxes: for example, the results for an area of 128 km\(^2\) were obtained by dividing the domain into \( 4 \times 4 \) groups, each of \( 4 \times 4 \) grid boxes.

The graph in Figure 14 displays some interesting nonlinearities in the coefficient with both height and averaging area. On inspection of individual PDF comparisons (not shown), it is apparent that, away from the LCL, the Cohen–Craig theory is less well adhered to when there is an intermediate number of areas with zero mass flux—in this case instances...
of zero \( M \) are overestimated and instances of low \( M \) are underestimated. For the smallest area size, 32 km, the PDF is dominated by instances of zero \( M \) at cloud base, and this does not change higher up as clouds disappear. However, looking at the 64 km areas, the theory is well adhered to near to cloud base, but the clouds seem to disappear in ‘clusters’, so that there are too many instances where all the clouds in an area have disappeared (and too many where no clouds have disappeared) relative to what would be expected if they were to disappear uniformly. Higher up still, the uniformity is restored, and the PDF is now dominated by instances of zero \( M \), similar to with the 32 km area at all heights. For the 128 km area, a similar phenomenon occurs: lower down, there are no instances at all of zero \( M \) (as the area is sufficiently large always to capture at least one cloud), but as the clouds disappear with height the distribution crosses into the intermediate range, which is less well captured by the theory.

The normalized variance, \( \langle (M - \langle M \rangle)^2 \rangle / \langle M \rangle \langle m \rangle \), is plotted as a function of height in Figure 15, for values of \( M \) determined at the level of the individual grid box. This further demonstrates the agreement with the underlying theory, to a similar extent as the agreement obtained from CRM data (Cohen and Craig, 2006). Thus, although the PC scheme imposes the theoretical distribution at the LCL, the underlying theory remains appropriate to describe the distributions that are produced at all heights.

4. Rainfall statistics

Bulk mass flux schemes such as Gregory and Rowntree (1990) and Kain (2004) consider a single, effective cloud rather than a spectrum of clouds carrying different mass fluxes (Plant, 2010). Such schemes therefore do not yield explicit results for \( m \). In order to compare the convective fluctuations produced by different convection schemes, it is therefore more convenient to consider fluctuations in rainfall rather than mass flux. Following Shutts and Palmer (2007), the Craig and Cohen (2006) theory can be generalized for convective rainfall, since the same important equilibrium constraints apply to this variable as to the mass flux. Specifically, in the absence of any large-scale contribution to the rainfall, at equilibrium the ensemble-mean total convective rainfall must balance the (evaporative) moisture source. Moreover, the total rainfall is comprised of contributions from a variable but finite number of approximately independent rain sources. Thus a similar distribution to Eq. (2) is expected to describe the statistics.
of the convective rainfall:

\[ p(C) = \delta(C) e^{-\frac{C}{\langle C \rangle}} + \frac{1}{\langle c \rangle} \sqrt{\frac{C}{\langle C \rangle}} e^{-\frac{2}{\langle c \rangle} \sqrt{\langle C \rangle}} I_1 \left( \frac{2}{\langle c \rangle} \sqrt{\langle C \rangle} \right), \]  

(9)

where \( C \) is the total rainfall within a given area, and \( c \) is the rainfall produced from each contributing source.

Rainfall data produced by each of the Plant–Craig (PC), Kain–Fritsch (KF) and Gregory–Rowntree (GR) schemes were used to construct frequency distributions for the total rainfall over various horizontal areas. Rainfall values were recorded every 8 hours for a total of 20 days, for each scheme. Results from the PC scheme are presented in Figure 16, in which they are also compared with Eq. (9). The focus here is on the scaling of the distribution with area. Thus a suitable value to choose for \( \langle c \rangle \) in plotting the theoretical curves is that obtained by fitting the experimental data obtained at 256 km\(^2\) to Eq. (9) (separately for each scheme, with \( \langle C \rangle \) being prescribed simply from the mean of the experimental data). The resulting value for \( \langle c \rangle \) was then used to produce the theoretical curves for the other three areas.

The agreement with theory for the PC scheme is generally good, a highly non-trivial result for this change of fluctuating variable. The exception is at the grid scale itself, where there are too many instances of light rain. Given that the scheme imposes the theoretical distribution of cloud-base mass flux at the grid scale and, given that the rainfall scales appropriately with area over larger areas, it becomes tempting to hypothesize that this may point to a problem with the implicit mass-flux–rainfall relationship that is produced by the plume model being used. However, any modifications to the plume model which might improve the situation are beyond the scope of the present study.

Table III compares the results from the PC scheme with those of the KF and GR schemes. The correlation coefficient, used in previous sections, was found not to discriminate sufficiently the level of agreement between Eq. (9) and the experimental data, particularly with the smaller areas, over which instances of zero rainfall are an important aspect of the PDF. Therefore, another measure has been adopted for assessing the agreement between theory and experiment. It is obtained simply by calculating the total area between the two PDFs:

\[ A = \sum_i |p(C_i)dC - v_i/N_{\text{data}}|, \]  

(10)

where \( i \) labels the bin, \( v_i \) is the number of data points in bin \( i \) and \( N_{\text{data}} \) is the total number of data points. This measure...
and 64 km$^2$. Interestingly, the issue of too much light rain is more pronounced for the PC scheme than for the others. Consider instances of no rain, such behaviour being in fact much less frequent. The schemes produce too much light rain and not enough heavy rain, implying that the large-scale state used for closure calculations should be a space–time average over a suitable region. The implications of that first consequence were addressed by Plant and Craig (2008), while implications of the second have been considered here by developing the PC scheme for use in three dimensions. The resulting scheme has been shown to produce mean vertical profiles which agree well with established conventional schemes, and with CRM simulations. The statistics of the PC scheme also agree well with the underlying Cohen–Craig theory (Craig and Cohen, 2006), to a similar extent as their corresponding CRM simulations (Cohen and Craig, 2006). In this way, the PC scheme has been shown to produce the same convective statistics as CRM simulations—a key test for any stochastic scheme. The agreement between PC and theory (and, therefore, CRM) is good for a range of model heights, suggesting that the theory remains applicable away from the cloud base. The agreement is also good for a range of model grid lengths, indicating that the PC scheme can adapt correctly within variable-resolution models.

We have investigated what averaging length and time scales are required to produce an input state with which the scheme can yield the correct statistics. An averaging length of 160 km and time of 50 minutes were found to be sufficient for the $T_0 = 8$ Kd per day experiments. Given that these experiments typically included 307 clouds, on average, over the 512 km square domain, and with a cloud lifetime of 45 minutes, this corresponds to a requirement of roughly 33 clouds (full lifetime equivalent) in the area being averaged.

This requirement can be used to produce a dynamical averaging strategy for operational use of the PC scheme. Of course, the averaging length and time scales vary depending on weather regime, and so the fundamental requirement, at each time step and in each grid box, would be to ensure that a large enough area is taken to include 33 clouds (full lifetime equivalent), based on an estimate of the number of clouds in the grid box in question (obtained, for example, by taking the averaged value from the previous time step).

However, although the spatial averaging is clearly beneficial, there is certainly scope for using less averaging without greatly degrading the statistics. Indeed, a full range of averaging strategies is available from–at one end–the ideal target of 33 clouds (full lifetime equivalent) to–at the other end–the possibility of foregoing the averaging completely if this is necessary due to operational constraints. Although the temporal averaging yields no significant benefit in this paper, it is less computationally intensive than the spatial averaging, and does not require communication between processors in a parallel environment. Given that it does not degrade the performance of the scheme in the current simulations, and that it may yield benefit in other situations, it is suggested here that temporal averaging may still be used as an alternative, or a complement, to spatial averaging if the aforementioned constraints render the spatial averaging unwieldy.

The scheme has been shown to yield the correct scaling for the variability of rainfall rate, across a range of scales. Even for such a simple model set-up, the established conventional schemes do not do this correctly. The improvement of the

### 5. Discussion

The mass flux formalism for deep convective parametrization is based on representing the collective behaviour of an ensemble of convective clouds, subject to a known large-scale forcing. A conventional deterministic parametrization assumes that the grid scale of the parent model can be identified with the large scale, whereas the Plant–Craig (PC) scheme makes an explicit distinction between those scales. Natural consequences of that distinction are that convective parametrization should be stochastic, and that the input large-scale state used for closure calculations should be a space–time average over a suitable region. The implications of that first consequence were addressed by Plant and Craig (2008), while implications of the second have been considered here by developing the PC scheme for use in three dimensions. The resulting scheme has been shown to produce mean vertical profiles which agree well with established conventional schemes, and with CRM simulations. The statistics of the PC scheme also agree well with the underlying Cohen–Craig theory (Craig and Cohen, 2006), to a similar extent as their corresponding CRM simulations (Cohen and Craig, 2006). In this way, the PC scheme has been shown to produce the same convective statistics as CRM simulations—a key test for any stochastic scheme. The agreement between PC and theory (and, therefore, CRM) is good for a range of model heights, suggesting that the theory remains applicable away from the cloud base. The agreement is also good for a range of model grid lengths, indicating that the PC scheme can adapt correctly within variable-resolution models.
Figure 16. PDF for the total convective rainfall \( C \) over horizontal areas of 256 km\(^2\) (a), 128 km\(^2\) (b), 64 km\(^2\) (c) and 32 km\(^2\) (d). The crosses show results from a simulation with the PC scheme for a grid length of 32 km, a cooling rate of \( \dot{T}_0 = 8 \) K per day and standard averaging for the input to the scheme. Also shown are the theoretical predictions (solid line) given by Eq. (9). For the two lower scales, the y-axis is logarithmic, and the circle denotes the value of \( p(0)dC \).

Table III. Measure \( A \) of difference between theoretical and experimental rainfall distributions using three different convection schemes, and computed for four different areas.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>( \langle c \rangle ) (kg m(^{-2}) s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>( 6.0 \times 10^{-4} )</td>
</tr>
<tr>
<td>KF</td>
<td>( 5.0 \times 10^{-4} )</td>
</tr>
<tr>
<td>GR</td>
<td>( 2.8 \times 10^{-3} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>256</th>
<th>128</th>
<th>64</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>0.369</td>
<td>0.258</td>
<td>0.397</td>
<td>0.684</td>
</tr>
<tr>
<td>KF</td>
<td>0.402</td>
<td>0.283</td>
<td>0.658</td>
<td>1.250</td>
</tr>
<tr>
<td>GR</td>
<td>0.443</td>
<td>0.585</td>
<td>1.259</td>
<td>1.197</td>
</tr>
</tbody>
</table>

The top row lists the length (km) of the side of the accumulation area. In each case the model grid length was 32 km and the cooling rate was \( \dot{T}_0 = 8 \) K per day.

scaling produced by the PC scheme, over that produced by conventional schemes, indicates that the stochastic character of the PC scheme captures physically realistic convective variability that will provide a worthwhile improvement to NWP and GCMs.

Work is underway on investigating the impact of the PC scheme on mesoscale NWP forecasts. Groenemeijer and Craig (2011) have shown that the scheme yields significant amounts of variability, as compared to those amounts yielded by perturbations in the initial and boundary conditions, and have investigated how this partition between ‘internal’ and ‘external’ variability changes for different weather regimes, within an ensemble forecast. Additionally, we are currently conducting a study into the impact on ensemble verification scores, when the conventional convection scheme in the UM is replaced by the PC scheme.
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Figure 17. PDF for the total convective rainfall C over horizontal areas of 64 km$^2$ (a) and 32 km$^2$ (b). The crosses show results from a simulation with the KF scheme for a grid length of 32 km and a forcing of $T_0 = 8$ K per day. Also shown are the theoretical predictions (solid line) given by Eq. (9). The circle in each plot denotes the value of $p(0)dC$.
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