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[1] The latest Hadley Centre climate model, HadGEM2‐ES, includes Earth system
components such as interactive chemistry and eight species of tropospheric aerosols. It has
been run for the period 1860–2100 in support of the fifth phase of the Climate Model
Intercomparison Project (CMIP5). Anthropogenic aerosol emissions peak between 1980
and 2020, resulting in a present‐day all‐sky top of the atmosphere aerosol forcing of
−1.6 and −1.4 W m−2 with and without ammonium nitrate aerosols, respectively, for the
sum of direct and first indirect aerosol forcings. Aerosol forcing becomes significantly
weaker in the 21st century, being weaker than −0.5 W m−2 in 2100 without nitrate.
However, nitrate aerosols become the dominant species in Europe and Asia and
decelerate the decrease in global mean aerosol forcing. Considering nitrate aerosols
makes aerosol radiative forcing 2–4 times stronger by 2100 depending on the
representative concentration pathway, although this impact is lessened when changes in
the oxidation properties of the atmosphere are accounted for. Anthropogenic aerosol
residence times increase in the future in spite of increased precipitation, as cloud cover
and aerosol‐cloud interactions decrease in tropical and midlatitude regions. Deposition of
fossil fuel black carbon onto snow and ice surfaces peaks during the 20th century in the
Arctic and Europe but keeps increasing in the Himalayas until the middle of the 21st
century. Results presented here confirm the importance of aerosols in influencing the
Earth’s climate, albeit with a reduced impact in the future, and suggest that nitrate aerosols
will partially replace sulphate aerosols to become an important anthropogenic species in the
remainder of the 21st century.

Citation: Bellouin, N., J. Rae, A. Jones, C. Johnson, J. Haywood, and O. Boucher (2011), Aerosol forcing in the Climate Model
Intercomparison Project (CMIP5) simulations by HadGEM2‐ES and the role of ammonium nitrate, J. Geophys. Res., 116,
D20206, doi:10.1029/2011JD016074.

1. Introduction

[2] Aerosols are an active component of the Earth’s
atmosphere. They scatter and absorb shortwave and long-
wave radiation (direct radiative effect) and modify cloud
microphysical properties and albedo, and hence impact
precipitation (indirect radiative effects). Through those pro-
cesses, anthropogenic aerosols exert direct and indirect for-
cings of the climate system, which have been estimated
through modeling [e.g., Schulz et al., 2006] and constrained
by observations [e.g., Bellouin et al., 2008; Quaas et al.,
2008]. In addition, aerosols interact with other components
of the Earth system. For instance, mineral dust aerosols are a

source of iron for ocean biogeochemistry [Jickells et al.,
2005], deposition of mineral dust and black carbon aero-
sols decreases the albedo of snow and ice surfaces [Flanner
et al., 2007], and aerosol impacts on photosynthetically
active radiation influence vegetation growth [Mercado et al.,
2009]. Finally, aerosols are an intricately coupled product of
complex gas and aqueous phase atmospheric chemistry and
hence impact the oxidizing capacity of the atmosphere. For
these reasons, aerosol representations of increasing sophis-
tication have been included in climate models.
[3] Estimates of aerosol direct and indirect radiative for-

cings of climate remain associated with large uncertainties.
The latest Intergovernmental Panel on Climate Change
(IPCC) Assessment Report [Forster et al., 2007] gives
present‐day estimates of −0.50 ± 0.40 W m−2 for the direct
aerosol forcing and a best estimate of −0.70 W m−2 for the
first indirect aerosol forcing (90% confidence range −1.1 to
+0.4 W m−2). The aerosol forcing is therefore likely to be
weaker than the +2.63 W m−2 forcing because of long‐lived
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greenhouse gases in 2000, and Forster et al. [2007] give a
best estimate for the present‐day total anthropogenic radia-
tive forcing of +1.6 W m−2.
[4] The recent decrease in anthropogenic emissions of

sulphur dioxide, the precursor to sulphate aerosols, means
that nitrate is quickly becoming an important aerosol species,
as evidenced in in situ aircraft observations over Europe
[e.g., Haywood et al., 2008], and may continue doing so in
the near future [Bauer et al., 2007]. Nitric acid competes
with sulphate for the available ammonia to form ammonium
nitrate and sulphate aerosols, and sulphuric acid is favored
by its low vapor pressure. Decreases in sulphate precursors
can therefore benefit ammonium nitrate formation [West
et al., 1999]. Recent studies of the climate impacts of
nitrate aerosols give diverse estimates of the regional
importance and global burden of nitrate aerosols [van
Dorland et al., 1997; Adams et al., 2001; Jacobson, 2001;
Liao et al., 2004; Liao and Seinfeld, 2005; Myhre et al.,
2006; Bauer et al., 2007]. In these studies, estimates of the
nitrate aerosol direct radiative forcing vary by an order of
magnitude, from −0.02 to −0.2 W m−2. Variations in global
nitrate burden and its partitioning between accumulation
and coarse modes are the two main reasons for this large
range of estimates.
[5] The response of the climate system to external for-

cings has an effect on the forcing agents. Aerosols will be
affected by changes in temperature, winds, land use, pre-
cipitation and clouds, and atmospheric chemistry. Isaksen
et al. [2009] review studies of climate‐chemistry interac-
tions and state that climate change tends to increase secondary
aerosol production through increased levels of oxidants, to
increase aerosol wet deposition through increased precipita-
tion rates, and to affect emissions of biomass burning, mineral
dust, DMS, and sea salt through changes in average weather.
Racherla and Adams [2006] and Liao et al. [2009] obtain a
decrease in aerosol burden of up to 20% when accounting for
global warming because wet deposition rates increase in their
climate simulations. Such a decrease in aerosol burden will
decrease the aerosol radiative flux perturbation and exacer-
bate the warming trend.
[6] In this study, results from the historical and future

climate simulations for CMIP5 are presented. The focus is
on the evolution of total aerosol concentrations since 1860
and the resulting aerosol forcing, with a special emphasis on
nitrate aerosols and their future evolution.

2. HadGEM2‐ES and CMIP5 Simulations

[7] HadGEM2‐ES is the Earth system model of the UK
Met Office Hadley Centre [Collins et al., 2011; Jones et al.,
2011]. The atmospheric resolution is N96 (1.875° by 1.25°)
with 38 vertical levels with the model top at ∼39 km. The
ocean resolution is 1°, increasing to 1/3° at the equator, with
40 depth levels. HadGEM2‐ES includes an interactive land
and ocean carbon cycle as well as a dynamic vegetation
model. An interactive tropospheric chemistry scheme is also
included, which simulates the evolution of atmospheric
composition and interactions with atmospheric aerosols. The
model time step is 30 min for the atmosphere and land
submodels and 1 h for the ocean submodel, with coupling
between the atmosphere and the ocean every 24 h.

[8] The HadGEM2‐ES aerosol scheme is the Coupled
Large‐scale Aerosol Simulator for Studies In Climate
(CLASSIC). This aerosol module contains numerical repre-
sentation of up to eight tropospheric aerosol species:
ammonium sulphate, mineral dust, sea salt, fossil fuel black
carbon (FFBC), fossil fuel organic carbon (FFOC), biomass
burning aerosols, secondary organic (also called biogenic),
and ammonium nitrate aerosols. All species exert a direct
radiative effect. All species except mineral dust and FFBC
aerosols exert first and second indirect effects. A detailed
description of those aerosol schemes and the relevant refer-
ences are given in Appendix A.
[9] CMIP5 provides a framework for coordinated climate

change experiments aimed at evaluating climate simulations
of the recent past, providing projections of climate change,
and quantifying climate feedbacks [Taylor et al., 2009].
Experiments include a historical simulation (1860–2005)
forced by observed concentrations of long‐lived greenhouse
gases and reconstructed aerosol emissions, as well as solar
and volcanic forcings. The historical emissions for tropo-
spheric aerosols and aerosol precursors are described by
Lamarque et al. [2010]. Climate change projections start
from the end of the historical simulation and are driven by
four future scenarios, termed representative concentration
pathways (RCPs) [Moss et al., 2010]. The scenarios are
labeled RCP3‐PD (peak and decline) [van Vuuren et al.,
2007], RCP4.5 [Clarke et al., 2007], RCP6.0 [Fujino et al.,
2006], and RCP8.5 [Riahi et al., 2007]. Finally, a control
experiment covering 1860–2100 is also undertaken, in which
no external forcing, either anthropogenic or natural, is applied
to the model. The control experiment remains on average at
radiative balance at the top of the atmosphere and does not
exhibit any drift in the simulated climate and aerosol burdens.
Variability in the control experiment only comes from the
internal variability of the climate system. By 2100, globally
averaged near‐surface temperatures have increased by 1.8 K
(RCP3‐PD), 2.9 K (RCP4.5), 3.6 K (RCP6.0), and 5.4 K
(RCP8.5) compared to the control experiment.
[10] Nitrate aerosol is not included in the main simula-

tions, as the scheme was still in development when the
control simulation started. However, nitrate has been added
in parallel simulations, which typically start from the main
simulations at various points in their evolution and run for
5 years, a configuration hereafter termed “time slice”
experiments. Time slice experiments initialized from the
main historical simulations start in 1860, 1950, 1980 and
2000. Time slice experiments initialized from RCP simula-
tions start in 2030 and 2090 and are performed for each of the
four RCPs.

2.1. Aerosol Emissions

[11] Data sets required by HadGEM2‐ES for tropospheric
aerosol modeling are emissions of sulphur dioxide (SO2),
land‐based dimethyl sulphide (DMS), ammonia (NH3), and
primary black and organic carbon aerosols from fossil fuel
combustion and biomass burning. Emissions for sea‐salt and
mineral dust aerosols, and ocean‐based DMS emissions, are
computed interactively so emission data sets are not required.
In addition, the UKCA tropospheric chemistry scheme
(F. O’Connor et al., Evaluation of the new UKCA climate‐
composition model. Part II: The troposphere, manuscript in
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preparation, 2011), which provides oxidants to the aerosol
schemes, requires emissions of NO2, CH4, CO,HCHO,C2H6,
C3H8, (CH3)2 CO, and CH3CHO. CMIP5 data sets provide
the anthropogenic emissions required by the model and, for
some species, have to be complemented by natural emissions.
[12] Emissions of SO2 are injected at the surface, except for

emissions for the energy sector and half of industrial emis-
sions which are injected at 0.5 km to represent chimney‐level
emissions. SO2 emissions from biomass burning are not
included since CLASSIC includes a separate scheme for
biomass burning aerosol. Since most of the SO2 emitted
during biomass burning events is oxidized and condenses
quickly onto biomass burning particles [Formenti et al.,
2003], inclusion of SO2 emissions from biomass burning
would imply an element of double counting and has been
ignored here. To represent SO2 emissions from noneruptive
volcanoes, the three‐dimensional data set by Andres and
Kasgnoc [1998] is added to CMIP5 distributions. It yields a
rate of 7.38 Tg [S] yr−1 on a global average, independent of
the year simulated. Land‐based DMS emissions are taken
from Spiro et al. [1992] and provide 0.86 Tg [S] yr−1.
[13] Emissions of NH3 are injected at the surface. As with

SO2, NH3 emissions from biomass burning are not included.
To represent natural sources, data sets for NH3 emissions by

wild animals, natural soils, and the ocean [Bouwman et al.,
1997] are added to the CMIP5 distributions. They provide a
globally averaged rate of 10.56 Tg [N] yr−1, independent of
the year simulated.
[14] Emissions of carbonaceous aerosols are purely

anthropogenic and thus the CMIP5 data sets do not need to
be complemented by other sources. Emissions of primary
fossil fuel and biofuel black and organic carbon are injected
at 80 m. Emissions of biomass burning aerosols are the sum
of the biomass burning emissions of black and organic
carbon. Grassfire emissions are assumed to be located at the
surface, while forest fire emissions are injected homoge-
neously across the boundary layer (0.8–2.9 km).
[15] Time series of global emissions of SO2, NH3, FFBC

and FFOC aerosols, biomass burning aerosols, and DMS are
shown in Figure 1. Global emissions of SO2 peak first in
1980, when emissions peak in Europe, then again in 2020,
when emissions peak in Asia, before declining at a fast rate
until 2100, when emissions will only be 5–10 times emis-
sions in 1850. Emissions of NH3 increase continuously from
1850 to 2100 in all RCPs, except RCP4.5 where emissions
remain close to 50 Tg [N] yr−1 throughout the 21st century.
The agricultural sector provides most of the changes in NH3

emissions, and growth in emissions comes with the growth

Figure 1. Time series of global and annual averaged emissions of sulphur dioxide, ammonia, fossil fuel
black carbon aerosols, fossil fuel organic carbon aerosols, biomass burning aerosols, and dimethyl sulfide
(DMS), according to CMIP5 emission data sets or simulations. Historical period is shown in black, and
the four representative concentration pathways are shown in color.

BELLOUIN ET AL.: AEROSOLS IN THE HADGEM2‐ES MODEL D20206D20206

3 of 25



in population and biofuel production. Emissions from
Europe remain approximately constant in RCP3‐PD and
RCP4.5 but increase in RCP6.0 and RCP8.5. Emissions
from Asia, Africa, and South America increase in all sce-
narios. Emission of FFBC and FFOC aerosols increase
strongly between 1850 and the present day, peak between
2005 and 2020 depending on the RCP, and decline to 1850
(RCP3‐PD, RCP6.0) or 1900 (RCP4.5, RCP8.5) levels by
2100. Emissions of biomass burning aerosols are constant
for the period 1850–1900 in the CMIP5 historical data set,
and decrease between 1900 and 1950. This decrease of 5 Tg
[C] yr−1 is due to the suppression of biomass burning
emissions in the southeastern United States. From 1950 to
2000, biomass burning emissions increase again, driven by
human activities in South America and Africa. After 2000,
RCPs differ in projecting biomass burning trends. RCP6.0 is
the only scenario including an increase in emissions, while
the other three RCPs show a decline of varying magnitude.
Finally, DMS emissions increase throughout the 1860–2100
period. Over ocean, they are provided by the interactive
biogeochemistry. In the parameterization used in HadGEM2‐
ES, an increase in sea surface temperature has competing
effects on DMS emissions. On the one hand, ocean nutrients
are reduced, decreasing phytoplankton biomass and hence
DMS emissions. On the other hand, the ocean mixed‐layer
depth decreases, concentrating DMS into a more shallow
layer and increasingDMS emissions into the atmosphere. The
second effect typically dominates. In addition, changes in
near‐surface wind speed, discussed in section 3.3, affect
DMS emissions. In simulations where CO2 concentrations
are increased by 1% per year to 4 times their value for 1860
and where DMS concentrations in seawater remain fixed at
1860 levels, emissions increase by 5% over 140 years. When
the ocean biogeochemistry model is activated and provides
interactive DMS concentrations, emissions increase by 11%.
This suggest that half the increase is due to changes in wind
speed and temperature while the other half is attributable to
ocean chemistry, although the combined effect is very likely
nonlinear [Thomas et al., 2011]. Overall, in the CMIP5
simulations, DMS emissions in 2100 are 2.5%–10% larger
than 1860 emissions, depending on the scenario. This
increase scales with the change in global mean near‐surface
temperature.

2.2. Validation of Modeled Aerosols

[16] The historical CMIP5 simulation provides the
opportunity to validate important aspects of aerosol model-
ing in HadGEM2‐ES. Here, validation focuses on four
metrics that are important for the subsequent analysis: sul-
phate (SO4) aerosol surface concentrations, as sulphate is the
dominant aerosol species in industrialized countries during
the historical period; nitrate (NO3) aerosol surface con-
centrations, as nitrate is a specific focus of this paper; black
and organic carbon aerosol surface concentrations, as car-
bonaceous aerosols have unique absorbing properties; and
total aerosol optical depth (AOD), as it measures the column‐
integrated aerosol extinction and relates to the aerosol direct
effect. A fifth metric, cloud condensation nuclei, would also
be of interest as it relates to indirect effects, but observational
data sets remain too sparse to be used for validation. Mod-
eled and observational data used in the validation are
monthly means for the period 1998–2002 unless otherwise

stated. Modeled values are taken in the grid box containing
the observation site and, for surface concentrations, at the
model level containing the site altitude if it is different from
the grid box mean orography.
[17] Aerosol surface concentrations are provided by the

European Monitoring and Evaluation Programme (EMEP)
[Hjellbrekke, 2002], Clean Air Status and Trends Network
(CASTNET) [Mueller, 2003], and Interagency Monitoring
of Protected Visual Environments (IMPROVE) [Malm
et al., 1994]. EMEP covers Europe while CASTNET and
IMPROVE cover North America. Sites used for validation
are those providing valid monthly means for all months in the
5 year period 1998–2002. For SO4, there are 33 EMEP sites,
17 CASTNET sites, and 44 IMPROVE sites matching these
criteria. For NO3, the numbers are 11, 17, and 35, respec-
tively. For black and organic carbon aerosols, IMPROVE
provides 35 sites. EMEP provides 12 sites that only cover
June 2002 to July 2003 when a dedicated campaign mea-
suring carbonaceous aerosol concentrations was undertaken.
Measurements are for total elemental carbon and total
organic carbon. Modeled concentrations of black carbon
include FFBC and 5.4% of biomass burning aerosol mass,
following the assumed mass fraction of BC in the biomass
burning tracer used in deriving the optical properties of aged
biomass burning aerosols. Modeled concentrations of
organic carbon include FFOC, the remaining fraction of
biomass burning, and secondary organic aerosols. Total
AODs are given at 0.44 mm by the Aerosol Robotic Network
(AERONET) [Holben et al., 2001], with 67 sites worldwide
providing valid monthly means at quality control level 2.0 in
the period 1998–2002.
[18] Results are shown in Figure 2 as scatterplots of

seasonal mean values with different symbols indicating
European and North American sites for surface aerosol con-
centrations. Sulphate aerosol surface concentrations are
underestimated in Northern Hemisphere winter. In summer,
concentrations are overestimated at central and eastern
European sites. In spite of these limitations, overall perfor-
mance is good, and alike in Europe and North America.
Nitrate aerosol concentrations are overestimated from spring
to autumn, but a large fraction of sites remain within a factor 2
of the measurements. In winter, concentrations are over-
estimated in the western United States. In Figure 2, this
translates into a cluster of points where measurements of
nitrate concentrations are below 0.2 mg [N] m−3 while the
model covers the range 0.2 to 0.7 mg [N] m−3. Carbonaceous
aerosol concentrations compare well against measurements,
at least in source regions. Model skill in simulating FFBC in
the Arctic is discussed in section 4.3. The organic carbon
component is strongly underestimated by the model in winter
and spring when FFOC is the main source of organic carbon.
With the increase in mass of secondary organic aerosols from
isoprene emissions in summer and autumn, the comparison
against observations improves. The comparison of modeled
and measured total AODs is good, except where the model
overestimates the mineral dust AOD. Figure 2 shows, by
representing sites where mineral dust dominates the modeled
AODwith different symbols, that total AOD at these sites can
be overestimated by factors greater than 2 during the local
dusty season. The comparison against AERONET is shown
in more detail in Figure 3, which shows the 5 year averaged
distribution of total AOD at 0.44 mm for 1998–2002,
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Figure 2. Component aerosol surface concentrations and total aerosol optical depth at 0.44 mm as sim-
ulated by HadGEM2‐ES and measured by ground‐based networks, presented as seasonal averages over
the period 1998–2002. The 1:1 line is shown as a solid line, with 1:2 and 2:1 lines shown as dashed lines.
For surface concentrations, crosses and plus signs indicate European and North American networks,
respectively. For aerosol optical depth, triangles indicate sites where mineral dust aerosols dominate
the modeled aerosol optical depth.
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including nitrate AOD, with AERONET averages overlaid.
HadGEM2‐ES reproduces the known patterns of AOD, with
industrial pollution in North America, Europe, and Asia,
biomass burning aerosols in Central Africa and South
America, and mineral dust transport across the Atlantic and
Arabian Sea. The eastward gradient in AOD in North
America and China is well reproduced. The model over-
estimates AODs in Central and Eastern Europe. The very
large mineral dust AODs over Australia are due to poor
simulations of bare soil fraction and soil moisture, causing
large mineral dust emissions.

3. Aerosols in CMIP5 Simulations

3.1. Present‐Day Aerosols

[19] Table 1 summarizes key aerosol characteristics in the
HadGEM2‐ES historical run for the period 1998–2002. Most
values are within the ranges simulated by aerosol models
participating in the AeroCom intercomparison project
[Textor et al., 2006]. Mineral dust and FFBC aerosols behave
differently than in the AeroCom models, however. Huneeus
et al. [2010] compare mineral dust aerosol simulations in
15 AeroCom models. Model variability is large: mineral

dust emissions range from 500 to 4400 Tg yr−1 and AOD
at 0.55 mm covers 0.010–0.053 with most models between
0.020 and 0.035. Mineral dust in HadGEM2‐ES is charac-
terized with emissions above 8000 Tg yr−1 for particle sizes
of 0.03 to 30 mm, and an AOD of 0.060: on both counts,
HadGEM2‐ES is outside the AeroCom ranges. The mag-
nitude of emission fluxes depends on particle sizes, and
most AeroCom models included in the intercomparison
only cover particles sizes of less than 10 mm. In that size
range, HadGEM2‐ES mineral dust emissions are 3311 ±
227 Tg yr−1, a value more in line with the AeroCom models.
However, the relative importance of emitting regions differ
between HadGEM2‐ES and the AeroCom models. In
HadGEM2‐ES, the Sahara desert emits 43% of global
emissions. Huneeus et al. [2010] get 71% of global emis-
sions from North Africa. The discrepancy comes from large
emissions from other regions in HadGEM2‐ES, which
reduce the relative contribution of Saharan emissions. Aus-
tralia represents 26% of global emissions, compared to only
3% in the models compared by Huneeus et al. [2010], while
a further 10% comes from the Thar desert in the northwestern
Indian state of Rajasthan. The large mineral dust optical
depths simulated in those two regions are not supported

Table 1. Characterization of Aerosols in HadGEM2‐ES CMIP5 Historical Simulation Over the Period 1998–2002: Emissions of Aerosol
Precursor (SO2 for Sulphate and NOx for Nitrate) or Primary Aerosol, Burden, Residence Time, Percentage of Total Deposition Due to
Dry Deposition, Total Mass in the Atmosphere, and Aerosol Optical Depth (AOD) at 0.55 mma

Aerosol Species
Emissions
(Tg yr−1)

Burden
(mg m−2)

Residence Time
(days)

Percent Dry
Deposition Mass (Tg) AOD (0.55 mm)

Sulphate [S] 60.3 ± 0.8 1.0 ± 0.0 3.3 ± 0.1 12.0 0.5 ± 0.0 0.024 ± 0.001
Mineral dust 8192 ± 399 88.2 ± 7.3 2.0 ± 0.1 81.9 45.0 ± 3.7 0.060 ± 0.006
Sea salt N/A 50.3 ± 0.1 N/A N/A 25.7 ± 0.1 0.053 ± 0.001
FFBC 5.2 ± 0.1 0.5 ± 0.0 18.1 ± 0.1 24.1 0.3 ± 0.0 0.003 ± 0.000
Biomass burning 25.9 ± 0.1 1.8 ± 0.1 7.8 ± 0.2 11.8 0.9 ± 0.1 0.012 ± 0.001
Biogenic N/A 2.2 ± 0.0 N/A N/A 1.1 ± 0.0 0.008 ± 0.000
FFOC 12.7 ± 0.1 0.4 ± 0.0 5.2 ± 0.1 18.4 0.2 ± 0.0 0.002 ± 0.000
Nitrate [N] 42.1 ± 0.3 0.2 ± 0.0 3.1 ± 0.1 13.4 0.1 ± 0.0 0.007 ± 0.001

aStandard deviations of annual means over 5 years are also shown. FFBC and FFOC stand for fossil fuel black and organic carbon, respectively. Masses
are given in terms of sulphur for the sulphur cycle, carbon for carbonaceous aerosols, and nitrogen for nitrate. Sea‐salt and biogenic aerosols are not
transported in the model and hence have no emissions, deposition, or residence time.

Figure 3. Distribution of total aerosol optical depth at 0.44 mm as simulated by HadGEM2‐ES averaged
over the period 1998–2002. Square boxes show averaged Aerosol Robotic Network (AERONET) mea-
surements for the same period and using the same color scale.
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by observations. Overestimate of bare soil fractions and
underestimate of soil moisture by the interactive land surface
model are the likely cause for overestimating regional min-
eral dust emissions. Mineral dust residence time is 2 days in
HadGEM2‐ES, shorter than the AeroCom‐averaged resi-
dence time of 4.1 days. However, this includes all six mineral
dust size divisions and the larger particle sizes are expected
to deposit quickly. The residence time of the five size divi-
sions covering 0.03 to 10 mm is 4.8 days.
[20] The residence time of FFBC is long in HadGEM2‐ES,

at 18 days for the period 1998–2002. Since black carbon
remains hydrophobic upon ageing in the model, deposition
mainly occurs following diffusional impaction with cloud
droplets, which is not an efficient process. Observations
indicate that black carbon becomes hydrophilic with ageing,
and most other aerosol numerical models include that pro-
cess. The assumption made in CLASSIC is outdated and will
be revised in the future. The long residence time of black
carbon in the model means that this aerosol is transported
over long distances, especially to the Arctic.
[21] Textor et al. [2006] do not report nitrate burden, as

that species was not included in models participating in their
intercomparison. Nitrate has a total mass of 0.07 Tg [N] for
the year 2000 in HadGEM2‐ES.Myhre et al. [2006] have an
accumulation mode nitrate mass of 0.01 Tg [N] and a mass
of 0.17 Tg [N] for nitrate associated with sea salt as NaNO3.
Since the HadGEM2‐ES scheme does not represent the sea‐
salt sink of nitrate, nitrate concentrations may be over-
estimated over oceanic regions. In addition, HadGEM2‐ES
does not include heterogeneous formation of coarse‐mode
nitrate on mineral dust particles [Usher et al., 2003], a
mechanism which may be important in Asia [Li and Shao,
2009]. Adams et al. [2001], Liao et al. [2004], Rodriguez
and Dabdub [2004], and Feng and Penner [2007] report
global nitrate masses of 0.42, 0.16, 0.42, and 0.18 Tg [N],
respectively. The HadGEM2‐ES nitrate mass of 0.07 Tg [N]
is on the low side, highlighting the diverse results obtained
from numerical models so far.

[22] Figure 4 shows vertical cross sections of zonally
averaged concentrations of sulphate and nitrate aerosols and
their gaseous precursors, sulphur dioxide and ammonia, as
simulated for the year 2000. Results are similar to those
discussed by Myhre et al. [2006]: sulphur dioxide and sul-
phate aerosols extend up to 5 km in the atmosphere, with a
slow decrease in concentrations with altitude in the lower
troposphere. In contrast, ammonia concentrations exhibit a
strong vertical gradient which propagates to nitrate con-
centrations. The vertical profile of nitrate aerosols illustrates
that although condensation of nitric acid to the aerosol phase
is favored by lower temperatures, hence higher altitudes, the
excess ammonia needed to form ammonium nitrate aerosol
is located near the surface and imposes its vertical profile.

3.2. Evolution of Sulphate and Nitrate Burdens

[23] Figures 5 and 6 show distributions of the burden of
sulphate and nitrate aerosols in 1860, 2000, and 2090 for
the four RCPs. In 1860, the burden of sulphate averages
0.40 mg [S] m−2 globally and is mainly located around major
volcanoes and in the equatorial Pacific where DMS pro-
duction is large. Nitrate burden is only 0.02 mg [N] m−2 on a
global average in 1860 and is mainly located over India. In
2000, sulphate has increased by a factor 2.5 globally and
covers large regions of the Northern Hemisphere. Nitrate
burden has increased by a factor 7.5 and is predominantly
located in Europe, India, and China, with smaller values seen
over the United States. By 2090, the evolution of sulphate
and nitrate burdens depends on the relative changes in
emissions of sulphur dioxide and ammonia, and therefore on
how well RCP scenarios represent future trends. Depending
on the scenario, sulphate burden is 0.5 to 0.7 mg [S] m−2 on
a global average in 2090, a 30%–50% drop compared to
2000. The geographical distribution is dominated by natural
sources, as in 1860, with India and Africa still retaining large
anthropogenic burdens. In contrast, the burden of nitrate
increases between 2000 and 2090 by up to a factor 2. India
and China remain associated with large nitrate burdens,

Figure 4. Vertical cross sections of zonal averaged concentrations of sulphur dioxide and sulphate
aerosols (in mg [S] m−3) and ammonia and nitrate aerosols (in mg [N] m−3) in HadGEM2‐ES simulation
for the year 2000.
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while local maxima appear in Africa, as controlled by pat-
terns of ammonia emissions. Although the nitrate burden has
decreased in Europe and North America, it locally exceeds
the sulphate burden in most scenarios.
[24] In 2090, the magnitude of nitrate burden is controlled

by the relative evolution of SO2 and NH3 emissions. The
largest nitrate burdens of around 0.25 mg [N] m−2 are
obtained in RCP3‐PD and RCP8.5. In these scenarios, NH3

emissions increase strongly while SO2 emissions decrease.
In RCP6.0, where NH3 emissions level off in 2060 after a
strong increase since 2010, the burden only reaches 0.18 mg
[N] m−2. NH3 emissions do not increase in the 21st century
according to RCP4.5, and this scenario is associated with
the lowest nitrate burden in 2090, at 0.13 mg [N] m−2.

3.3. Evolution of Aerosol Optical Depths

[25] Figure 7 shows time series of total and component
AODs at 0.55 mm in the HadGEM2‐ES CMIP5 simulations.
In these simulations, nitrate aerosol is not included and so its
time series is not available. In the control experiment, the
globally and annually averaged total AOD varies between
0.12 and 0.14. This level corresponds to the total AOD
without anthropogenic aerosol emissions or climate change.
In the historical and RCP experiments, the total AOD starts
diverging from the control in 1930 and increases until it
peaks at 0.17 in the early 21st century. All RCP simulations
show a decline in total AOD but at different paces. By the

end of the century, total AOD is back to 1950 levels. Time
series of the total AOD exhibit a large year‐to‐year vari-
ability because of the mineral dust component.
[26] Figure 7 further shows the time series of the

aerosol component AODs. The mineral dust AOD is very
variable, ranging from 0.040 to 0.075 throughout the 1860–
2100 period. The high year‐to‐year variability of mineral
dust also appears in satellite observations over the recent
period [Allan et al., 2011]. The control simulation does show
the same high variability, indicating that mineral dust in
HadGEM2‐ES is more responsive to internal variability as it
is to climate change.
[27] Sea‐salt AOD remains constant until the late 20th

century, then increases by up to 12%, with a maximum
increase under RCP8.5. Figure 8 shows distributions of sea‐
salt AOD, sea ice fraction, and 10 m wind speed as simu-
lated for the year 2000 and changes simulated in 2090 for
the four RCP experiments. Increases in sea‐salt AOD occur
in the Arctic and Southern Ocean and are colocated with
decreased sea ice fractions and increased wind speeds. As
discussed by Jones et al. [2007], retreating sea ice increases
sea‐salt production through two processes. First, it expands
the area of open ocean available for sea‐salt production.
Second, it decreases surface friction, as the roughness length
is 0.40 mm over ice and 0.05 mm over open water in
HadGEM2‐ES. A given pressure gradient will therefore
produce larger near‐surface wind speeds over open ocean

Figure 5. Five year mean distributions of sulphate aerosol burden (in mg [S] m−2) in HadGEM2‐ES
simulations. The 5 years are centered on the year shown on each panel.

BELLOUIN ET AL.: AEROSOLS IN THE HADGEM2‐ES MODEL D20206D20206

8 of 25



than over sea ice, further enhancing sea‐salt production.
Figure 8 suggests that reductions in sea ice drive the
increase in sea‐salt AOD over the Arctic. Increased wind
speeds are the main driver in the Southern Ocean. It is worth
noting that similar increases in wind speed occurring in the
Pacific Ocean do not translate into large increases in sea‐salt
AOD. The difference between the two regions are the initial
wind speeds in 2000, which are slower by more than 5 m s−1

in the Pacific Ocean on an annual average. The parameter-
ization of sea‐salt production with wind speed is described
by equations (3a)–(3f) of Jones et al. [2001]. They show
that the intensification of sea‐salt production with increased
wind speed strongly depends on the initial distribution of
wind speeds, which causes the differences seen in the two
regions.
[28] Biogenic aerosol is represented in HadGEM2‐ES by

a fixed monthly climatology of mass mixing ratios and the
corresponding AOD remains roughly constant throughout
the simulated period. The very small decrease from a global
average of 0.0083 to 0.0082 can be explained by a small
change in the optical properties of biogenic aerosols, which
respond to changes in the clear‐sky mean relative humidity.
[29] Time series of sulphate and carbonaceous aerosols

are more straightforward to interpret as they follow closely
the time series of the corresponding precursor or primary
emissions (Figure 1). Aerosol emission scenarios are there-
fore important and which scenario is realized in the future

will strongly determine the skill of aerosol projections, and
to some extent climate projections, by HadGEM2‐ES.
Sulphate AOD follows the bell‐shaped curve of sulphur
dioxide emissions, peaking over the period 1980–2020.
Within that period, the geographic position of the peak
moves from Europe in the 1980s to Asia in the 2020s. The
remainder of the 21st century is associated with a strong
decline in sulphate AOD. Depending on the scenario, the
sulphate AOD in 2100 is 0.011 to 0.016, a 35%–55% drop
from the peak value of 0.025. As suggested by Rae et al.
[2007], changes in the oxidizing properties of the atmo-
sphere or in wet deposition fluxes only have a secondary
impact on sulphate production, with emissions being the
primary driver. For FFBC AODs, the peak occurs between
2000 and 2020 depending on the RCP, after a sixfold
increase since 1860, and is followed by a strong decrease in
the 21st century. AOD by FFBC reaches its 1860 level in
2100 under RCP3‐PD. Time series of biomass burning
AOD are as diverse as the emission scenarios. Depending
on scenario, biomass burning AOD in 2100 is between 50%
and 100% of present‐day levels. Note that because of the
suppression of biomass burning sources in southeastern
United States from 1900 onward, the globally averaged
biomass burning AOD in the historical simulation is lower
than that in the control simulation for the first 5 decades of
the 20th century. The full time series of nitrate AOD is not
available, but short periods have been simulated by time

Figure 6. Five year mean distributions of nitrate aerosol burden (in mg [N] m−2) in HadGEM2‐ES simu-
lations. The 5 years are centered on the year shown on each panel.
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slice experiments for 1860, 2000, and 2090 under the four
RCPs. The globally averaged nitrate AOD at 0.55 mm
shows an increasing trend in the historical period, from
0.001 in 1860 to 0.007 in 2000. Nitrate AOD thus increases
from being one tenth to one quarter of sulphate AOD. The
nitrate AOD follows the evolution of the nitrate burden,
discussed in section 3.2, and is similarly controlled by the
relative evolution of SO2 and NH3 emissions. In scenarios
where NH3 emissions increase strongly while SO2 emis-
sions decrease, namely, RCP3‐PD and RCP8.5, nitrate
AOD reaches its largest values at 0.010 and 0.009,
respectively, compared to sulphate AODs of 0.011 and
0.015, respectively. In RCP6.0, where NH3 emissions level
off in 2060 after a strong increase since 2010, nitrate AOD
is 0.007, half the sulphate AOD. RCP4.5 is associated with
the lowest nitrate AOD in 2090, at 0.005, with sulphate at
0.013, because NH3 emissions do not increase in the 21st
century according to that scenario.
[30] Emissions not only change on a global mean, but their

geographic location also changes. Consequently, a change in
the pattern of total AOD can be expected. Figure 9 shows
5 year mean distributions of total aerosol optical depth at
0.55 mm at selected times in the HadGEM2‐ES CMIP5

simulations, where nitrate aerosols are not included. In 1860,
total AOD is dominated by natural aerosols, mineral dust and
sea salt, with a significant biomass burning contribution in
southeastern United States. This picture has changed sig-
nificantly by 1950, where North America, Europe and the
North Atlantic are now associated with large optical depths.
By 1980, these have increased further, especially in eastern
Europe. AODs in South America and central Africa also
increase with increasing biomass burning activity. In 2000,
North American and European AODs have strongly
decreased as the bulk of industrial emissions and the AOD
they cause have moved to Asia. In 2090, simulations using
different RCPs agree that the total AOD over North Hemi-
sphere continents is low. The global pattern resembles that of
the 1860s, with mineral dust and sea salt once again domi-
nating the total AOD distribution.

3.4. Evolution of Aerosol Residence Times

[31] Aerosol residence times are expected to change as the
efficiency of aerosol sinks changes with atmospheric stability
and precipitation rates. Figure 10 (top) shows time series of
aerosol residence times for transported species, therefore
excluding sea‐salt and biogenic aerosols. The residence time

Figure 7. Time series of global and annual averaged total and component aerosol optical depth at
0.55 mm in HadGEM2‐ES CMIP5 simulations. The control simulation is shown as a dashed black
line, the historical simulation is shown as a solid black line, and the four RCP simulations are shown
in color. Note that the y axis scale varies for each component and has been magnified by a factor 103

for black carbon, organic carbon, and biogenic aerosols.
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of mineral dust is also not shown as it remains fairly constant
throughout the 1860–2100 period in all simulations, at 1.8–
2.0 days. Sulphate residence times start by decreasing,
reaching a minimum of 3 days in the 1960s, before increasing
again to more than 4 days at the end of the 21st century. The
residence times of FFOC and biomass burning aerosols gains
up to 3 days over the period 1860–2100. FFBC aerosols first
experience a decrease in residence time, losing 2 days in 2000
compared to 1860. Its residence time then increases again in

the 21st century under all scenarios, although the increase in
RCP6.0 is slow. Nitrate time series are again not available but
its residence time can be obtained from time slice experi-
ments. It increases from 2.3 days in 1860 to 3.1 days in 2000.
In 2090, nitrate residence time has increased again, to 4.4
days in RCP3‐PD, 3.5 days in RCP4.5, 3.8 days in RCP6.0,
and 4.1 days in RCP8.5. Consequently, aerosols have longer
residence time in 2090 than in 2000. Considering that global
warming increases the globally averaged total precipitation

Figure 8. (left) Sea‐salt optical depth at 0.55 mm, (middle) sea ice fraction, and (right) 10 m wind speed
(m s−1) in HadGEM2‐ES. The first row shows distributions simulated for the year 2000. The second to
fifth rows show changes between 2000 and 2090 in the four RCP simulations.
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rate in HadGEM2‐ES, from 3.1 mm d−1 in 2000 to 3.2–
3.3 mm d−1 in 2090 depending on the scenario, an increase in
aerosol residence time might not be expected. Moreover, the
globally averaged precipitation rate weighted by sulphate
aerosol burden is 3.1 mm d−1 in 2000 and 4.0–4.2 mm d−1 in
2090 depending on scenario, suggesting that it is not the shift
in the locations of sulphate aerosol and/or rainfall that is
responsible for the increased residence time.
[32] Wet deposition by large‐scale precipitation represents

64% of sulphate total deposition, 55% for FFOC and bio-
mass burning aerosols, 82% for nitrate and is therefore the
dominant removal process for those species. For FFBC, the
dominant process is wet deposition by convective precipi-
tation, which represents 55% of the total deposition flux.
These percentages change as climate changes: typically,

removal by large‐scale precipitation decreases by less than
10% to the benefit of removal by convective precipitation
and dry deposition. A good measure of the strength of
removal by large‐scale precipitation is the fraction of total
aerosol mass which lies in the dissolved mode, hereafter
termed dissolved fraction. In HadGEM2‐ES, mass transfer
to and from the dissolved mode is mostly controlled by the
cloud fraction, as described in Appendix A. Time series of
dissolved fraction are shown in Figure 10 (bottom). For all
species except FFBC, residence time and dissolved fraction
follow opposite trends: when dissolved fraction decreases,
residence time increases and vice versa. For FFBC, the most
efficient removal process is convective precipitation, which
is unrelated to the dissolved fraction and more difficult to

Figure 9. Five year mean distributions of total aerosol optical depth at 0.55 mm in HadGEM2‐ES simu-
lations. The 5 years are centered on the year shown on each panel.
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diagnose. Changes in dissolved fraction however explain
part of the change in FFBC residence time.
[33] Residence times therefore increase in the 21st century

because wet deposition rates by large‐scale precipitation
decrease. This result is opposite to that by Racherla and
Adams [2006] and Liao et al. [2009], who find increased
wet deposition rates. Time series of cloud cover in the CMIP5
simulations are shown in Figure 11 (top). They show a
decrease in cloud cover over the 21st century with increasing
global near‐surface temperatures. There are thus fewer clouds
for aerosols to interact with. In addition, Figure 11 shows
vertical cross sections of changes in aerosol and cloud water
concentrations in time slice simulations initialized with 1860
or 2090 RCP8.5 climate. Both simulations use RCP8.5
aerosol and chemistry emissions for 2090: differences are
therefore due to climate change alone. Other RCPs would
show the same qualitative results but RCP8.5 maximize the
effect as it is associated with the largest climate change.
Cloud water concentrations decrease throughout the lower-
most 7 km of the atmosphere between 50°N and 50°S, where
most aerosols are located, and increase at higher latitudes,
again suggesting that aerosols and low‐ and middle‐level
clouds are less likely to be colocated in the future. As cloud
feedbacks differ among climate models, especially for low
clouds [Bony et al., 2006], a model that simulates an increase

in low clouds with global warming should see a decrease in
aerosol residence time, opposite to the result presented in this
study. In HadGEM2‐ES, the less efficient removal processes
in a warmer world increase the aerosol concentrations
throughout the troposphere, except for FFBC and nitrate. The
cross section for FFBC shows decreases aloft and increases
near the surface. The nitrate cross section shows a dipole
pattern where concentrations increase above 5 km and
decrease below. This is due to the temperature‐dependent
formation of nitrate which favors colder temperature and
occurs higher in a warmer world. In addition, the oxidation of
sulphur dioxide to form sulphate aerosols is also favored by
climate change, at the expense of nitrate formation, as dis-
cussed in section 4.

4. Aerosol Radiative Forcing

[34] Forster et al. [2007, p. 133] define radiative forcing as
“the change in net irradiance at the tropopause after allowing
for stratospheric temperatures to readjust to radiative equi-
librium, but with surface and tropospheric temperatures and
state held fixed at the unperturbed values.” Here, strato-
spheric adjustment is neglected as tropospheric aerosols do
not affect stratospheric temperatures significantly. For tro-
pospheric aerosols in HadGEM2‐ES, forcing is diagnosed by

Figure 10. (top) Time series of globally and annually averaged aerosol residence times (days) for trans-
ported aerosol species in HadGEM2‐ES CMIP5 simulations. (bottom) Time series of fraction of dissolved
mass to total mass. Lines are as in Figure 7.
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calling the radiation scheme twice, with aerosol radiative
effects included in the first call and not included in the sec-
ond call, which is used to advance the model into its next
time step. This configuration provides the aerosol forcing
with respect to an atmosphere containing no aerosols. The
aerosol forcing exerted by changes in aerosol concentrations
since 1860 is then obtained by taking the difference with a
parallel simulation where aerosol emissions are set to rep-

resent 1860. In double‐call simulations, meteorology
remains the same independent of the aerosols included in the
simulation. As emissions of mineral dust and sea salt derive
directly from the simulated meteorology, these aerosols will
be the same in all double‐call simulations and thus exert no
radiative forcing by construction. Consequently, the change
in total AOD between the simulated year and 1860 is only
due to sulphate, carbonaceous, and nitrate aerosols and is

Figure 11. (top) Time series of globally and annually averaged cloud fraction in HadGEM2‐ES CMIP5
simulations. Lines are as in Figure 7. (bottom) Vertical cross sections of change in aerosol concentrations
(mg m−3) and cloud water concentration (mg m−3) in simulations with 1860 and 2090 RCP8.5 climate
sharing the same aerosol emissions. For aerosol panels, note the logarithmic color scale.
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termed anthropogenic AOD. In addition, direct and first
indirect radiative forcing are the only aerosol effects that can
be diagnosed in that way. Semidirect and second indirect
radiative forcings imply modifications to clouds which pre-
vents the tropospheric state from being held fixed. Quanti-
fying those forcings uses different methods, not comparable
quantitatively to the aerosol forcing as defined above
[Lohmann et al., 2010]. Hereafter, aerosol radiative forcing
refers to the sum of direct and first indirect effects. Finally,
coupling between aerosols and chemistry represents a chal-
lenge for double‐call simulations. Aerosols modify directly
or indirectly the concentrations of radiatively active chemical
species, such as methane and ozone. This process is not
considered to be part of the aerosol forcing, yet a realistic
representation of aerosols requires accounting for it. In
HadGEM2‐ES, this issue is resolved by using two inde-
pendent sets of mass mixing ratios for methane and ozone:
actual concentrations are used in the chemistry module,
while the radiation scheme uses prescribed values.
[35] Double‐call simulations are 5 years long and are an

opportunity to add nitrate to HadGEM2‐ES and investigate
its role in the magnitude and evolution of aerosol forcing, by
comparing simulations with and without nitrate aerosols. In
order to keep the number of double‐call simulations rea-
sonably low, simulations are made for 1860, 1950, 1980,
2000 for historical emissions, and 2030 and 2090 for RCP
emissions. Double‐call simulations use the climate simu-
lated for the year 1860 as suggested by the definition of
radiative forcing given above. The forcing is therefore
purely a function of changes in aerosol emissions and pro-
duction. However, it is also interesting to look at the impact
of climate change on the forcing, and results from double‐
call simulations using 2090 climate are also discussed. In
the following, forcing is given as the sum of both shortwave
and longwave forcings. Longwave forcing remains in the
range 0.01–0.08 W m−2, with smaller values found at the top
of the atmosphere (TOA) in all‐sky conditions and larger
values at the surface in clear‐sky, or cloud‐free, conditions.
Consequently, the shortwave forcing dominates the net
signal.

4.1. Forcing Diagnosed With Respect to 1860 Climate

[36] Figure 12 shows distributions of anthropogenic AOD,
as defined above, and all‐sky direct and first indirect aerosol
forcing at the TOA in 2000 and 2090 for RCP4.5 relative to
1860, with and without nitrate, and differences due to nitrate.
All RCPs share similar forcing patterns in 2090. In 2000, the
anthropogenic AOD is large over Western industrialized
countries, Asia, and biomass burning regions of Africa and
South America. Regions where biomass burning emissions
are larger in 1860 than 2000 appear as regions of negative
anthropogenic AODs, such as the southeastern United States
and small areas in South America. Nitrate contributes 23%
of the anthropogenic AOD in 2000 and is located in Europe,
India, China, and central United States, in agreement with
the distribution of nitrate burden shown in Figure 6. Aerosol
forcing follows the distribution of the anthropogenic AOD
but is also strong over ocean as maritime clouds are more
susceptible to the first indirect effect than continental clouds.
In 2090, anthropogenic AOD is much reduced, with large
positive values in central Africa only, and negative values
over a large fraction of the Northern Hemisphere and South

America in simulations without nitrate aerosols. Negative
values correspond to areas where aerosol burden is larger in
1860 than in 2090 because of extreme reductions in most
aerosol and aerosol precursor emissions between those two
years. As a consequence, aerosol forcing is weak in 2090.
The addition of nitrate adds optical depth in 2090 and this
species now represents 56% of the anthropogenic AOD.
Nitrate switches the forcing back to negative values, except
where biomass burning aerosols used to dominate 1860
concentrations such as in the Southeastern United States.
[37] Time series of globally averaged anthropogenic AOD

and TOA forcing are shown in Figure 13 for all‐sky and
clear‐sky conditions, with and without nitrate. The impact of
nitrate aerosols is made clearer by also showing ratios of
nitrate to no‐nitrate values. The main features of these time
series are the peak values achieved in 2000–2030, and the
impact of nitrate which maintains the aerosol forcing at
stronger values throughout the 21st century. Without nitrate
in 2000, the all‐sky direct forcing is −0.16 ± 0.01 W m−2 and
total forcing (direct and first indirect) is −1.45 ± 0.03 W m−2.
Including nitrate makes those forcings stronger, at −0.28 ±
0.01 and −1.62 ± 0.03 W m−2, respectively. Numbers fol-
lowing plus and minus signs measure the year‐to‐year var-
iability within 5 year simulations and reflect the small
changes in forcing due to yearly variations in aerosols and
clouds. Both direct forcing estimates are within the large
range of −0.50 ± 0.40 W m−2 given by the Fourth Assess-
ment Report of the IPCC [Forster et al., 2007]. Estimates
including nitrate come closer to observationally based esti-
mates [Bellouin et al., 2008], which have always included
nitrate aerosols implicitly since they use total aerosol
retrievals. The first indirect forcing in HadGEM2‐ES, which
can be diagnosed to the first order as the difference between
total and direct forcing, is −1.3 W m−2. This value is outside
the 90% confidence range of −1.1 to +0.4 Wm−2 reported by
Forster et al. [2007]. The first indirect effect parameteriza-
tion used in HadGEM2‐ES [Jones et al., 2001] might
overestimate that effect by considering aerosols as externally
mixed, whereas aerosols are internally mixed to some extent.
By comparing with satellite retrievals, Quaas et al. [2009]
suggest that HadGEM2 is among the climate models that
overestimate the increase in cloud droplet number concen-
tration with aerosol optical depth and would therefore sim-
ulate too strong a first indirect effect.
[38] The results above suggest that nitrate contributes

−0.12 W m−2 to the aerosol direct forcing in 2000. This
estimate is in the middle of the range 0 to −0.2 W m−2

obtained by previous studies cited in the introduction. It also
corresponds well to the evaluation of −0.10 ± 0.10 W m−2

made by Forster et al. [2007]. Including the first indirect
forcing, nitrate contributes −0.17 W m−2 to the present‐day
aerosol forcing. Nitrate appears to have had a relatively
small impact in the 20th century, enhancing the anthropo-
genic AOD and aerosol forcing by less than 20% in 1950,
1980, and 2000. Without nitrate, the rate of increase in
anthropogenic AOD is 0.003 per decade between 1950 and
2000. Adding nitrate increases that rate by a third to 0.004
per decade. The rate of decrease in anthropogenic AOD
between 2000 and 2090 is 0.004 per decade. Adding nitrate
does not modify that rate but makes the decrease start from a
higher level.
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[39] As stated above, nitrate forcing is close to −0.2 Wm−2

in 2000. By 2090, it has increased to −0.6, −0.4, −0.5, and
−0.7 W m−2 for RCP3‐PD, RCP4.5, RCP6.0, and RCP8.5,
respectively, making it the single most important aerosol
forcing agent of that time. Variations in the impact of nitrate
between RCPs stem from aerosol emission time series.
Nitrate has the largest impact in RCP3‐PD because this
scenario yields the largest decrease in SO2 emissions with a
strong increase in NH3 emissions. RCP8.5 comes next as it
provides the strongest increase in NH3 emissions with a

strong decrease in SO2 emissions. This scenario yields the
largest nitrate AOD in 2090 at 0.011, and consequently has
the largest nitrate impact on clear‐sky aerosol forcing.
RCP4.5 has the smallest anthropogenic AOD in 2090 of all
scenarios because of the large decrease in biomass burning
emissions. The impact of nitrate is limited as NH3 emissions
remain flat. Finally, RCP6.0 is associated with the weakest
impact of nitrate on anthropogenic AOD and aerosol for-
cings. Nitrate remains an important species in that scenario
however, since NH3 emissions increase and SO2 emissions

Figure 12. Anthropogenic aerosol optical depth at 0.55 mm and direct and first indirect aerosol forcing
with respect to 1860 in all‐sky conditions at the top of the atmosphere in HadGEM2‐ES CMIP5 simula-
tions for 2000 (first and second rows) and 2090 RCP4.5 (third and fourth rows), with nitrate aerosols (left)
excluded or (middle) included and (right) their difference. Forcings are in W m−2 and cover shortwave
and longwave spectra.
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decrease, but its impact is shadowed by the large increase in
biomass burning emissions in RCP6.0. As a summary,
Figure 13 (bottom) shows the ratio of anthropogenic AOD
and radiative forcing when nitrate is included to when it is
excluded. By 2090 nitrate accounts for 50%–70% of the
anthropogenic AOD and the radiative forcing depending on
the RCP. This clearly demonstrates the importance of
including nitrate in future simulations of climate change.
[40] At the surface, the aerosol forcing is typically greater

in absolute magnitude than at the TOA, since increases in
both aerosol scattering and absorption act to decrease
downward shortwave fluxes. Aerosol forcing at the surface is
a contributor to the global dimming and brightening phe-
nomenon, whereby the amount of solar radiation reaching
the surface has decreased between 1950 and 1980 before
recovering partially [Wild, 2009]. Other contributors are
changes in cloud properties and cover, which are in part
related to aerosol indirect effects, and changes in gases
absorbing in the shortwave, especially water vapor. Time
series of aerosol forcing at the surface are shown in Figure 14
and exhibit the same profile as the aerosol forcing at TOA
shown in Figure 13: stronger forcing in the early 21st century
followed by a decrease mitigated by the addition of nitrate
aerosols. The impact of nitrate at TOA and surface is

comparable, making the surface forcing stronger by a factor
2 to 3 depending on the scenario.

4.2. Forcing Diagnosed With Respect to 2090 Climate

[41] Aerosol forcing as computed above gives the pertur-
bation of radiative fluxes to which the climate system
responds. It is only due to changes in aerosol primary and
precursor emissions. It does not measure the contribution of
aerosols to changes in radiative fluxes, as climate change also
impacts aerosols by modifying their residence time and
chemical oxidants. To assess this impact, 5 year double‐call
simulations are performed for each RCP starting with a 2090
climate, using 1860 or 2090 aerosol and chemistry emissions,
with andwithout nitrate. Since results are qualitatively similar
in all RCPs, Table 2 shows results for RCP8.5 only. Without
nitrate, anthropogenic AOD increases by 14% when 2090
climate is used, without much impact on aerosol forcing.
With nitrate, anthropogenic AOD decreases by 6% and
aerosol forcing decreases by 20%. Furthermore, in simula-
tions including nitrate, the composition of anthropogenic
AOD changes significantly. Using an 1860 climate, sulphate
represents 20% of the 2090 anthropogenic AOD and nitrate
represents 67%. Using a 2090 climate, the values are 27% and
58%, respectively: nitrate aerosols have decreased while

Figure 13. (top) Anthropogenic aerosol optical depth at 0.55 mm and aerosol radiative forcing at the top
of the atmosphere in HadGEM2‐ES CMIP5 simulations. Solid lines include nitrate aerosols, and dashed
lines do not. Aerosol forcing is the sum of direct and first indirect forcings in shortwave and longwave
spectra. (bottom) Nitrate to no‐nitrate ratio in corresponding plots in Figure 13 (top).
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sulphate aerosols have increased. Since nitrate aerosols are
more optically efficient than sulphate aerosols (see extinction
coefficients in Table A1), moving mass from nitrate to sul-
phate results in decreased direct forcing and the 20% drop in
aerosol forcing shown in Table 2.
[42] The effect of climate change on aerosols is investi-

gated further by fixing aerosol and chemistry emissions at
2090 levels in simulations initialized from either a 1860 or
2090 climate: all changes are then due to climate change
alone. Globally and annually averaged aerosol burdens in
those 5 year simulations are shown in Table 3. Carbona-
ceous aerosols do not depend on atmospheric chemistry in
HadGEM2‐ES and are analyzed first. Their burdens increase
in all scenarios, with larger increases as global temperature
increases more. The burden of the fossil fuel component
increases by 3%–12%, and the biomass burning component
increases by 8%–27%. The increase in aerosol residence time
discussed in section 3.4 explains those increases in burden
induced by climate change. Sulphate aerosol burden
increases in the same fashion, by 6%–22%. Residence time is
only one cause for that increase: changes in atmospheric
chemistry also impact sulphate aerosols. This is particularly
apparent when looking at nitrate aerosols. In contrast to the
other species, nitrate aerosol burdens are decreasing with
increasing globally averaged temperature, by up to 20%.

These changes must be caused by changes in atmospheric
chemistry.
[43] In HadGEM2‐ES the competition between sulphate

and nitrate stems from the amount of oxidation experienced
by SO2. When SO2 is oxidized into sulphate efficiently, the
latter depletes NH3 when forming ammonium sulphate and
prevents ammonium nitrate from being formed. Figure 15
shows CMIP5 time series of burdens of chemical species
involved in the oxidation of SO2 in HadGEM2‐ES. Note
that changes in oxidant burdens are not driven by aerosol
formation, as it only represents a small sink. For example, the
low burdens of the hydroxyl radical (OH) experienced during

Table 2. Change in Anthropogenic Aerosol Optical Depth
(DAAOD) at 0.55 mm and All‐Sky Shortwave and Longwave
Direct and First Indirect Aerosol Forcing at the Top of the
Atmosphere DF in 2090 Under RCP8.5, With and Without Nitrate
Aerosolsa

RCP8.5 2090

DAAOD DF (W m−2)

PI CC PI CC

Without nitrate +0.006 +0.007 −0.34 −0.32
With nitrate +0.017 +0.016 −1.03 −0.83
Ratiob 2.83 2.29 3.03 2.60

aPI and CC show results for an 1860 and 2090 climate, respectively.
bRatio of nitrate to no‐nitrate values.

Figure 14. As in Figure 13 but for aerosol forcing at the surface.
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1950–2030 are due to reactions with methane and carbon
monoxide, rather than depletion by aerosols. As oxidant
burdens are larger in 2090 than in 1860, it would seem at first
that SO2 has more potential to be oxidized in 2090 than in
1860, thus explaining the preferential formation of sulphate

aerosols over nitrate aerosols. However, time slices using
2090 aerosol emissions also use 2090 chemistry emissions:
those oxidants which have their concentration driven by
emissions will therefore have high burdens anyway, inde-
pendent of simulated climate. To disentangle the effects of

Figure 15. Time series of global and annual averaged burdens (mg m−2) of chemical species involved in
the oxidation of sulphur dioxide and dimethyl sulphide in HadGEM2‐ES CMIP5 simulations. Historical
simulation is shown in black, and the four RCP simulations are shown in color.

Table 3. Global, Annual Averaged Burden of Sulphate, Fossil Fuel Black and Organic Carbon, Biomass Burning, and Nitrate Aerosols
and Sulphur Cycle Oxidants OH, HO2, Tropospheric O3, and H2O2 Using CMIP5 Aerosol and Chemistry Emissions for 2090 in a 1860
(PI) or 2090 (CC) Climate

RCP

Sulphate (mg [S] m−2) OH (mg m−2)

PI CC Percentage Change PI CC Percentage Change

RCP3‐PD 0.48 0.51 +6.0% 3.65 × 10−3 3.71 × 10−3 +1.6%
RCP4.5 0.54 0.60 +12.8% 3.66 × 10−3 3.69 × 10−3 +0.9%
RCP6.0 0.51 0.58 +15.5% 3.62 × 10−3 3.61 × 10−3 −0.3%
RCP8.5 0.55 0.67 +22.1% 3.65 × 10−3 3.56 × 10−3 −2.5%

RCP

FFBC and FFOC (mg [C]m−2) HO2 (mg m−2)

PI CC Percentage Change PI CC Percentage Change

RCP3‐PD 0.30 0.31 +3.3% 3.58 × 10−2 3.74 × 10−2 +4.5%
RCP4.5 0.32 0.34 +4.7% 3.67 × 10−2 3.96 × 10−2 +7.9%
RCP6.0 0.22 0.24 +7.7% 3.93 × 10−2 4.29 × 10−2 +9.0%
RCP8.5 0.48 0.54 +11.6% 4.51 × 10−2 5.26 × 10−2 +16.6%

RCP

Biomass Burning (mg [C] m−2) Tropospheric O3 (mg m−2)

PI CC Percentage Change PI CC Percentage Change

RCP3‐PD 1.46 1.56 +7.6% 469.47 483.34 +3.0%
RCP4.5 1.17 1.35 +14.6% 517.09 537.35 +3.9%
RCP6.0 1.95 2.28 +16.8% 513.00 536.46 +4.6%
RCP8.5 1.25 1.58 +26.6% 631.27 659.27 +4.4%

RCP

Nitrate (mg [N] m−2) H2O2 (mg m−2)

PI CC Percentage Change PI CC Percentage Change

RCP3‐PD 0.28 0.25 −11.0% 3.32 3.58 +7.8%
RCP4.5 0.16 0.13 −15.4% 3.47 3.95 +13.8%
RCP6.0 0.22 0.18 −17.3% 4.04 4.65 +15.1%
RCP8.5 0.30 0.23 −21.1% 5.28 6.83 +29.4%
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emissions and temperature on oxidants, the simulations with
aerosol and chemistry emissions fixed at 2090 levels, ini-
tialized from either a 1860 or 2090 climate, are analyzed
further. Burdens of sulphur cycle oxidants in those simula-
tions are shown in Table 3. Emissions being fixed, increased
atmospheric temperatures decrease the burden of OH but
increases the burden of the other oxidants. The increase in
ozone burden goes against the expectation of faster ozone
removal in a warmer world, mostly because of chemical
destruction into OH when reacting with increased water
vapor content [Stevenson et al., 2006]. Liao et al. [2009]
simulate a 15% decrease in ozone burden between simula-
tions driven with present‐day and 2100 climate. However,
they do not account for increases in stratosphere‐troposphere
exchange with global warming [Butchart et al., 2006].
Results shown in Table 3 suggest that in HadGEM2‐ES
additional ozone input from the stratosphere more than
compensates for the enhanced destruction of ozone in the
troposphere. Stevenson et al. [2006] show that the existence
and strength of such a compensation is model dependent. As
75% of total oxidation of SO2 happens in the aqueous phase
with ozone and hydrogen peroxide, the increase in their
burdens simulated in HadGEM2‐ES means that SO2 is oxi-
dized more efficiently in the warmer 2090 climate than in the
colder 1860 climate. Less ammonia remains available after
ammonium sulphate formation to form ammonium nitrate,
thus decreasing the impact of nitrate on anthropogenic AOD
and forcing.

4.3. Fossil Fuel Black Carbon

[44] The direct forcing of FFBC at the TOA in
HadGEM2‐ES is +0.2 W m−2 in all‐sky and +0.1 W m−2 in
clear‐sky conditions, suggesting a significant positive forc-
ing from FFBC aerosols overlying clouds. At the surface, the
all‐sky and clear‐sky estimates are −0.3 and −0.4 W m−2,

respectively. HadGEM2‐ES does not include the darkening
of snow and ice surfaces by black carbon deposition
[Flanner et al., 2007], which is regulated by changes in black
carbon deposition in glaciated regions and changes in snow
and ice area. Figure 16 shows time series of deposition rates
of FFBC over the D4 drilling site in western central Green-
land (71.4°N, 44.0°W) and in the Arctic, the Alps, and the
Himalayas. These time series are mainly driven by time
series of FFBC emissions shown in Figure 1. For the time
series at the D4 site, Figure 16 also shows BC deposition
fluxes calculated from ice core measurements of BC con-
centration in ice taken at the same location [McConnell
et al., 2007; McConnell, 2010]. Measurements are repre-
sented by a 10 year running mean to remove the year‐to‐year
variability that cannot be reproduced from the decadal data
sets of CMIP5 emissions. Measurements are for total BC, but
McConnell et al. [2007] demonstrate that trends in total BC
are due to the fossil fuel component. Observed and modeled
trends are in good agreement. BC deposition increases
threefold from 1860, peaks in the period 1900–1920, then
decreases strongly until 2100 in the model under all RCPs.
Deposition after 2030–2050 is smaller than in 1860. Com-
pared to observations, the model overestimates BC deposi-
tion fluxes by a factor 1.6 over the period 1850–2000, and a
factor 2 for 1960–2000. The long residence time of FFBC in
HadGEM2‐ES causes the overestimation. The decrease in
FFBC deposition in the Arctic only starts in the 1980s.
Differences in the shape of Arctic and D4 time series suggest
that different regions of the Arctic are influenced by different
emitting regions, as expected from atmospheric transport
[Reddy and Boucher, 2007]. Modeled time series for the
Alps follow the trend simulated for Greenland. The strength
of the FFBC darkening of snow in the Arctic and the Alps is
therefore expected to have reached its peak in the 20th

Figure 16. Deposition flux of fossil fuel black carbon (in mg [C] m−2 yr−1 or g [C] m−2 yr−1) over the D4
site (western central Greenland), the Arctic, Alps, and Himalayas. The control simulation is shown as a
dashed black line, the historical simulation is shown as a solid black line, and the four RCP simulations
are shown in color. For the D4 site, the 10 year running mean of black carbon deposition flux from ice
core measurements by McConnell et al. [2007] is shown as a solid purple line.
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century and will decrease to levels below 1860 in the mid‐
21st century.
[45] The Himalayas, mainly affected by South Asian

emissions, show a different time series. Black carbon
depositions have remained small until 1950 and have then
increased rapidly to peak at up to 7 times 1860 levels in
2000–2030 depending on scenario. In spite of large decrea-
ses in the 21st century, deposition rates in 2100 remain larger
than in 1860 and, for the RCP8.5 scenario, larger than in
2000. The snow darkening effect in the Himalayas may not
have yet reached its maximum strength and may persist well
into the 21st century.

5. Conclusion

[46] The CMIP5 simulations performed with HadGEM2‐
ES present the opportunity to revisit the estimates of aerosol
forcing using a state‐of‐the‐art Earth system model with
updated aerosol and chemistry emissions. Anthropogenic
aerosols typically follow the time series of their prescribed
CMIP5 emissions, increasing rapidly from 1950, peaking in
the period 1980–2020, and decreasing for the remainder of
the 21st century. The direct and first indirect forcings at the
TOA and surface follow similar trends. Knowing which
RCP scenario better represents future aerosol emissions will
therefore be of key importance. At first glance, these find-
ings could be interpreted in favor of representing aerosols in
climate models as fixed climatologies, scaled with emission
changes. Although this approach is not without merit, this
study has presented two‐way aerosol‐climate interactions
which can only be represented with interactive aerosols. The
simulated climate affects aerosols even in the absence of
emission changes: sulphate and nitrate burdens and forcings
depend on climate through changes in the oxidizing prop-
erties of the atmosphere; aerosol residence times react to
changes in clouds; sea salt increases as sea ice extent gets
smaller. Both emission and climate‐induced changes will in
turn affect climate by modulating the strength of the aerosol
forcing.
[47] The inclusion of ammonium nitrate aerosols does not

increase aerosol forcing much before 2000, but mitigates its
decrease in the 21st century, with the aerosol forcing
remaining above 1950 levels in 2090. Nitrate becomes an
important aerosol species in Europe and Asia, contributing
up to two thirds of the globally averaged anthropogenic
optical depth in 2090. Indeed, many recent measurements
studies in urban environment have shown that nitrate already
dominates aerosol mass [Jimenez et al., 2009; Haywood
et al., 2008]. The impact of nitrate in 2090 depends on
the relative variations in sulphur dioxide and ammonia
emissions, and is maximized by large decreases in sulphur
dioxide emissions and large increases in ammonia emissions.
However, temperature‐driven increases in sulphur cycle
oxidants, especially hydrogen peroxide and ozone, lessen the
impact of decreases in sulphur dioxide emissions by allowing
more sulphate aerosols to be formed. In addition to the
importance of including nitrate aerosols in future projections
of climate change, large nitrate concentrations have regional
air quality implications. Current air quality policies target
sectors that emit sulphur dioxide, such as energy generation
and transport. The emphasis may need to move to sectors
emitting ammonia, such as agriculture. The RCP scenarios

are the products of independent models and three out of the
four scenarios simulate an increase in ammonia emissions
linked to agriculture. Changes in nitrogen deposition can also
benefit or impair ecosystem productivity, depending on the
initial balance of nutrients [Galloway et al., 2004].
[48] Modeled aerosol residence times increase in the future,

against the expectation of a more efficient wet removal by
increased precipitation. Simulated decreases in cloud water
concentrations between 50°N and 50°S lessen the likelihood
of colocation between aerosols and clouds, which leads to a
suppression of wet removal processes by climate change.
[49] Finally, deposition rates of FFBC aerosols onto snow

and ice surfaces vary throughout the 1860–2100 period
depending on the region considered. The Arctic, Greenland,
and the Alps have experienced peak rates during the 20th
century and rates have been decreasing since at least 1980.
In the Himalayas, HadGEM2‐ES simulations suggest that
deposition rates keep increasing until 2030. The associated
forcing due to snow darkening is not represented in the
model but may remain strong in the Himalayas for the next
forty years.
[50] This paper presented general results from the CMIP5

simulations, but more targeted analyses are ongoing, from
quantifying feedbacks involving mineral dust and DMS to
assessing the importance of aerosols in the surface energy
budget. It will be interesting to see how these results will
change with the inclusion of a new generation modal aerosol
scheme in HadGEM3. The UKCA‐MODE model simulates
not only aerosol mass, but also aerosol number [Mann et al.,
2010]. Processes that affect aerosol mass without affecting
aerosol number, and the other way around, can therefore be
properly represented. This is important when representing
nucleation, and simulating cloud condensation nuclei and
aerosol indirect effects [Merikanto et al., 2009].

Appendix A: Aerosol Schemes in HadGEM2

[51] The aerosol module of HadGEM2 is called the Cou-
pled Large‐scale Aerosol Simulator for Studies In Climate
(CLASSIC). It contains numerical representations for up to
eight tropospheric aerosol species: ammonium sulphate,
mineral dust, sea salt, fossil fuel black carbon, fossil fuel
organic carbon, biomass burning aerosols, secondary organic
(also called biogenic), and ammonium nitrate aerosols.
Although each species is associated with a dedicated scheme,
some aspects are shared. Emissions or chemical production
of mineral dust, sea salt, and nitrate aerosols are interactive,
as described below. Emissions for the other species or their
precursors are from CMIP5 data sets. Transported species
experience boundary layer and convective mixing and are
removed by dry and wet deposition. Wet deposition by large‐
scale precipitation is corrected for reevaporation of precipi-
tation: tracer mass is transferred from a dissolved mode to
an accumulation mode in proportion of reevaporated pre-
cipitation. For convective precipitation, accumulation mode
aerosols are removed in proportion to the simulated con-
vective mass flux.
[52] Ammonium sulphate aerosols are part of the inter-

active sulphur cycle of HadGEM2‐ES, as described by
Jones et al. [2001] and Roberts and Jones [2004]. The cycle
starts with emissions of sulphur dioxide (SO2) and dimethyl
sulphide (DMS), the latter being provided by the ocean
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biogeochemistry module which simulates plankton con-
centrations interactively. SO2 and DMS are prognostic tra-
cers of the atmosphere model and are oxidized into sulphate
(SO4

=) by the hydroxyl radical (OH), hydrogen peroxide
(H2O2), the peroxide radical (HO2) and ozone (O3). The
UKCA tropospheric chemistry model (O’Connor et al.,
manuscript in preparation, 2011), called every time step of
the atmosphere model, provides the interactive concentra-
tions of these oxidants. A short description of the chemistry
model is given below. Wet oxidation by ozone is the dom-
inant pathway, representing 50% of total oxidation, with dry
oxidation by OH and wet oxidation by H2O2 sharing equally
the other half. SO4

= is represented by three prognostic tracers,
representing the Aitken and accumulation modes, and a
mode for sulphate dissolved in cloud droplets. Mass is
exchanged between those modes by nucleation (accumula-
tion to dissolved mode), evaporation and reevaporation
(dissolved to accumulation mode), coagulation and mode
merging (Aitken to accumulation mode), and diffusion
(Aitken to dissolved mode). Nucleation and diffusion are
described by Jones et al. [2001] and are applied to all hygro-
scopic HadGEM2 aerosol species. Nucleation of accumu-
lation mode aerosols into the dissolved mode is assumed to
happen quickly compared to the model time step, so accu-
mulation mode aerosols in the cloudy part of the grid box
instantaneously enter the dissolved mode and, conversely,
dissolved mode aerosols are instantaneously converted into
accumulation mode aerosols in the cloud‐free part of the
grid box. Cloud fraction is therefore the controlling param-
eter of that process. Diffusion of Aitken mode aerosols is
slower and is computed from the cloud liquid water content,
cloud droplet number concentration, and a fixed diffusion
coefficient [Jones et al., 2001]. The model also includes a
parameterization of the condensation of sulphuric acid
(H2SO4) onto Aitken and accumulation modes. Both mode
merging and condensation of H2SO4 are recent additions to
the sulphur cycle, described by Bellouin et al. [2007].
Finally, the scheme does not partition sulphate into sulphuric
acid and ammonium sulphate: sulphate mass is assumed to
be fully in the form of ammonium sulphate.
[53] Mineral dust aerosol modeling is described by

Woodward [2001], with revisions described by Bellouin
et al. [2007]. Emissions are computed interactively and
depend on vegetation fraction, soil roughness length and
moisture, and near‐surface wind speeds. The horizontal flux
is calculated for nine size bins covering particle radii from
0.0316 to 1000 mm. The vertical flux into the atmosphere is
then obtained from the horizontal flux using equation (1) of
Woodward [2001] and partitioned across six size bins,
covering radii from 0.0316 to 31.6 mm. These six size bins
are then transported and experience deposition through
gravitational settling, turbulent mixing, and below‐cloud
scavenging.
[54] The sea‐salt aerosol scheme is described by Jones

et al. [2001] and is a diagnostic scheme: its number con-
centration is computed over open ocean grid boxes at each
time step depending on the instantaneous near‐surface wind
speed. Sea‐salt aerosols are not transported nor deposited.
[55] The fossil fuel black carbon (FFBC) aerosol scheme

is described by Roberts and Jones [2004]. It involves three
prognostic tracers representing fresh, aged, and in‐cloud
modes. Ageing is represented as an exponential decay with

an e‐folding rate of 1 day. FFBC aerosols are assumed to be
hydrophobic and do not exert indirect effects. They are
assumed to be interstitial within clouds and as such expe-
rience wet deposition after diffusional capture by cloud
droplets as described in the appendix of Roberts and Jones
[2004].
[56] The biomass burning aerosol scheme is described by

Davison et al. [2004] with improvements described by
Bellouin et al. [2007]. In contrast to most existing aerosol
modules, which simulate biomass burning black carbon
independently from biomass burning organic carbon,
CLASSIC uses biomass burning tracers representing the sum
of these two components. Biomass burning aerosol mass is
distributed over three modes: fresh, aged, and dissolved in
cloud droplets. Mass is emitted into the fresh mode and later
converted into a hygroscopic aged mode with a short
e‐folding time scale of 6 h [Abel et al., 2003]. Upon ageing,
biomass burning mass is increased by a factor of 1.62 to
represent condensation of volatile organic compounds. This
factor is chosen to decrease the mass fraction of black carbon
from 8.75% in the fresh mode to 5.4% in the aged mode,
following aircraft observations by Abel et al. [2003].
[57] The fossil fuel organic carbon scheme also uses three

tracers, representing the fresh, aged, and dissolved modes.
Ageing from fresh to aged mode is represented as an
exponential decay with a e‐folding time scale of 1 day.
[58] Secondary organic aerosols represent biogenic aero-

sols from terpene emissions by vegetation. This is a cli-
matology of monthly three‐dimensional mass mixing ratios,
taken from the chemistry‐transport model STOCHEM
[Derwent et al., 2003]. The climatology remains the same
for all simulated years.
[59] The nitrate aerosol scheme is a recent addition to

CLASSIC and is described here. Ammonium nitrate,
NH4NO3, derives from the equilibrium reaction

HNO3 gð Þ þ NH3 gð Þ Ð NH4NO3 ðA1Þ

where HNO3 and NH3 are nitric acid and ammonia gases,
respectively. HNO3 concentrations are provided by the UKCA
tropospheric chemistry scheme (O’Connor et al., manuscript
in preparation, 2011), which is summarized below. NH3 is a
variable of the atmosphere model and is depleted upon for-
mation of ammonium sulphate. Formation of ammonium
sulphate therefore takes priority over that of ammonium
nitrate. The reaction between HNO3 and NH3, and the phase
of the resulting nitrate aerosol, depend strongly on relative
humidity and temperature. In CLASSIC, this dependence is
parameterized by computing the dissociation constant,
denoted kp in (molecules per cm3)2, of reaction (A1). The
calculation of kp is different for relative humidities above and
below the temperature‐dependent deliquescence relative
humidity (DRH). First, DRH is computed as

DRH ¼ exp
618:3

T
� 2:551

� �
ðA2Þ

where T is the temperature (K). For relative humidities lower
than DRH, kp depends only on temperature following

kp ¼ T�6:025 exp 118:87� 24084

T

� �
ðA3Þ
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For relative humidities higher than DRH, kp depends on both
temperature and relative humidity, following

kp ¼ p1 � p2 1� RHð Þ þ p3 1� RHð Þ2
h �

� 1� RHð Þ1:75 k1p ðA4Þ

where kp
1 is computed using equation (A3), and p1, p2, and p3

are temperature‐dependent parameters defined as

p1 ¼ T 19:12 exp �135:94þ 8763

T

� �
ðA5Þ

p2 ¼ T 16:22 exp �122:65þ 9969

T

� �
ðA6Þ

p3 ¼ T 24:46 exp �182:61þ 13875

T

� �
ðA7Þ

This formulation is by Mozurkewich [1993] and is currently
used in the European Monitoring and Evaluation Programme
(EMEP) Unified Model (http://www.emep.int/UniDoc). This
parameterization is less expensive than solving explicitly the
thermodynamic equilibrium involved in nitrate formation and
as such fits well the requirements for long integrations of
complex and high‐resolution Earth system models like
HadGEM2‐ES.
[60] Denoting concentrations (molecules per cm3) with

brackets and defining [NH3] and [HNO3] as total con-
centrations of ammonia and nitric acid (both as gas and
combined into ammonium nitrate), respectively, the equi-
librium concentration of ammonium nitrate is computed by
solving the following quadratic equation:

NH4NO3½ � ¼ 1

2
NH3½ � þ HNO3½ � � NH3½ � þ HNO3½ �ð Þ2

hn

�4 NH3½ � HNO3½ � � kp
� ��1

2

o
ðA8Þ

if [NH3][HNO3] > kp,

NH4NO3½ � ¼ 0 ðA9Þ
otherwise, which would correspond to dissociation of
ammonium nitrate if [NH4NO3] was nonzero at the previous
model time step. Finally, concentrations of [NH3] and
[HNO3] are depleted or replenished to account for ammo-
nium nitrate formation or dissociation, respectively. Chem-
ical production of nitrate, as given in equation (A8), goes
into an accumulation mode. Cloud formation transfers some
of the accumulation mode mass into a dissolved mode, and
evaporation and reevaporation transfer mass from the dis-
solved back to the accumulation mode.
[61] As noted above, sulphur cycle oxidants (OH, H2O2,

HO2, and O3) and nitric acid (HNO3) are provided to the
aerosol scheme by the UKCA tropospheric chemistry
model. This model is described in detail by O’Connor et al.
(manuscript in preparation, 2011) and a short summary is
given here. The chemistry model represents the chemistry of
41 chemical species, of which 25 are transported tracers.
The chemical solver is an explicit iterative backward Euler
approach with a chemical time step of 5 min. The model
describes odd oxygen (Ox), nitrogen (NOy), hydrogen (HOx),
and carbon monoxide (CO) chemistry with near‐explicit
treatment of methane (CH4), ethane (C2H6), propane (C3H8),
and acetone (Me2CO) degradation (including formaldehyde
(HCHO), acetaldehyde (MeCHO), peroxy acetyl nitrate
(PAN), and peroxy propionyl nitrate (PPAN)). This chem-
istry is similar to that described by Law et al. [1998]. The
model accounts for 25 photolytic reactions and 96 molec-
ular reactions. HNO3 is generated through the inorganic
chemistry and is destroyed by dry and wet deposition, pho-
tolysis, and reaction with OH. Treatment of heterogeneous
chemistry is not included, thus heterogeneous reactions
between NO3 and N2O5 are not represented. The model is
applied across all layers of the atmosphere models, reaching
39 km. However, to account for missing processes in

Table A1. Parameters Describing Aerosol Components in HadGEM2 and the Resulting Aerosol Optical Propertiesa

Aerosol Component r0 s Density m kext $0

Accumulation sulphate 0.095 1.4 1769 1.53–10−7 i 3.1, 5.8, 182.6 1.00
Aitken sulphate 0.0065 1.3 1769 1.53–10−7 i 0.001, 0.004, 1.1 1.00
FF black carbon 0.04 2.0 1900 1.75–0.44i 5.4 0.41
Sea‐salt film 0.1 1.9 2165 1.55–10−7 i 3.0, 6.9, 101.7 1.00
Sea‐salt jet 1.0 2.0 2165 1.55–10−7 i 0.2, 0.5, 9.7 1.00
Fresh biomass 0.10 1.30 1350 1.55–0.029i 4.2, 4.6, 8.8 0.84, 0.85, 0.92
Aged biomass 0.12 1.30 1350 1.54–0.018i 5.1, 6.9, 16.7 0.91, 0.93, 0.97
Biogenic 0.095 1.50 1300 1.43–0.0i 3.5, 3.8, 19.1 1.0
Fresh FF organic carbon 0.10 1.30 1350 1.54–0.006i 3.7, 4.1, 8.4 0.96, 0.97, 0.98
Aged FF organic carbon 0.12 1.30 1350 1.54–0.006i 5.0, 6.8, 16.6 0.97, 0.98, 0.99
Accumulation nitrate 0.095 1.40 1725 1.61–10−8 i 4.2, 8.5, 211 1.00

Mineral Dust Division Size Range Density m kext $0

Division 1 0.0316–0.1 2650 1.52–0.0015i 0.7 0.98
Division 2 0.1–0.316 2650 1.52–0.0015i 3.7 0.99
Division 3 0.316–1.0 2650 1.52–0.0015i 1.0 0.97
Division 4 1.0–3.16 2650 1.52–0.0015i 0.3 0.93
Division 5 3.16–10 2650 1.52–0.0015i 0.07 0.82
Division 6 10–31.6 2650 1.52–0.0015i 0.02 0.65

aFF stands for fossil fuel. Here r0 and s are the median radius (in mm) and geometric standard deviation of the lognormal size distribution. Mineral dust
size distribution is described by six size divisions, and division boundaries (in mm) are shown. Mass density is given in kg m−3. Here m is the wavelength‐
dependent complex refractive index, kext is the wavelength‐dependent specific extinction coefficient (in m2 g−1) for dry aerosol mass, and $0 is the
wavelength‐dependent single‐scattering albedo. All wavelength‐dependent quantities are shown at 0.55 mm only. For hygroscopic aerosols, kext and
$0 also depend on the relative humidity, and values are given at 0%, 60%, and 100% relative humidity.
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stratospheric chemistry, O3, CH4, and NOy are relaxed to
time‐varying climatologies above the tropopause.
[62] The direct radiative effect due to scattering and

absorption of radiation by all eight aerosol species repre-
sented in the model is included. The semidirect effect,
whereby aerosol absorption tends to change cloud formation
by warming the aerosol layer, is thereby included implicitly.
Wavelength‐dependent specific scattering and absorption
coefficients are obtained using Mie calculations from pre-
scribed size distributions and refractive indices, as given in
Table A1. Sets of wavelength‐dependent complex refractive
indices are taken from Toon et al. [1976] for ammonium
sulphate and sea salt, World Climate Research Program
[1986] for fossil fuel black carbon, Haywood et al. [2003]
for biomass burning, Jarzembski et al. [2003], Gosse et al.
[1997], and Weast [1977] for ammonium nitrate, Balkanski
et al. [2007] for mineral dust, and Lund‐Myhre and
Nielsen [2004] for biogenic aerosols. The real part of the
refractive index of fossil fuel organic carbon is taken to be
equal to that of biomass burning, with the imaginary part set
to −0.006i for all wavelengths. In addition, hydrophilic
species experience hygroscopic growth, whereby the modal
radius increases with increasing relative humidity, leading to
an increase in specific extinction compared to the dry
aerosol. Hygroscopic growth is parameterized following
Fitzgerald [1975] for sulphate, sea‐salt, and nitrate aerosols;
Haywood et al. [2003] for biomass burning aerosols, with
fossil fuel organic carbon aerosols assumed to follow the
same growth rate; and Varutbangkul et al. [2006] for bio-
genic aerosols. Finally, all aerosol species except mineral
dust and fossil fuel black carbon are considered to be
hydrophilic, act as cloud condensation nuclei, and contribute
to both the first and second indirect effects on clouds,
treating the aerosols as an external mixture. Jones et al.
[2001] detail the parameterization of the indirect effects
used in HadGEM2‐ES. The cloud droplet number concen-
tration (CDNC) is calculated from the number concentration
of the accumulation and dissolved modes of hygroscopic
aerosols. For the first indirect effect, the radiation scheme
uses the CDNC to obtain the cloud droplet effective radius.
For the second indirect effects, the large‐scale precipitation
scheme uses the CDNC to compute the autoconversion rate
of cloud water to rainwater.
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