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Abstract. Eddy covariance measurements of the turbulent
sensible hesat, latent heat and carbon dioxide uxes for
12 months (2011 2012) are reported for the rst time for

a suburban area in the UK. The results from Swindon
are comparable to suburban studies of similar surface
cover elsewhere but reveal large seasona variability.
Energy partitioning favours turbulent sensible heat during
summer (midday Bowen ratio 1.41.6) and latent heat
in winter (0.050.7). A signi cant proportion of energy

is stored (and released) by the urban fabric and the
estimated anthropogenic heat ux issmall but non-negligible
(0.509MJIm 2day 1). The sensible heat ux is negative
at night and for much of winter daytimes, reecting the
suburban nature of the site (44 % vegetation) and relatively
low built fraction (16%). Latent heat uxes appear to be
water limited during a dry spring in both 2011 and 2012,
when the response of the surface to moisture availability
can be seen on a daily timescale. Energy and other factors
are more relevant controls at other times; at night the wind
speed isimportant. On average, surface conductance follows
a smooth, asymmetrical diurnal course peaking at around
69mms 1, but values are larger and highly variable in
wet conditions. The combination of natural (vegetative)
and anthropogenic (emission) processes is most evident
in the temporal variation of the carbon ux: signi cant

photosynthetic uptake is seen during summer, whilst traf ¢
and building emissions explain peak release in winter
(9.59Cm 2 day 1). The area is a net source of CO»
annually. Analysis by wind direction highlights the role
of urban vegetation in promoting evapotranspiration and
offsetting CO, emissions, especially when contrasted against
peak traf ¢ emissions from sectors with more roads. Given

the extent of suburban land use, these results have important
implications for understanding urban energy, water and
carbon dynamics.

1 Introduction

Understanding interactions between land surfaces and the
atmosphere has an important role in assessing human impact
on the environment and improving the predictive capability
of models. Underpinning these models are representations
of relevant processes governing the transport of heat, water,
momentum and pollutants. Besides weather forecasting,
simulations are increasingly used in the following ways:. to
predict the occurrence and impact of extreme events such as
ooding or heat waves; to makeinformed planning decisions,

such as identifying suitable sites for wind power generation
(Hesath et al., 2007) or assessing the effect of building form
on pollutant dispersion (Xie et al., 2005; Balogun et al.,
2010); and in the optimisation of strategies for sustainable
water supplies (Mitchell et al., 2008) or therma comfort
(Lindberg and Grimmond, 2011). In order to develop and
rene our understanding of such processes, observational

datasets are required that encompass arange of environments
and span suf cient timescalesto offer insight into the driving

factors.

That human behaviour impacts the environment has
been well documented, particularly for urban areas where
modi cation is most apparent. The construction of buildings,
roads and other impervious surfaces, changes in vegetation
cover and type and the behavioural patterns of people
have been shown to dramatically affect local climatology,

Published by Copernicus Publications on behalf of the European Geosciences Union.
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within the urban areas themselves and up to regional scales
(Oke, 1987; Roth, 2000; Collier, 2006; Grimmond, 2010).
Urban temperatures tend to be warmer than for the rural
surroundings  the urban heat island effect (Oke, 1982;

Arn eld, 2003). A higher proportion of sealed surfaces and

reduced plant cover usually mean evaporation is lower in
cities (Oke et d., 1999; Grimmond et al., 2004), whilst
the amount of energy that can be stored in the thermal
mass of buildings and anthropogenic materials becomes a
major component of the energy balance (Grimmond and
Oke, 1999b; Offerle et al., 2005a; Roberts et a., 2006).
Direct input of heat released from human activities can also
be signi cant, especially during winter months or in cool

climates (Ichinose et a., 1999; Bergeron and Strachan, 2010)
or in regions of very high population density (Hamilton et al.,
2009). The energy balance for urban areas is thus modi ed

from the rural case (Oke, 1987):

Q CQrDQHCQeC1Qs; N

where Q isthenet all-waveradiation, Qr the anthropogenic
heat ux, Qp the turbulent sensible heat ux, Qg the latent
heat ux and 1Qs the net storage heat ux. In addition
to anthropogenic heat, there are emissions of CO, (and
other gases) as a result of human metabolism and fuel
combustion for transport or other energy use. High emission
rates coupled with modi cation of thewind eld by buildings
and recirculation of trapped air within street canyons means
air quality can be amajor health risk in cities (Mayer, 1999).
Itisclearly vital to understand theimpacts of urbanisation on
the environment.

Suburban areas represent a signi cant, and increasing,
proportion of the land surface worldwide. In the UK, urban
areas cover 14.4% of the land surface (Home, 2009);
most of this is made up of suburbs housing around 80 %
of the country’s population (Gwilliam et a., 1998). The
results presented here are the rst suburban measurements
of energy, water and carbon uxes in the UK. Previous
urban ux campaigns in the UK have taken place in city
centres, with work in central London (Helfter et al., 2011,
Kotthaus and Grimmond, 2012) and Edinburgh (Nemitz et
a., 2002). Annua total emissions of CO, for both London
and Edinburgh are around 10kgCm 2yr 1, considerably
larger than the emissions from other studied cities around the
world (Helfter et a., 2011; Jarvi et al., 2012).

Other highly urbanised city campaigns (of various
durations) have included Mexico City (Oke et al., 1999),
Marseille (Grimmond et a., 2004), Tokyo (Moriwaki and
Kanda, 2004) and edz (Offerle et a., 2005a8). Energy
balance measurements over lower density sites include the
following: winter to spring in Vancouver (Grimmond, 1992);
winter to autumn (9 months) in Helsinki (Vesda et al.,
2008); the dry season in Quagadougou (Offerle et d.,
2005b); and summertime in Miami (Newton et a., 2007),
Tucson, Sacramento, Chicago and Los Angeles (Grimmond
and Oke, 1995). The least built-up sites documented in the
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urban literature include a highly vegetated neighbourhood in
Baltimore (Crawford et al., 2011) and a recently devel oped
low-density residential area in Kansas City (Balogun et al.,
2009). Despite the increase in eld studies in recent years,
thereisstill demand for multi-seasonal ux datasets covering
the diverse range of urban landscapes (Grimmond et al.,
2010).

There are a few comparisons between multiple areas
within the same city. As part of the BUBBLE project,
three rural, three urban and one suburban site in Basdl,
Switzerland, were monitored simultaneously for 1 month in
the summer of 2002 (Christen and Vogt, 2004). Offerle et
al. (2006) present datafrom rural, suburban residential, dense
urban and industrial areasin edz. Four sites of increasing
housing density are compared in Melbourne (Couitts et al.,
2007b). Weber and Kordowski (2010) compare 1yr of data
for urban residential and suburban (residential bordering
parkland) zones in Essen, Germany, and three sites along a
rural urban transect are contrasted during winter in Montreal
(Bergeron and Strachan, 2010).

The objective of this paper is to investigate the temporal
variability of energy, water and carbon exchange of atypical
suburban area within the UK (Sect. 2) using local-scale
(102 10* m) eddy covariance (EC) measurements (Sect. 3).
Attention is given to the representativeness of the 12-month
study period (Sect. 4) and the role of variability in
surface cover on ux measurements (Sect. 5.4). Tempora
changes in the observed uxes are examined and related
to the physical processes which govern surface atmosphere
exchange (Sect. 5). In particular, the in uences of water
availability, vegetation and anthropogenic activities are
considered. Estimation of the surface conductances under
different conditions offers empirica data for comparison
with models or model development (Sect. 5.2).

2 Sitedescription

The study was conducted within the town of Swindon,
120km west of London (Fig. 1), in a residentia area very
typical of UK suburbia. Swindon has a population of 175000
and in recent years has been one of the fastest growing towns
in Europe. High population density in southern England puts
pressure on water supplies and creates demand for land to
build on: it is estimated that 10 % of new homes built in the
UK in 2007 are situated in areas at risk of ooding (Home,
2009). Swindon has previously experienced problems with
both ooding and drought.

An eddy covariance mast was installed in a residentia
garden located approximately 3km north of Swindon town
centre (51 35'4.6"N, 1 47'53.2°W). The area has some
institutional buildings (schools) and light commercia build-
ings (small supermarkets, local shops) along the main road
that runs about 150 m south of the mast (Fig. 1). Southwest
of the mast is the area with the largest proportion of built

www.atmos-chem-phys.net/13/4645/2013/
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Fig. 1. (a) Aeria photograph (2009, ' GeoPerspectives) and (b) land cover map for
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Swindon within the British Ilesis shown (top right).
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Fig. 2. Land cover fractions for 30 wind sectors within a radius of
500 m around the ux mast.

and impervious surface cover and least vegetation (Fig. 2).
However, the study areaas awhole has signi cant vegetation
cover (vegetated plan area fraction, vy =0.44 within a
500m radius of the mast, Table 1), comprising mainly
gardens, some open space (playing elds, parks, intentionally
undeveloped green corridors) and verges alongside roads. A
large nature reserve lies 0.75 1 km to the northeast.

The trees and shrub  which constitute 9% of the total
area (500m radius) are within gardens, bordering open
green spaces, in green corridors and along roadsides (Fig. 1).
The average tree height is around 6m (dening trees as
vegetation >3.5m). Species are predominantly deciduous
rather than evergreen. The tree canopy is very apparent
when looking across the study area and changes in leaf
area dominate seasonal variation in the appearance of the
landscape. Directly northeast of the mast the properties have
relatively large gardens with a large proportion of mature
trees (Fig. 1).

Buildings are mostly 1 2 storeys, with more single storey
housing to the north of the mast and afew three storey blocks
of atsto the south. The population density is around 4700

www.atmos-chem-phys.net/13/4645/2013/

Table 1. Land cover within aradius of 500 m around the ux mast.
Land cover not classi ed by these classes comprised lessthan 0.5 %
of the total area. Trees includes all vegetation not classi ed as

grass (i.e. includes hedges, shrubs, small bushes).

Land cover type Areafraction
Buildings 0.16
Impervious 0.33
roads 0.15
within gardens 0.15
Vegetation 0.44
grass 0.36
trees 0.09
Water 0.00

Pervious (bare soil, gravel)  0.06

inhkm 2 in this area of Swindon'. The average building
height is 4.5m and the proportion of built area, g, is0.16.
The style, density and arrangement of housing vary between
neighbourhoods (Fig. 1) but are typical of today's UK
suburban areas. Many houses are packed into the available
space with compact new-build homes constructed between
older developments. Most houses have small gardens which
usually include some paved (or otherwise) impervious area
(patios, driveways). Thetotal impervious land cover fraction,

1, is 0.33, with ailmost half attributable each to roads and
impervious surfaces within gardens (Table 1).

From the mean obstacle height, the displacement height,
Z4, isestimated to be 3.5 m and the roughness length for mo-
mentum, zo, to be 0.5m. Using zq =3.5m, anemometrically
derived zg ranges between 0.25m and 2.00m for different
wind directions, with the larger values attributed to the effect
of nearby buildings. Similar variability has been observed
at other sites (Grimmond et al., 1998; Pawlak et al., 2010;
Nordbo et al., 2013) and zg will also vary to some extent. The

http:/Avww.ons.gov.uk
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literature suggests arealistic range of zq for this site may be
about 0.3 1.0m (Grimmond and Oke, 1999a). The value of
0.5m isadopted here.

The footprint model of Hsieh et al. (2000) was used
to determine the probable source area of the turbulent
uxes. During stable conditions the measurement footprint
can extend over many hundreds of metres; under unstable
conditions it is much closer to the mast. For the majority
(89%) of the data ( <0.1, i.e. unstable to just-stable
conditions) the peak contribution to the measured ux is
predicted to come from within 200m of the mast and 80 %
of the source area lies within 700 m (using zg D 0:5m and
zq D 3:5m). Although the land cover fractions will vary for
different ux footprints, even within the same wind sector,
there are clear differences between the higher vegetation
fraction (to the northeast) and more built-up areas (to the
southwest).

The land cover class cation was based mainly on a
geodatabase (OS MasterMap 2010 ~ Crown Copyright),
with a spatia resolution of 1m, in combination with
lidar data ( Infoterra Ltd, 2007) and aerial photography
(' GeoPerspectives, 2009). To determine the locations of
trees not speci cally classi ed by the database, vegetated
areas with an obstacle height greater than 3.5 m were de ned
as trees. For the wind sector 120 150 alarge proportion of
vegetation is shown in Fig. 2, which is partly attributable to
the corner of the large grassed area in this sector (Fig. 1b)
that has since been built on (under development in Fig. 1a).
Hence, the land cover fractions for 120150 are least
representative of the current land cover and overestimate
the contribution from vegetation. Aside from this change,
the class cation scheme and aerial photograph are judged
to be good representations of the surface cover during the
measurement period (based on observations when visiting
the site). To establish the composition of gardens (classi ed
only as multiple surfaces by the database), 96 randomly
selected gardens were subdivided into different surface cover
types by visual inspection of aerial photography. Then the
average surface cover percentages obtained were used to
apportion the area of garden into grass, trees, paved, bare
soil, etc. Although signi cant variation was seen between
gardens, the sample was judged to be suf ciently large
for clear trends to emerge (running means approached
constant values) and consistent results were obtained for the
identi cation of trees using lidar data.

3 Instrumental setup, data collection and data
processing

Eddy covariance measurements were made on a pneumatic
mast at 12.5m above ground level (108 m above sea level),
providing a measurement height, z,, of 2 3 times the height
of the roughness elements. Fast-response temperature and
wind measurements from a sonic anemometer (R3, Gill
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Instruments, Lymington, UK) combined with water vapour
and carbon dioxide from an open-path infrared gas analyser
(IRGA) (L1-7500, LI-COR Biosciences, Lincoln, USA) yield
turbulent sensible and latent heat uxes and the carbon ux
(Fc). Onthe same mast afour-component radiometer (NRO1,
Hukseux Thermal Sensors, Delft, the Netherlands), at a
height of 10.1 m, provides incoming and outgoing longwave
(Lg and L+) and shortwave (K# and K-) radiation and
net al-wave radiation. Additional meteorological data are
supplied by an automatic weather station (WXT510, Vaisala,
Finland) at 10.6 m, also on the same mast. The eld of view
of the downward-facing radiation sensors encompasses a
range of surfaces. gardens, roads, pavements, grass verges,
hedges and small trees, bare soil, gravel, roofs of garages,
small sheds and single-storey extensions, and brick and
painted walls. Following Schmid et al. (1991), 95% of the
radiometer source area is calculated to lie within a radius
of 44 m from the mast. At the same site, there is a tipping
bucket rain gauge (0.2 mm tip, Casella CEL, Bedford, UK)
and a digital camera (CCSMPX, Campbell Scienti c Ltd,
Loughborough, UK) which provides a visual indication of
conditions within the garden (changing phenology, snow
cover). Soil moisture (CS616, Campbell Scienti ¢ Ltd)
and soil temperature (model 107, Campbell Scienti ¢ Ltd)
sensorswereinstalled around the base of the mast, measuring
different surfaces within the garden. Soils are mainly
clayey loams with some sandier areas. A wetness sensor
(model 237, Campbell Scienti ¢ Ltd) positioned in a nearby
owerbed provides an indication of whether the surface is
wet or dry. Soil heat ux plates (HFPO1, Hukse ux) were
installed within the garden; data used here (Qg) are from
sandy soil at adepth of 0.03 m. No adjustment was made for
heat storage in the soil layer above the plate.

The raw ux data were logged at 20Hz (CR3000,
Campbell Scienti ¢ Ltd) and post-processed to 30min
statistics. Meteorological data are available at a resolution of
1min (CR1000, Campbell Scienti ¢ Ltd), although 30 min
block averages are presented here to match the eddy
covariance output. Data transfer via awireless router (Sierra
Raven XE, Sierra Wireless, USA) enables daily collection
and real-time monitoring of instrumentation. Flux data were
processed using EddyPro Advanced (v3.0.0beta, LI-COR)
following standard procedures, including despiking of raw
data, correction for angle of attack, time-lag compensation
by seeking maximum covariance, double coordinate rotation,
correction of sonic temperature for humidity, high- and
low-frequency spectral corrections (Moncrieff et al., 1997)
and the density corrections of Webb et al. (1980). No
adjustment was made to account for instrument surface
heating of the open-path IRGA; however, the relatively mild
UK climate meansthis effect is not expected to be signi cant
(Thomas et a., 2011). Subsequent quality control programs
written in R (The R Foundation for Statistical Computing)
exclude data collected at times of instrument malfunction
and/or bad diagnostic values (L1-7500 output), when rain or

www.atmos-chem-phys.net/13/4645/2013/
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moisture could adversely affect readings (particularly from
the IRGA), and if data fell outside physically reasonable
thresholds.

Data are analysed from installation on 9 May 2011 to
30 April 2012 (so May 2011 data are not complete). Of
the potential 17145 30min periods, 97 are missing due
to power failure. After quality control 96% of Qu, 74%
of Qe and 73% of F¢ data are available for analysis. A
signi cant proportion of IRGA data loss was due to the high
frequency of wet instrument windows because of rainfall.
No friction velocity screening was used here, but u values
<0.1ms ! were observed for less than 4% of the dataset,
so the impact on the overall results is likely very small.
Datafailing the stationarity and developed turbulence tests of
Foken and Wichura (1996) were not excluded from analysis
as other studies have shown that the integral turbulence
characteristics tests in particular may be too restrictive for
urban areas (Fortuniak et al., 2013). Thisdecision hasasmall
effect on the uxes. the magnitude of Qu and Qg monthly
means would be increased by 03Wm 2 if these values
were excluded. The biggest impact is on thefriction velocity:
the distribution is shifted to larger values (mean increases by
0.03ms 1), moreso at night (mean increasesby 0.05ms 1).

In the urban environment the available energy can be
supplemented by heat released from anthropogenic activities
such as building heating, traf ¢ and human metabolism.
Although dif cult to measure directly, the anthropogenic
heat ux can be estimated using statistical information and
inventories relevant to the study area (Sailor and Lu, 2004;
Bergeron and Strachan, 2010). The release of CO, from
the associated combustion processes can also be estimated
via the same method. Details of the methodology used for
Swindon are given in Appendix A.

Given the complexities of direct measurements of the
storage heat ux (Offerle et a., 2005a; Roberts et .,
2006), two aternative methods are used here: 1Qs is
estimated using the objective hysteresis model (OHM) of
Grimmond et al. (1991) (see Appendix B), and the residua
term (RES=(Q CQr) (QnCQE)) iscaculated. Using
RES as an estimate of the storage ux assumes closure of
the energy balance at the time interval of estimation and
collects al the errors in the other terms. The lack of energy
balance closure in other environments is well documented
measurement under-closure of 10 20% is common (Wilson
et al., 2002). This has been partialy attributed to ignoring
heat storage, especially in forests (Leuning et a., 2012), as
well asto underestimation of Q and Qg by eddy covariance
measurements (Wilson et al., 2002; Foken, 2008). Thus, if
RES is used as a proxy for storage it should be taken as
an upper limit (Coultts et al., 2007b; Bergeron and Strachan,
2010).

www.atmos-chem-phys.net/13/4645/2013/
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4 Meteorological conditionsduring the study period

Swindon generally experiences warm summers and cool
wet winters. Southern England is drier than the UK as a
whole the Met Of ce normal annual rainfall for central
and southeast England (1971 2000) is 780 mm. Recent
summers have been wet and cloudy, with more favourable
weather in spring and/or autumn. The period May 2011 to
April 2012 followed this trend. Spring 2011 was warm and
sunny with less than a third of norma rainfal (50mm in
March May compared to the 1971 2000 norma 160 mm
(at nearby Met Of ce station at Lyneham)). Summer 2011
was dightly cooler than normal with rain events occurring
as frequent showers rather than intense downpours. Autumn
was warm, with a warm and sunny spell from the end of
September to early October (Fig. 3b). Slightly above normal
temperatures continued through winter; with heavy frost in
late January and snow in February 2012 (the longest period
of snow cover was 2 3 days). February and March were
dry with warm sunny weather from the end of March to
early April, after which over three times the norma rain
fell in Swindon (Fig. 3f) accompanied by low temperatures
(Fig. 3b), and April 2012 became the wettest on UK records.
The diurnal patterns of temperature, vapour pressure de cit
(VPD) and wind speed were typical, with the highest values
in the middle of the day and the expected inverse in relative
humidity (RH) (datanot shown). The prevailing wind isfrom
the southwest quadrant (59 % of all data, Fig. 3e) and the next
most common wind directions are from the northeast (16 %)
and northwest (15 %).

5 Resultsand discussion
5.1 Energy balance

The net all-wave radiation provides energy to the surface that
can be transformed into turbulent sensible or latent heat or
stored in the urban fabric. For the data collected here, 1 Qs
constitutes 19% of daily Q , whilst Qy constitutes 45 % and
Qe 34%in June 2011. The coloured barsin Fig. 4 represent
monthly averages calculated using all available data, whereas
the unlled bars indicate times when data for all energy

uxes are available concurrently. The main restriction is the

availability of Qg so this ux does not change, but average

Q and Qu both increase if the averages are calculated
for times when al energy uxes are available, i.e. mainly

excluding times during and following rainfall when there
are no Qg data. Data availability had the biggest impact in
April 2012, when frequent rainfall signi cantly reduced the

number of Qg data points.

Q s the largest ux except for November to January
(Fig. 4), when solar radiativeinput isat aminimum. The peak
in median diurnal Q isabout 470Wm 2 in June compared
to 80Wm 2 in December (Fig. 5a). Warmer surfaces create
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Fig. 5. Median diurnal cycles (lines) and interquartile ranges
(shading) of the energy uxes for the study period.

alarger nocturnal Q loss in summer than winter. The size
of Qr issmall but non-negligible, especially in winter, when
the demand for central heating of buildings is largest and
Q smalest (Fig. 4). Monthly mean values of 6 10Wm 2
are smaller than estimates from other city-based UK studies:
Qr is estimated at 16 24Wm 2 across Greater London
(Allen et al., 2011), with typical mean city-centre values of
18 150Wm 2 (Hamilton et al., 2009), and at 44Wm 2 in
Edinburgh during October and November 2000 (Nemitz et
a., 2002). However, the Swindon values agree reasonably
well with suburban studies elsewhere (Christen and Vogt,
2004; Bergeron and Strachan, 2010).

The contribution from building energy use (Qg) varies
according to season whilst human metabolism (Qp) and
vehicle emissions (Qv) form a fairly constant contribution
to Qr throughout the year (Fig. 6). The morning rush-hour
peak in Qy coincides with a peak in domestic energy use
as people get up and travel to work. A sharp morning peak
in Qf is produced, whereas later in the day a secondary rise
in Qv and then Qg leads to a more distributed release of
QF in the evenings. For the residential site in Swindon, road
transport is estimated to be the most important contribution
to the anthropogenic heat ux. It is not surprising that this
differs from Bergeron and Strachan (2010), who found that
Qg formed the largest contribution to Qf at both their urban
and suburban sites in Montreal, given the colder winters
in Canada. As for other studies, the contribution of human
metabolismissmall (approximately 5% during daytimes and
up to 25% during summer nights less than 1IWm 2 in
absolute terms).

www.atmos-chem-phys.net/13/4645/2013/
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Fig. 6. Mean diurnal cycles of building energy use (Qg), vehicle
emission (Qy) and human metabolism (Qypy) contributions to total
anthropogenic heat ux ( Q) for the study period (see Appendix A
for details). Shading indicates maximum and minimum QF values.

Physically, the net storage heat ux is expected to be
positive during summer and negative during winter so that
annually thereis minimal net gain or release of energy by the
surface (Grimmond et a., 1991). The soil heat ux ( Qg) is
one component of the storage ux measured in this study. It
shows the expected behaviour at daily and annual timescales,
whereas RES remains positive al year round (Fig. 4). The
residual data are biased to when all observed variables are
available and most notably by the absence of data during
and immediately following precipitation. It seems unlikely
that this is the sole explanation here, although Kawai and
Kanda (2010) observed enhanced rel ease of stored energy on
rainy days. In the summertime RES behaves like the storage
ux, rising rapidly in the morning with Q and being of
similar magnitude to other studies. The residua has been
used as an estimate of storage for several suburban locations
in the USA (Grimmond and Oke, 1995; Balogun et al.,
2009). In winter, however, RES is considerably larger than
1 Qs during daytime and less negative at night (Fig. 5d),
resulting in adaily total RES that remains positive in winter
in contrast to 1 Qg and Qg. The use of OHM to estimate
1.Qs in Vancouver by Grimmond (1992) also suggested no
signi cant annual gain in energy by the surface and a net
release of stored heat over 24 hin winter. However, according
to Fig. 5d, OHM suggests a large release of stored energy
during winter which does not appear as outgoing radiation,
Qn or Qe and soisnot physicaly justi ed. Whilst the energy
balance closureis close to 100 % in summer, it is over-closed
by about 20% in winter. That 1 Qs changes sign at similar
times to Qg gives some support to the OHM estimates, but
there is also a clear decrease in the magnitude of nocturnal
Qg from summer through to winter which is not replicated
by OHM. This is mainly due to the negative a3 term in the
1Qs estimation (see Appendix B) which seems to be too
large during winter, although studies are limited. Clearly,
there is a need for more winter-based evaluations of OHM
(Best and Grimmond, 2013) and for more wintertime eld
campaigns to improve estimates of 1 Qs.

Of the turbulent heat uxes, Qg islargest in May, whilst
Qe peaksin June along with Q (Fig. 4). During the winter,
when Q is negative so is Qn, Whereas mean dailly Qg
remains clearly positive throughout the year. The exception
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is small negative values of Qg that are sometimes observed
at night (around 15% of all data) when the latent heat ux

is directed towards the surface, i.e. dewfall. Generally, Qg
remains close to and dightly above zero during nighttime
(mean 5.7Wm 2, median 3.4Wm 2), as aso documented
in other suburban studies (Grimmond and Oke, 1995;
Balogun et al., 2009). Average nighttime values are largest
during winter, peaking in November December, and are also

quite highin July. However, given the small size of thesignal,
the relative uncertainty in these data can be signi cant: the

majority of nighttime valuesliebetween 15and 15Wm 2,
similar in size to the uncertainty (the larger of 15% of Qg or
15Wm 2, according to Mauder et al., 2006).

The diurnal course of the sensible heat ux changes
considerably with season, from being large and positive
during daytime and small and negative at night (May to
August), to remaining below zero (around 25Wm 2)
and only reaching positive values for a few hours around
midday (December) (Fig. 5b). Such negative Qy values are
seen when the fraction of built-up area is small, but these
observations are rare in the literature. Rather, the focus has
been either for warm periods or more heavily urbanised
areas, where there is a larger anthropogenic energy input
and release of energy from storage (Nemitz et al., 2002;
Offerle et a., 2005a; Loridan and Grimmond, 2012). Recent
results from a suburban site in Oberhausen, Germany, show
similar wintertime behaviour to that observed in Swindon
(Goldbach and Kuttler, 2013), supporting the idea that the
sensible heat ux becomes more negative in winter and at
night with decreasing building density.

Of particular interest is the changing relation between Qy
and Qg (i.e. the Bowen ratio, ). In summer, when solar
radiation provides energy for warming the atmosphere and
evaporation, the turbulent heat uxes are largest with more
energy directed into heating the air than evaporation (June
median diurnal peaks at 189 and 121Wm 2, respectively,
giving a Bowen ratio of 1.6). Both Qy and Qg decrease
through autumn into winter, Qg remains positive and begins
to dominate the increasingly negative Qy so that in autumn
and winter more energy is partitioned into Qg than Qy and

drops below 1. This demonstrates an important difference
in behaviour to the bulk of studies of suburban environments
and is discussed in more detail in Sect. 5.2.

5.2 Controlson evaporation

For urban areas with similar vegetation fractions, the
literature suggeststypical midday or daytime Bowen ratios of
1 1.5 (Grimmond and Oke, 1995; Loridan and Grimmond,
2012). This is indeed matched quite well during summer
2011 in Swindon. However, midday ( 2h) Bowen ratio
values range from above 2.0 in spring to close to 0.5 in
winter with a minimum of 0.05 in December when Qy is at
aminimum (Fig. 7a). Therange in daytime (Kg >5Wm 2)
Bowen ratios is greater and, as a result of the negative
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Fig. 7. Daytime (Kg =5Wm 2) Bowen ratio (30 min) coloured by number of days since rainfall (exceeding 3mm) for (a) the study period
and (b) spring 2012. Daily rainfall (bars) corresponds to the right-hand axes. In (a) monthly median midday (2 h) (open squares), monthly
median daytime (solid squares) and monthly median nighttime (Q <Oand Ky 5Wm 2) (crosses) Bowen ratios are plotted mid-month.
In (b) the median daytime Bowen ratios for each day are shown (coloured squares).

sensible heat ux except during the middle of the day, is
negative November January, droppingto 0.6 in December.
Nocturnal Bowen ratios are lower and more variable but
follow asimilar monthly pattern to the daytime values. They
are often negative because Qq <OWm 2.

Rainfall was frequent in the second half of 2011 (Sect. 4).
The longest dry periods were in mid-May 2011, following a
very dry spring, and at the end of March 2012. The highest
midday Bowen ratios occurred during the driest conditions
(May 2011, end of July and mid-October 2011, March
2012, Fig. 7a) with frequent individual 30-min  values > 4.
Fig. 7b shows spring 2012 in more detail. February 2012
was drier than normal, and in March less than one third of
the average rainfall was recorded (Sect. 4). The Bowen ratio
is seen to respond to the availability of water on a daily
timescale, ramping up from <1 following rainfall to >4 as
the surface dries out. Although the wind direction changes
during this period, expected trends with vegetation fraction
seem to be overridden by the limited availability of water
i.e. water supply is more important than surface cover in this
case. After heavy rain on 3 April, median daytime  ismostly
between 0 and 2 for the rest of the month, with a decreasing
trend overall as extended rains provide abundant surface
water and replenish soil moisture (not shown). Although not
shown here, the remainder of 2012 was very wet and soil
moisture remained high in contrast to 2011. As a resullt,
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observed Bowen ratios were lower during summer 2012 than
2011 (closer to 1 than 1.5).

Observed Qg can be compared to the equilibrium
evaporation, Qgq (Slatyer and Mcllroy, 1961) for urban
areas:

QD o—Q CQr 1Qd/ @

where s is the slope of the saturation vapour pressure-
temperature curve and  is the psychrometric constant.
QEkq is the energy limited but water unlimited evaporation
rate for the ambient conditions. Note that since the 1Qsg
term is calculated here using OHM, it is aso a function
of Q . If instead the residua is used, then the bracketed
term reduces to the sum of the turbulent uxes ( Qn C Qg).
The ratio Qg/Qgq is the Priestley Taylor aridity parameter
( pr). For saturated surfaces (abundant moisture) pr D 1:26
and represents potential evaporation (Priestley and Taylor,
1972). Urban values of pr are considerably lower, e.g. 0.51
in humid Miami (Newton et al., 2007) and between 0.5
for well-irrigated suburban areas (Sacramento, Californig;
Chicago, Illinois) and 0.1 for unusualy dry conditions
in Vancouver during an irrigation ban (Grimmond and
Oke, 1999c). For Swindon in March April 2012, prD
0:52. The low rainfall in early spring and increasingly dry
conditions resulted in a marked reduction in pr, from 0.56
at 12 24 h after rainfall to 0.28 during the longest dry period
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Fig. 8. Measured evaporation (30 min) against equilibrium evapo-
ration for contrasting water availability in March and April 2012,
coloured according to time since rainfall. The slopes give the value
of pr: 1.26, i.e. potential evaporation (dashed line), 1.00 (solid
black line) and decreasing pr with increasing time since rain
(coloured, inset).

10 16 days after rain (Fig. 8). Despite the uncertainties in
the energy balance terms, in particular 1 Qs, the observed
trend remains when the available energy is increased or
decreased (adjusting 1Qs by 10% spreadsthe pt values
by 0.03). For this period, Qg demonstrates a clear and
strong response to surface moisture availability, even with
source areas sometimes from the more treed sectors.

The measured suburban evaporation is well below the
equilibrium value, implying that there is some control due
to limited water supply even a few hours after rainfal
(eg. prDO0:76 for 212h, Fig. 8). This conforms to
expectations given the enhanced proportion of impervious
surfaces, smaller vegetation fraction and reduced water
storage compared to most natural environments. However,
directly following rainfal, measured Qg is signi cantly
greater than Qgq (points =>1V1 line in Fig. 8). For these
instances Qg is larger than would be expected given the
available energy and likely represents rapid evaporation from
rainfall that has either been intercepted by vegetation or
buildings, or reached impervious road surfaces, that may
be enhanced by micro-scale advection. Particularly if a
warm, dry, impervious surface is suddenly wetted, energy is
primarily directed into evaporation and Qg can exceed Q
viaanegative Qy as heat is supplied from the surroundings.
For example, following a rain shower at 12:00UTC on 5
June 2011, dropped from around 1.5 to 0.5 and Qn
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Fig. 9. Monthly median diurna cycles (lines) and interquartile
ranges (shading) of (a) the aridity parameter, pr; (b) Bowen ratio,

; (C) stability parameter, ; (d) wind speed, U; (€) aerodynamic
resistance, ra; and (f) surface conductance, gs, for al conditions.
See text for methods.

remained negative throughout the afternoon (between 32
and 1Wm 2). These sudden large water vapour uxes
are an important part of the urban water budget, but are
problematic to measure with open-path gas analysers (as
instrument windows may remain wet for aslong as the urban
surface) and dif cult to quantify through simple models.

There is adso a considerable proportion of nighttime data
when Qg > Qgq with small positive or negative values even
when water is limited (i.e. many days after rain). This may
result from inaccuracies in the nighttime storage heat ux.
Uncertainties are likely to be smal for Q (<5%, eg.
Blonquist Jr. et a., 2009) but appreciable for observed Qg
(Sect. 5.1), and at these times pr is the ratio of two small
numbers. Note, however, that exclusion of the nighttime data
does not signi cantly change the regression slopes.

Despite clear trends in Fig. 8 there is considerable scatter.
Crudely accounting for a measure of water availability and
applying this available energy-based estimation captures
some of thetrendsin Qg, but it does not accurately represent
its variability. Also, in Fig. 9a, the lack of a diurnal trend
in  pr suggests a signi cant dependence on the energy
available and supports the suggestion that the general model
of Qg responding to Q CQr 1Qs is well replicated
across the daily timescale. Other relevant controls depend
on the timescale of interest, e.g. water availability through
soil moisture usually changes over days to weeks, whereas
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radiative forcing can change over minutes when cloud cover
is patchy. The peaks in pr towards the end of the day
result from Qgq vaues passing through zero, and there
is considerable variability associated with small uxes at
transition times and at night. After the very dry start to
April 2012, the month as a whole was very wet (Sect. 4)
and produced a relatively large value of pr (0.60.7)
(Fig. 9a). Evaporation was closest to equilibrium rates in
November December 2011, when there was fairly frequent,
sometimes heavy, rain and minimum solar energy input so
that surfaces remained wet for much of the time. Due to
the increased dif culties of estimating 1 Qs at thistime, we
suspect that the true  pr may be larger than shown here.

The seasonal variability of Qg in relation to the available
energy ( pr) differsfrom therelation to Qn ( ). The Bowen
ratio has a clear diurna cycle throughout the year (Fig. 9b)
and, again, nighttime results are highly variable being the
ratio of small numbers (with appreciable uncertainties; the
uncertainty on Qn being the larger of 10% or 10Wm 2;
Mauder et al., 2006). Negative values for much of winter
daytime re ects the tendency for Qq <OWm 2 (Fig. 5)
and prevailing stable or near-neutral conditions. The small
values of the stability parameter, D .zy  zg//Lop (Lop
is the Obukhov length), even during spring and summer,
appear perhapssurprising at rst (Fig. 9¢). However, they are
consistent with other studies (Weber and Kordowski, 2010)
and are likely further suppressed by the wet conditions for
this dataset; outside summer, dry March 2012 was fairly
unstable. A combination of lower suburban Qy than city
centres (less heavily urbanised, more vegetation), but often
similar displacement heights, means that suburban  can be
low compared to both more urbanised and rural sites. Thisis
exempli ed by three sites along an urbanisation gradient in
Montreal, Canada (Bergeron and Strachan, 2010).

The Penman Monteith equation allows the calculation of
the latent heat ux by incorporating the resistance of the
surface (Monteith, 1965) and can therefore be applied in
cases where water is not freely available. Grimmond and
Oke (1991) modi ed the equation for urban areas.

5.Q CQr 1Qg/C cpVPD=r,

D ;
Qe.pu sC .1Crgsra/

3

where is the density of air, ¢, the speci ¢ heat capacity

of air, VPD the vapour pressure decit, ra the aerodynamic

resistance and rs the surface resistance. The aerodynamic

resistance in Eq. (3) should be that for heat and water vapour

(assumed equal) and can be calculated via (Grimmond and

Oke, 1991)

h Z, Z, I h Z, Z, I h Z Z, I
In.2n_=d/ In,mm_=d/ In. 2=/

Zom Zov Zov : (4)

raD
2U vu

where  isvon Karman's constant (0.4), U the horizontal
wind speed, u the friction velocity and 9O are stability
functions for momentum (subscript m/ or heat and water
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vapour (subscript v/ (van Ulden and Holtslag, 1985;
Hogstrom, 1988). Here, the right-hand form of Eq. (4) is
used with the EC measured u . Following Jarvi et a. (2011),
the roughness length for water vapour was estimated using
(Brutsaert, 1982)

uz 0:25
ZoyDzomexp 2 a om ; ©)

where is the molecular viscosity of air, with the surface-
dependent coef cient calculated using the parameterisation
suggested by Kawai et al. (2009) for vegetated cities,

aD.12 09 %% (6)

Aerodynamic resistances describe the impedance of
scalars (momentum, heat, water vapour) to transfer by
turbulence. Maximum r5 occurs when conditions are calm
and mechanical turbulence is weak (wind speeds close
to zero). Calculating ry from Eq. (4) enables the surface
resistance to be estimated from observed Qg and
(Monteith, 1965):

cpVPD
Qe

The resulting rs values are effectively a measurement of the
surface resistance obtained by inversion of Eq. (3). For wet
surfaces rg approaches zero and Qg is determined by the
energy available. For dry conditions rg comprises the mix
of surface controls affecting Qg and is a complex function
of meteorological conditions and surface characteristics (e.g.
incoming radiation, air temperature, humidity, wind speed,
soil moisture, leaf area index; Jarvi et a., 2011), analogous
to the bulk canopy resistance in forests made up of leaf
stomatal resistance and contributions from the understory.
Since rs encompasses the range of controls determining
the transport of water vapour between the surface and
atmosphere, it would be highly desirable to be able to
correctly parameterise this variable. Resistance can aso be
exleressed as its reciprocal the surface conductance, gs D
rs

Patterns in rg are not always followed by those in ry,
indicating that the surface resistance cannot be explained
by aerodynamic controls alone. The aerodynamic resistance
shows remarkably little variability during daytime and all
months exhibit a clear diurna cycle of minimum resistance
in the middle of the day (Fig. 9€). Except during winter the
daily cycle is smooth and fairly symmetrical. In contrast,
the diurnal cycle of gs is highly asymmetrical: surface
conductance is usually highest in the morning and then
reduces through the afternoon until close to zero at night
(Fig. 9f), which emerges from the combined shape of
Qe/VPD on a daily timescale. Nighttime conductances are
signi cantly larger during winter than other seasons (around
3mms ! compared to amost zero) when the surface often

S
rsD — 1 rgC @)
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Fig. 10. Median diurna cycles (lines) and interquartile ranges (shading) of (a) latent heat ux and (b) surface conductance for selected days
with heavy dewfall (23 26, 30 March 2012) and little or no dewfall (22, 27 29, 31 March 2012, 1 2 April 2012). Valuesof gs>40mms 1

orgs< 10mms I have been excluded.

remains wet, the anthropogenic energy input is greatest and
nocturnal wind speeds are high (Fig. 9d). Uncertainty in
the roughness length for momentum has a sizable effect on
ra, but the impact on gs is smal: increasing zom by 0.5m
increases the median value of ra by 1.8sm 1 and the average
difference is 6 %,; the median value of gs is unchanged and
the average differenceis 2 %.

During morning hours the behaviour of gs differsfor days
with and without dewfall (days with dew were identi ed by
the surface wetness sensor and IRGA diagnostics, Fig. 10).
Negative Qg during nighttimes with dew results in negative
surface conductances. Whilst Qg measurements are scarce
when heavy dew settles on and is evaporated from the
IRGA windows, the data remaining after quality control (i.e.
when moistureis not present on the instrument windows but
likely remains over the surroundings) indicate larger surface
conductances in the early morning compared to days with
little or no dewfall. By the afternoon, the course of gs is
similar for dew and non-dew days. Note that irrigation of
gardens in Swindon is expected to be minimal, particularly
overnight, unlike in many of the North American studies.

The dataset is divided into broad categories by season
(summer (MJJA), autumn (SON), winter (DJF) and spring
(MA)) and approximate wetness regimes (wet (1 to 6h
after rain), partialy wet (6 h to 2 days after rain) and dry
(2 days since rain)). The largest Qg values occur in
spring and summer (Fig. 11a), when the leaf area index
increases, vegetation actively transpires and solar radiation
is large (Sect. 5.1). Potentia evaporation rates are rarely
reached during the day, even for wet conditions, athough
by selecting data between 1 and 6h after rain, some of the
highest evaporation ratesimmediately following rainfall have
been excluded (these can be highly variable and confuse
underlying trends). The wintertime potential evaporation is
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thought to be overestimated in Fig. 11a dueto the limitations
of the OHM estimation of 1Qs. For al seasons there is
an appreciable difference between wet and dry conditions,
with the most marked contrast in spring 2012, when rainfall
patterns were extreme (Sect. 4).

Differences in synoptic conditions, particularly cloud
cover and Q , lead to differencesin the potential evaporation
rates between wetness subsets: daily potential evaporation is
larger for dry conditions than wet conditions, yet observed
daily evaporation totals are smaller for dry conditions than
wet conditions. In winter the potential evaporation is similar
between subsets, at 0.87mmday ! and 0.89mmday ! for
wet and dry conditions, respectively, whereas the observed
evaporation was 0.53mmday 1 (61%) and 0.33mmday !
(38%), respectively. As expected, the greatest contrast is
seen in March April 2012, when observed evaporation
reached 71% of potential for wet conditions and 28 % for
dry conditions. The largest mean daily evaporation rates
were observed for summer (1.89 and 1.39 mmday 1), asalso
predicted by the potential rates (3.10 and 3.33mmday 1)
for both wet and dry conditions. On the whole, the potential
evaporation shows the same seasonal trends as, but is much
larger than, the observations and also the ratio of observed
to potential evaporation varies considerably with season and
surface conditions. This supports earlier ndingsthat pr is
dynamic (Figs. 8 and 9a). In addition, Fig. 11b shows the
dependence of the Bowen ratio on moisture availability for
all seasons.

The surface conductance is signi cantly higher shortly
after rainfall, when surfaces are likely to be wet, but Fig. 11c
suggests that setting rs to 0 during these times may be too
extreme. Median values of gs reach about 17 20mms 1 in
spring and summer and 12 15mms 1 in autumn and winter
for data 1 6h after rain. For dry conditions the peak of
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Fig. 11. Median diurnal cycles and interquartile ranges (shading) of (a) measured and potential evaporation (PE), (b) Bowen ratio and (c)
surface conductance by season and for different surface conditions: wet (1 to 6 h after rain), partially wet (6 h to 2 days after rain) and dry

( 2dayssincerain).

the diurnal cycle is around 5mms 1 (Fig. 11c). Although
peak values are similar across all seasons (6 9mms 1 for
al conditions) the shape of the diurnal pattern varies. Some
monthly variability seen in Fig. 9f is averaged out across
the seasons, such as the contrast in peak values between
March and April 2012, whilst other trends remain visible,
for example higher nighttime conductance in winter. Under
wet conditions Qg and gs are highly variable and show sharp
changes from hour to hour, in contrast to the fairly smooth
behaviour, particularly during daytime, when the surface is
dry.

5.3 Carbon ux

There are often distinct sources and sinks of CO, with strong
temporal signatures. Examples include natural processes
such as seasonal and diurnal patterns of CO, uptake by
plants and CO; release through respiration, aswell as human
drivers that include emissions from traf ¢, heating, industry
or land Il sites. Carbon uxes measured by eddy covariance
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above suburban areas are the net result of these surface
controls.

There is a striking contrast between daytime CO, uptake
in summer and release in winter (Fig. 12). Summertime
uptake by vegetation is largest in the middle of the day
( 5molm 2s 1) and total F¢ exhibits strong correlation
with photosynthetically active radiation (PAR, estimated as
a proportion of Ky following Papaioannou et a. (1993),
Fig. 13). Results are similar to those of Crawford et
al. (2011) (see their Fig. 6): for high PAR values (around
1500 mol m 2s 1) the rate of uptake decreases, probably
limited by stomatal closure and light saturation; for low
PAR values the increase in uptake is more linear than the
natural ecosystem comparisons. The Swindon uxes are
more positive (alarger source, smaller sink) than the natural
ecosystem comparisons when reduced to similar vegetation
fraction, demonstrating the impact of anthropogenic sources.
Compared to the Baltimore site ( v D 0:67) (Crawford et
al., 2011) the Swindon uptake is lower. Swindon has a
smaller vegetative fraction, increased building density and
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Fig. 12. Temporal variation of monthly ensemble mean carbon
uxes by time of day.

likely heavier traf c load closer to the measurement site
(the crossroads to the southwest of the mast is probably the
busiest junction within the study area). The Swindon data
also show aweaker response to increasing PAR.

The Swindon site is a net source of carbon dioxide in all
seasons despite uptake during daytime in the summer. The
mean daily carbon releaserangesfrom0.56gCm 2day lin
July t09.5gCm 2day 1inDecember (averages of monthly
mean diurnal cycles). The vegetative draw-down is not large
enough to compensate for the emissions on a daily basis but
does go some way to offsetting the human impact.

Photosynthetic activity begins early in the year, with the
diurnal cycle exhibiting midday uptake in March (Fig. 12).
The proportion of evergreen trees around the measurement
tower is small, so this is most likely due to grass growth
in early spring, occurring before leaf-out of deciduous
trees (Peters et al., 2011). Warmer temperatures in the
urban environment can also encourage early onset of the
growing season compared to rural areas (Zhang et a.,
2004). These factors give urban vegetation an advantage
in its effectiveness at helping to offset carbon emissions
compared to agriculture, for example, where crops may be
sown later in the year and harvested early, leaving bare soil
for many weeks whilst the urban vegetation continues to
photosynthesise, providing there is adequate water available.

From late summer and through autumn, the CO, uxesare
larger at al times of day, except early morning hours when
the ux remains fairly constant across the seasons at around
3 molm 2s 1. Anthropogenic activity is minimal for these
nighttime hours, photosynthesis nil, and the observed uxes
can be attributed to respiration (soil, plant and human) with
aprobable slight contribution from emissions due to heating,
industrial activities and occasional traf c. A small increase
in nighttime CO2 emissions is seen during December and
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Fig. 13. Summer (JJA) daytime (Kg>5Wm 2) carbon ux as
a function of photosynthetically active radiation (PAR, in bins of
50 molm 2s 1), Shaded area is the interquartile range; median
values coloured by median vapour pressure decit (VPD); the
models of Schmid et a. (2000) for a mixed deciduous forest
ecosystem and Flanagan et a. (2002) for temperate grassland,
scaled by the vegetation fraction for Swindon, are shown.

February; these are likely from central heating. February
was the coldest month with a mean temperature of 4.2 C
and two snowy periods (5 February and 10 12 February).
Other suburban studies have shown similar patterns (Coutts
et a., 2007a), in contrast to more heavily urbanised sites
where winter time uxes are considerably higher than in
summer for all hours of the day and throughout the night
(Liu et d., 2012; Song and Wang, 2012). This is generaly
aresult of heating a greater density of buildings and heavier
traf ¢ loads, and may aso be due to some 24 h industrial
contributions.

The rise in carbon emissions from summer to winter
illustrates the increasing seasonal impact of anthropogenic
activity. Coupled with vegetation being largely dormant
during winter, a shift is seen in the drivers of the diurnal Fc
cycle. The main controls change from photosynthetic uptake

related to PAR, vegetation fraction and water availahility,
to human behaviour the demand for building heating and
traf ¢ signalsthat are no longer masked by uptake (Fig. 12).

To quantitatively examine the impact of anthropogenic
activities, the release of CO» from the combustion of fossil
fuels for heating or transport and from human exhalation is
estimated following a similar method to Q (Appendix A).
The emissions from transport are amajor source and a direct
human impact on the atmosphere (Fig. 14). Two prominent
peaks are visible for the winter months and, although
strongest in winter, elevated CO, uxes can be identi ed in
August during these morning and evening peaks of activity
(Fig. 12). As with Qf these correspond to the daily pattern
of human behaviour in residential areas, i.e. rush-hour
periods, when roads are busiest, times of building and
hot water heating demand (combustion of fossil fuels) and
maximal metabolic release from respiration when residents
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Fig. 14. Diurnal cycle of measured (median: solid lines, interquartile range: shaded) and modelled anthropogenic (mean: dashed lines) carbon
uxes, including components from human metabolism (M), gas usage in buildings (B) and vehicle emissions (V). Uptake by vegetation is
modelled for a mixed deciduous forest (Schmid et al., 2000) and temperate grassland (Flanagan et al., 2002) ecosystem scaled by the
vegetation fraction for Swindon (a). Weekdays are shown for June 2011 (a) and weekdays and weekends for December 2011 (b, c).

are at home before and after work. With the addition of
increased emissions from building heating in winter, these
anthropogenic peaks in the diurna cycle are considerable
(>10 molm 2s 1 for 5 months of the year). Consistent
with other studies, the morning peak is sharpest, with the
widely spread evening peak re ecting the end of the school

day, variable length of workdays and contributions from
heating and cooking which occur throughout the evening.
The peak morning ux is aso likely enhanced as CO ;
stored overnight is ushed out by growth of the boundary

layer (Coutts et al., 2007a). At night the shallower boundary
layer restricts the dispersion of CO», causing an increase in
concentration. In the morning, as the boundary layer grows
again with the increase in vertical mixing, an enhanced ux

may be observed as CO, istransported away from the surface
(Reid and Steyn, 1997).

In winter the morning and evening peaks are considerably
larger on weekdays compared to weekends, when home
heating (and probably leisure travel) contributes to larger
positive uxes during the middle of the day (Fig. 14b, c).
Summertime Fc is dightly more positive on weekdays
compared to weekends, which is most noticeable during
the morning (not shown). Differences between weekday
and weekend human behaviour are incorporated into the
model and agreement with observed uxesis best on winter
weekdays, but for both types of day the midday modelled
uxes are larger than the observations. This may be the
small uptake by evergreen vegetation and grass that is
unaccounted for, or more likely a misrepresentation of daily
patterns in traf ¢ or building emissions. An overestimated
traf ¢ contribution seems likely, especialy in the middle
of the day, as when compared with estimates from the
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National Atmospheric Emissions Inventory? (NAEI), our
values for vehicle emissions are larger (approximately
double). However, our values for the whole of Swindon
match NAEI estimates more closely (10 % underestimation),
indicating our assumption of equal traf c distribution over all

roads within the Borough of Swindon is aweakness. Human
respiration is only really a signi cant contribution at night

(alongside soil and plant respiration). Nighttime measured
Fc is larger than the anthropogenic estimates in summer
but about the same in winter (Fig. 14), which could be
attributed to increased soil and plant respiration with warmer
temperatures.

5.4 In uenceof surface cover on uxes

The highest vegetation fraction is found to the north of the
mast, particularly directly northeast where there are mature
trees and lush gardens (Fig. 1). In contrast, the busy road,
higher built fraction and increased impervious surfaces lie
to the southwest (Fig. 2). The sector 210240 has the
greatest difference between anthropogenic (0.60) and natural
surface cover (v is0.35). When analysed by wind direction,
summer daytime Fc¢ is negative except for the most-built-up
sectors: the 090 sector with large lush gardens, quieter
roads and a nature reserve beyond shows strong uptake
(Fig. 15a). Similarly, when the daytime latent heat ux
is normalised by downwelling radiation (Q# D Ky C Ly)
a greater proportion of the incoming radiation is used in
evaporation (just above 10 %) for the most-vegetated sectors
(v 0.45) and dightly less for the least-vegetated sectors
( v D 0:350.40, about 6 8%) (Fig. 164).

http://naei defra.gov.uk
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Fig. 15. Monthly boxplots of daytime (Kg >5Wm 2) carbon uxes by wind direction for (a) summer, (b) autumn winter and (c) spring.

Boxes have a minimum of 20 samples.

In autumn, with reduced photosynthesis and increased
anthropogenic emissions (Sect. 5.3), Fc increases across all
wind sectors (Fig. 15b). The largest wintertime Fc release
is from the sectors with the greatest proportion of buildings
(180 240 ). Trends in the latent heat ux are less clear, but
as the incoming radiation diminishes much is returned as
outgoing radiation and a smaller fraction of Qg is converted
to turbulent or storage uxes during winter (Loridan and
Grimmond, 2012). In autumn there is still quite high Qe/Q#
for the 90180 sector, and also low F¢, which could be
due to photosynthesis more likely from grass than deciduous
trees (Peters et a., 2011) and evaporation from wet surfaces
or moist soils.

In spring (Figs. 15¢c and 16c), spatial patterns similar
to the summer emerge as plants become active again.
Anthropogenic CO, emissions reduce as temperatures
increase and daytime average Fc is negative for the
more vegetated sectors as photosynthetic uptake begins
(March and April, 090 ) and transpiration contributes to
the total suburban evaporation. As leaves emerge during
March April, these trends of falling Fc and rising Qg/Q#
are seen fairly consistently across all wind sectors, which

www.atmos-chem-phys.net/13/4645/2013/

re ects the signi cant proportion of vegetation in the study
areaasawhole.

Previous studies have demonstrated clear links between
surface cover and ux partitioning (Grimmond and Oke,
2002; Christen and Vogt, 2004; Offerle et a., 2006;
Goldbach and Kuttler, 2013). For the analysis presented here,
no detailed footprint model has been applied; nevertheless,
categorising the data by wind sector broadly supports
these results. In heterogeneous environments it is important
to consider the EC measurement bias introduced by the
wind direction distribution during the study period. For
example, in Helsinki variable wind direction explains a 16 %
difference between annual carbon budgets due to source area
characteristics (Jarvi et d., 2012).

In Swindon the predominant wind direction is from the
southwest (Fig. 3e); therefore, the dataset is expected to be
biased towards high CO, uxes, relative to the study area
as a whole. Some months have few data from particular
wind directions (eg. 090 in May and December). From
the observations, Swindon is an annual source of CO, with
anet release of 1.6kgCm 2yr 1. By considering monthly
mean diurna cycles for different wind sectors, the annual

Atmos. Chem. Phys., 13, 4645 4666, 2013



4660

Fig. 16. Asfor Fig. 15 but for Qg normalised by incoming radiation.

ux from the least vegetated quadrant with the busiest roads

(180270 ) is estimated at 2.0kgCm 2yr 1, compared to
1.4kgCm 2yr 1 for the 270360 quadrant. These values
are considerably lower than other UK studies: both London
and Edinburgh emit around 10kgCm 2yr 1 (Nemitzetal.,
2002; Helfter et al., 2011), but comparabl e to other suburban
studies worldwide, such as in Melbourne (Coultts et al.,
2007a), Helsinki (Jarvi et a., 2012) and Montreal (Bergeron
and Strachan, 2011) where emissions are 2.32, 1.76 and
1.36kgCm 2yr 1, respectively.

In the same way, the total evaporation measured by
the EC system will be affected by the wind direction
distribution since vegetated areas promote evaporation
through transpiration, access to deep water reserves and
evaporation from soil, whilst impermeabl e surfaces can have
very high evaporation rates for a short time immediately
following rainfall. These large latent heat uxesimmediately
after rain (as well as evaporation of intercepted rainfall
over al surface types) are usually not captured by the
IRGA; therefore, the annual evaporation is likely to be an
underestimate. From the measurements, annual evaporation
is estimated to be 370 mm, compared to 650 mm of rainfall
for the 12 months May 2011 April 2012.

Atmos. Chem. Phys., 13, 4645 4666, 2013
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6 Conclusions

The rst UK suburban measurements of energy, water and
carbon uxes are presented for a residential area in the
town of Swindon for 12 months. The eddy covariance and
meteorological data give comparable results to studies in
similar environments: the storage ux is amajor component
of the energy balance al year round, the anthropogenic heat
ux is small but important when Q is small, and more
energy is directed into Qn than Qg during summer (Fig. 4).
In winter there are negative Qy values (Fig. 5) that can be
explained by the suburban nature of the site with relatively
low building density, small Qr and relatively small 1Qs
terms compared to sites that are more built-up and more
frequently studied.

A speci ¢ aim of this work was to identify the controls
on evaporation within the suburban environment. Results
show that the latent heat ux remains positive al year
round, so under limited radiative input, energy is diverted to
evaporation at the expense of Qy. This results in an annual
cycle of the Bowen ratio that reaches a minimum of close
to zero in December (Fig. 7a). At this time daily (24h)
Qn and Qe have opposite signs (Fig. 4). Negative Qy is

www.atmos-chem-phys.net/13/4645/2013/
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also observed during summer daytimes shortly after rainfall,
when evaporation can exceed potential rates. Nighttime
exhibits a similar seasonal trend but is lower. At the other
extreme, high values of  (>4) are seen in both spring
2011 and 2012, when water is scarce (Fig. 7). Signi cant
deviations from the typical  of 1 1.5 expected given the
vegetation fraction occur outside of summer and on daily
timescales in response to water availability (Sect. 5.2).

To further investigate controls on evaporation, surface
conductances were calculated using measured variables by
season and by time since rainfall. These empirically derived
conductances may be useful for assessing or improving
model values, e.g. to capture variability in time and across
different surface conditions. The diurna cycle of the
observed gs is asymmetrical, particularly outside of winter,
being usually highest in the morning and declining through
the afternoon until closeto zero at night (Fig. 9). This pattern
results from the combined course of Qg/VPD over the day.
An early morning peak is seen as dew evaporates, and the
times of dewfall itself are represented by negative values of
0s as QE is directed towards the surface (Fig. 10). Nocturnal
Os islarger when water is abundant and wind speeds are high.
Generally, gs follows a smooth diurnal course; however,
when the surface is wet, values are larger and more erratic
(Fig. 11). After several dayswithout rain, impervious surface
materials limit evaporation compared to the pervious and
vegetated areas. Hence, the energy partitioning is strongly
dependent on land cover fractions (Sect. 5.4). The active
vegetation index proposed by Loridan and Grimmond (2012)
to characterise urban surfaces in terms of energy exchange
accounts for some seasonal variability through changing leaf
area (as opposed to a xed vegetation fraction), but does
not currently parameterise water availability. However, the
results presented here suggest linking water availability to
surface cover and state of vegetation could offer improved
accuracy for modelling the energy partitioning.

Analysis by wind direction reveals the signi cance of
vegetation and traf ¢ on carbon emissions. The annual net
carbon release for residential Swindon (1.6kgCm 2yr 1)
is consistent with other studies of similar source area
characteristics and is considerably lower than other UK
city-based observations. In Swindon, vegetation clearly helps
to offset emissions, aided by extended growing seasons
(Fig. 12). Vehicle emissions and photosynthetic activity
are responsible for the difference between overal daytime
uptake and release for different wind sectors around the ux
mast. However, even in summer when the diurnal trend is
dominated by photosynthesis, daily uxes (24h) indicate
CO, release. Comparison of the modelled anthropogenic
CO, release with the measured uxes demonstrates the
impact of human activities. In December, when vegetation
is dormant, the combination of traf ¢ peaks and building
emissions match the observed uxesfairly well (Fig. 14).

Key questions remain if we are to better understand
the complex urban environment. Future work should focus

www.atmos-chem-phys.net/13/4645/2013/

4661

particularly on lesser studied conditions winter months and
nighttimes demanding multi-seasonal observations such
as the Swindon dataset presented here. From the analysis
discussed above, the change in response of surface uxes
to moisture availability and seasonal controls, as well as to
the variability in land cover characteristics, warrants further
research.

Appendix A

Estimating the direct anthropogenic contributions of
energy, water and carbon

The energy balance of urban environments can include
a non-negligible addition of energy as a direct result of
anthropogenic activities such as building or water heating,
electricity use, transport and human metabolism. The heat
released during these activities boosts the energy available
(from solar input) for turbulent uxes or storage. In addition

to heat release, combustion processes and human respiration
produce carbon dioxide and water vapour; hence, the carbon
and water cycles also have direct anthropogenic inputs which
are not found in natural environments. The additional energy
supplied via human activities is represented in the energy
balance by QF, the anthropogenic heat ux, consisting of

contributions from vehicular transport (Qv ), the energy used
in buildings (Qg) and human metabolism (Qw) (Sailor and
Lu, 2004):

QrDQvCQsCQMm: (A1)

The am here is a rst-order estimate to gauge the
probable magnitude of these terms for Swindon using
UK national statistics available at a range of spatial and
temporal resolutions. Sub-daily and monthly variations
are of interest for comparison with multi-seasonal eddy
covariance observations. At the spatia scale and coarseness
of our Qf estimation, it did not make sense to attempt to
calculate differences with land cover (e.g. building density,
percentage of road) for different wind sectors around the
ux mast. However, it should be kept in mind that, to a
certain extent, the EC uxes will re ect the variable source

area measured. Daylight saving was accounted for in the
following calculations.

Al Vehicular emissions

The total distance travelled by motor vehicles for each local
authority in the UK (Department for Transport®, (DfT)) was
weighted by the area of road in the study area, assuming
the weight of traf ¢ is equal across al roads as in Ichinose
et a. (1999). This resulted in 122 million vehiclekmyr 1,
which when divided by the representative area and converted

3 http://www.dft.gov.uk/statistics/series/traf ¢
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from years to seconds gives the average vehiclekm per unit
area per second. Multiplying by emission factors for the
amount of energy, CO, and water vapour released per km
travelled yielded Qy, the contribution of traf c to Fc and
the anthropogenic water vapour ux from traf c. Emission
factorsfrom the Department of Energy and Climate Change?,
(DECC) and Moriwaki and Kanda (2004) of 0.2069 kgkm 1
and 0.0990 kgkm 1, with a mean fuel economy of 8.5km
L 1 (Sailor and Lu, 2004), were used for CO, and H»0,
respectively. For Qy amean energy release of 3.97 MJkm 1
from Sailor and Lu (2004) has been used. No adjustment
for eet composition or variable fuel economy was made
as no data speci ¢ to Swindon were available. Temporal
changes were modelled using typical daily (Monday Friday,
Saturday, Sunday) and monthly pro les from the National
Travel Survey 2010°, (DfT).

A2 Building energy use

To estimate the outputs of energy use in buildings the
following assumptions were made;

1. All energy released from fuel consumption or electricity
usein buildingsis eventually dissipated as heat.

2. No dlowance is made for time lags between energy
consumption and release to the surroundings.

3. Only domestic energy use is considered as residential
areas are judged to be the predominant land use. There
are a few institutional buildings (mainly schools) and
small supermarkets plusarow of shopsto the southwest
(Fig. 1). Domestic energy use data are probably an
underestimate and may misrepresent the daily and
seasonal patterns (non-domestic energy use typically
remains high throughout the workday and decreases
in the evening, see Hamilton et al. (2009), and shows
less variation across seasons) but the prevalence of
residential buildings meansthe likely impact is small.

4. Whilst the dissipation of heat from electricity used in
the home but generated at out of town power plants
will result in additional heating that contributes to the
observations, the emissions from these power plants do
not contribute to CO, measured at the ux tower.

Annua domestic electricity and gas consumption statistics
were available up to 2009 for different areas within Swindon,
whilst consumption in 2011 2012 was available quarterly
for gas and monthly for electricity for the UK (DECC).
The latter provides more information on temporal changes
which can be determined, for example, by the weather (mild
winter in 2011) and cost of fuel. In 2009, approximately

“http://www.decc.gov.uk
Shttp:/Avww.dft.gov.uk/statistics/rel eases/
national - travel - survey-2010

Atmos. Chem. Phys., 13, 4645 4666, 2013

H. C. Ward et al.: Multi-season eddy covariance observations

0.3% of the UK’stotal electricity and gas use was consumed
by Swindon Borough, of which about 85% was used by
Swindon Town. These proportions are assumed to remain
similar for 20112012 to obtain quarterly and monthly
energy use. CO; and water vapour release were estimated
based on consumption of natural gas (Moriwaki and Kanda,
2004). Other energy sources (e.g. burning of biomass, coal,
oil) were neglected. The sub-daily variation was modelled
using Hamilton et a. (2009), linearly interpolated to 30 min
proles.

A3 Human metabolism

Nighttime and daytime population densities from the 2001
census were used to estimate heat and gas emissions from
human metabolism. For the study area the population has
not changed signi cantly ( 1.5%) between 2001 and 2010
(Of ce for National Statistics ©), although the population of
Swindon Town has grown signi cantly ( C 14 %) as devel-
opment has rapidly progressed to the north and west. Fol-
lowing Bergeron and Strachan (2010), nighttime population
densities were used for weekday nighttimes (18:00 06:00),
weekends and holidays; lower daytime population densities
were used for weekdays when residents would be at work
(08:00 16:00); and linear interpolation lled the transition
times. The daytime (175Wperson !, 08:0021:00 on
weekdays, 09:0021:00 on weekends/holidays), nighttime
(75 W person 1, 23:00 06:00 on weekdays, 23:00 07:00 on
weekends/holidays) and transition period (125W person 1,
between times) heat released depending on activity is based
on Sailor and Lu (2004). Figures for CO, and water vapour
release are adjusted for day, night and transition times
(280, 120 and 200 mol CO, s ! person 1; 31.5, 13.5 and
22.5W person 1) based on Moriwaki and Kanda (2004).
Combining the population densities with the per capita
emissions yielded uxes of anthropogenic heat, CO , and
latent heat due to human metabolism.

These estimates do not account for details such as
residents on holiday, night shifts, more or less active
lifestyles, or people travelling into the area for education, to
work or shop. However, many of these contributing factors
tend to compensate. The methodology could be re ned by
more intensive data collection and increased complexity of
models, as has been trialled in other studies: Nemitz et
al. (2002) obtained hourly gas supply data for Edinburgh;
detailed traf ¢ monitoring was available in London (Helfter
et al., 2011). For suburban areas an order of magnitude gure
may be suf cient to demonstratethat Qr isareatively small
contribution to the overall energy balance; improving the
accuracy of CO, emission estimates might be more relevant.
The water vapour released through anthopogenic activities
was found to be a negligible component of the total Qg as

6http://www.statisti c¢s.gov.uk/hub/population
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shown in other studies (Moriwaki and Kanda, 2004), except
near cooling towers (Moriwaki et al., 2008).

Appendix B
Net storage heat ux estimation

The net storage heat ux, a signi cant term in the urban
energy balance, is dif cult to measure directly. As shown
in Fig. 4, the residua term can be very large and was
judged a poor estimate of the likely storage ux for
this dataset. Several heat ux plates were installed within
different materials in Swindon (under soil, vegetation
and rubble, between a roof and roof lining) to give a
qualitative indication of the different behaviour between the
multiple material types that make up the urban fabric. The
practicalities of obtaining suf cient spatial representation
and the assumptions required to use such measurements to
determine a representative storage term demand a different
approach. To avoid these issues we estimate the storage
heat ux using the objective hysteresis model (OHM)
of Grimmond et a. (1991). The method uses Camuffo
and Bernardi’s (1982) hysteresis regression approach with
net al-wave radiation and a rate-of-change term for the
hysteresis between Q and 1Qs. The coef cients are
applied objectively based on the different land cover types
weighted by their relative proportions of the surface. Thus,
the storage ux is estimated from (Grimmond et a., 1991)

X
1QsD  fa;Q Cayi.0Q =0t/ Cagzigfi; (B1)

wheret istime and az:2:3 are coef cients for each land cover
type, i, covering an area fraction fj. For Swindon the plan
area fractions (Table 1) were used. Coef cients used were
taken from Table 1 of Grimmond et a. (1991), using an
average of the values given for each land cover type, asphalt
for roads and bare soil for surfaces classi ed as Other .
The resulting coef cients obtained for Swindon (a; D 0:39,
ap D 0:35 a3 D 27:0) are comparable to those at Sunset,
Vancouver.

These coef cients were used all year round. Anandaku-
mar (1999) derived a set of coef cients for asphalt which
revealed seasonal variation, notably the large negative values
of az found during summer became smaller and even positive
during winter. For the Swindon data, tting Eq. (B1) to the
soil heat ux Qg suggested similar seasonal variation of
the coef cients, particularly as. Clearly, this topic warrants
further research. A further limitation is that the proportion
of incoming energy dissipated by conduction can vary when
surfaces are wet compared to dry (Offerle et al., 2005b;
Kawa and Kanda, 2010). Idedly, the estimation of 1Qs
would incorporate changing seasonal and surface conditions,
but the variety of surfacetypesand lack of long-term datasets
means thisis beyond the scope of the present study.
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