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(Manuscript received 4 October 2004, in final form 27 June 2005)

ABSTRACT

A stand-alone sea ice model is tuned and validated using satellite-derived, basinwide observations of sea
ice thickness, extent, and velocity from the years 1993 to 2001. This is the first time that basin-scale
measurements of sea ice thickness have been used for this purpose. The model is based on the CICE sea
ice model code developed at the Los Alamos National Laboratory, with some minor modifications, and
forcing consists of 40-yr ECMWF Re-Analysis (ERA-40) and Polar Exchange at the Sea Surface (POLES)
data. Three parameters are varied in the tuning process: C,, the air—ice drag coefficient; P*, the ice strength
parameter; and «, the broadband albedo of cold bare ice, with the aim being to determine the subset of this
three-dimensional parameter space that gives the best simultaneous agreement with observations with this
forcing set. It is found that observations of sea ice extent and velocity alone are not sufficient to unam-
biguously tune the model, and that sea ice thickness measurements are necessary to locate a unique subset
of parameter space in which simultaneous agreement is achieved with all three observational datasets.

1. Introduction

Sea ice is important to the climate system because it
insulates the cold polar atmosphere from the warmer
ocean in winter, reflects a high proportion of incoming
shortwave radiation in summer, and both stores and
transports freshwater and negative latent heat. Brine
released during ice formation is also thought to play a
role in the formation of oceanic deep water.

It is therefore important that sea ice is modeled as
accurately as possible in the global circulation models
(GCMs) that are used to make predictions of how the
earth’s climate will respond to various greenhouse gas
emission scenarios (Houghton et al. 2001). Possible fu-
ture changes in the ice—albedo feedback due to a chang-
ing Arctic sea ice cover represent a large uncertainty in
the prediction of future temperature rise (Carson 1999;
Rind et al. 1997).

However, uncertainty still surrounds some aspects of
contemporary sea ice models. This was recently illus-
trated by Rothrock et al. (2003), who compared predic-
tions of Arctic ice thickness from various published
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studies to highlight the substantial disagreement among
the models used (their Fig. 12). They conclude that the
wide range of thickness predictions must have been a
result of differences in the representation of sea ice
physics and/or the forcing data used. Unfortunately, no
single clear reason for the differences emerged. To in-
crease confidence in simulations of the ice cover, prog-
ress must therefore be made in assessing the quality of
forcing data (Fischer and Lemke 1994; Curry et al.
2002) and in improving the representation of physical
processes in sea ice models.

In recent decades, considerable progress has been
made in improving the representation of sea ice in
models (Hibler 2004). An evolution equation for the
ice thickness distribution (ITD) was introduced by
Thorndike et al. (1975), and the widely used viscous—
plastic (VP) rheology was introduced by Hibler (1979).
Bitz and Lipscomb (1999) introduced an energy-con-
serving sea ice model that explicitly accounts for the
effect of internal brine pocket melting on surface melt,
and observations made during the yearlong SHEBA
experiment (Perovich et al. 1999, 2003) have resulted in
better parameterizations of surface albedo (Curry et al.
2001; Perovich et al. 2002) as well as more detailed
assessments of previously used parameterizations
(Eicken et al. 2004).

Notwithstanding these developments, even models
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with identical parameterizations of sea ice physical pro-
cesses often differ in the values of parameters they use.
For example, a quadratic air drag parameterization
(McPhee 1975) [see Eq. (4) below] is used in many
models, but the air drag coefficient, C,, often differs.
For geostrophic wind forcing, Hibler (1979) and Lind-
say and Stern (2004) both use C, = 0.0012, and Roth-
rock et al. (2003) vary C, sinusoidally between 0.0006
on 1 January and 0.0012 on 1 July. However, Zhang and
Hunke (2001) also use C, = 0.0012 for forcing by 10-m
surface winds, which are generally weaker than geo-
strophic winds (Walter et al. 1984).

Similarly, Hibler (1979) introduced a widely used,
empirical ice strength parameterization [see Eq. (7) be-
low] with the strength parameter P*¥ = 5 kN m 2,
whereas Hibler and Walsh (1982) used a larger value of
P* =275 kN m 2, and Holland et al. (1993) used the
intermediate value, P* = 10 kN m 2.

Harder and Fischer (1999) discuss the uncertainties
surrounding both C, and P* and use observations of
buoy drift trajectories to tune them in their sea ice
model, achieving closest agreement with observations
when C, = 0.0016 and P* = 20 kN m 2. In this paper
we also address the uncertainty surrounding C, and P*
as well as the broadband albedo of cold bare ice, a,
using a stand-alone sea ice model with prescribed at-
mospheric and oceanic forcing.

However, our study advances previous work in two
respects. First, the model we use, CICE, the Los Ala-
mos Sea Ice Model developed at the Los Alamos Na-
tional Laboratory (Hunke and Lipscomb 2004), incor-
porates all of the recent improvements to model physics
mentioned above. Second, to tune the model we now
use an extended, satellite-derived, basin-scale dataset
comprising sea ice extent, velocity, and, for the first
time, thickness (Laxon et al. 2003).

Section 2 contains a description of the observations
we use to tune the model. This is followed by a brief
description of the model and forcing in section 3. In
section 4 we describe the metrics that we use to quan-
tify the agreement between the model and observa-
tions. Much of the detailed discussion of the compari-
son of model predictions and observations is placed in
the appendix, but we summarize our findings in section
5 and describe the method used to determine the subset
of parameter space that gives the best simultaneous
agreement with all three sets of observations. Our con-
clusions are given in section 6.

2. Observations used to tune and calibrate the
model

We use basin-scale, satellite-derived estimates of sea
ice thickness, extent, and velocity to tune the model,
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which was run using 1980 to 2001 forcing data derived
from the 40-yr European Centre for Medium-Range
Weather Forecasts (ECMWF) Re-Analysis (ERA-40)
(see www.ecmwf.int) and the Polar Exchange at the Sea
Surface (POLES; see http://psc.apl.washington.edu/
POLES/) sea ice model forcing set. This section de-
scribes these observations in detail, as well as their es-
timated errors.

a. Sea ice thickness

Laxon et al. (2003) describe new techniques to obtain
ice thickness from satellite estimates of ice freeboard
using data from the 13.8-GHz radar altimeters carried
by the ERS-1 and ERS-2 satellites, which have been in
orbit since July 1991 and April 1995, respectively, and
provide coverage to 81.5°N. The mean winter (1993-
2001) regional distribution of ice thickness determined
by Laxon et al. (2003, their Fig. 1) confirms and extends
previously published submarine climatologies (Bourke
and McLaren 1992). Furthermore, Laxon et al. (2003)
found a considerable interannual variability in winter
ice thickness that is highly correlated with the length of
the intervening melt season.

To validate the sea ice thickness measurements,
Laxon et al. (2003, their Fig. 2) compared near-coinci-
dent satellite altimeter- and submarine-derived ice
thicknesses in the Beaufort Sea in the 1990s. Taking
into account the estimated measurement errors in both
datasets, they found that the correlation between the
altimeter and the submarine estimates was significant at
the 99.9% level using a x* goodness-of-fit test.

Difficulties in determining the origin of the echoes
under melt conditions mean that ice thickness cannot
be determined between May and August. Furthermore,
owing to difficulties in distinguishing thin ice (& < 0.5
m) from open water, the thickness estimates exclude
areas including leads, open water, and new thin ice. We
use the Laxon et al. ice thickness estimates in this study,
but reduce problems with thin ice by using measure-
ments made during the six winter months from Novem-
ber until April only, when thin ice and open water
cover only a small percentage of the total area.

All ice thickness measurements, 7, made during the
50 winter months between November 1993 and Decem-
ber 2001 were regridded onto the model grid (section
3c) using a Gaussian weighting scheme with a maxi-
mum search radius of 250 km. Grid cell means, A, of
fewer than 100 weighted observations were excluded
from our analysis to reduce the effects of measurement
noise. This left 12 978 monthly grid cell means in this
period, with a mean thickness /., = 2.71 m and stan-
dard deviation o, = 0.89 m.

obs
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We restricted thickness comparisons to the central
Arctic ocean below the 81.5°N observational limit of
the altimeter. This is due to the known inaccuracy
(Hibler and Walsh 1982; Hibler and Bryan 1984) of
stand-alone sea ice models in the Barents and Green-
land-Iceland—Norwegian (GIN) Seas, where simulated
winter ice tends to be too extensive due to the lack of
lateral heat transported by the northward Norwegian
and West Spitzbergen Currents (Hibler and Bryan
1987), which help to keep these seas free of ice through-
out the year.

SEA ICE THICKNESS ERRORS

Laxon et al. (2003) discuss in detail the errors in the
method of calculating sea ice thickness using ERS al-
timeter data. We find that monthly grid cell means have
an estimated error, A, of 4-6 cm. Errors in monthly,
regional averages of ice thickness, 42, comprising 71,y
grid cells, are given by

2
AR = AR + AR + el (1)
Neens
where Ak’ = 0.0121 m” is due to uncertainty in ice and
water densities, and A4> = 0.0081 m” is taken from the
Warren et al. (1999) estimate of the interannual vari-
ability of snow depth for each month.

b. Sea ice extent

Sea ice extent, defined here as the total area with a
concentration in excess of 15%, varies in the Arctic
from a minimum of ~7 X 10° km? at the end of the
summer melt season in September to a maximum of
~15 X 10° km? in March (Parkinson et al. 1999).

We calculate observed ice extent from 1994 to 2001
using the ice concentration data from the Special Sen-
sor Microwave Imager (SSM/I) passive microwave ra-
diometer (PMR), which is available from the National
Snow and Ice Data Center (NSIDC: see http://nsidc.
org) and has been calculated using the NASA team
algorithm (Cavalieri et al. 2002). We assume concen-
trations in excess of 15% above the SSM/I latitudinal
limit of 87.6°N.

Monthly ice concentration fields were regridded onto
the model grid using a Gaussian weighting scheme with
a maximum search radius of 250 km and then used to
calculate the observed monthly ice extent.

SEA ICE EXTENT ERRORS

Because of melt ponds and other effects, PMR algo-
rithms underestimate summer ice concentration
(Comiso and Kwok 1996; Serreze et al. 2003) and pos-
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sibly sea ice extent. Partington et al. (2003) compared
manual U.S. National Ice Center (NIC) ice charts to
PMR sea ice concentration derived using the NASA
team algorithm and found differences that peaked in
summer, the PMR concentrations underestimating sea
ice concentration by up to 23% in early August.

To account for the possibility that observations of
summer ice concentration that lie between 0% and
15% may have actual concentrations in excess of 15%,
we estimate the error in summer ice extent as the area
of the grid cells in which the observed ice concentration
lies between 0% and 15%.

c. Sea ice velocity

In this study we use 1994 to 2001 gridded monthly
mean ice motion vector fields from the Polar Pathfinder
Daily 25-km Equal-Area Scalable Earth Grid (EASE-
grid) Sea Ice Motion Vectors dataset, computed by
Fowler (2003) and available from the NSIDC.

Fowler used optimal interpolation to create daily
gridded ice motion fields from Scanning Multichannel
Microwave Radiometer (SMMR), SSM/I, Advanced
Very High Resolution Radiometer (AVHRR), and In-
ternational Arctic Buoy Program (IABP) buoy data.
The daily gridded fields combine data from all sensors
and are available for each month from November 1978
until March 2003. Monthly gridded fields were calcu-
lated from means of the daily dataset.

We regridded the monthly ice velocity fields onto the
model grid using a Gaussian weighting scheme with a
maximum search radius of 100 km. Grid cell means of
less than ten weighted observations were excluded from
our analysis to reduce the effects of measurement
noise. This procedure resulted in 48 523 monthly grid
cell means in the Arctic basin between 1994 to 2001,
with an overall mean speed v, = 2.8 cms™ !, and a

standard deviation o, = 0.8 cm s .

SEA ICE VELOCITY ERRORS

To gauge the accuracy of the blended dataset, Fowler
(2003) interpolated several years of daily SMMR, SSM/
I, and AVHRR vectors {u, v} to the same grid but with-
out using buoy data. The mean difference between the
interpolated EASE-grid u components and the buoy
vectors was 0.1 cms™! with a root-mean-square (rms)
error of 3.36 cms™'. For the v component, the mean
difference was 0.4 cm s~ ! and the rms error 3.40 cm s .
He also compared AVHRR and SSM/I data separately
to daily buoy data and found typical errors of 3-4 and
4-5 cm s~ !, respectively.

If we therefore assume an error in each daily velocity
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component Ay, =~ 5 cm s~1, then the error in each
monthly velocity component will decrease as A,onmiy =~
5/\/d cm s~', where d is the number of days in the
month. However, we regridded each monthly compo-
nent onto the model grid, so this further reduces the
gridded errors. For each grid cell we demanded a mini-
mum of 10 observations within 100 km, so the maxi-
mum error in monthly grid cell velocity components is
Apontity/V/10 = 5/7/300 =~ 0.3 cm s~ !, where we have
assumed a 30-day month.

3. Model and forcing

For this study we have used, in stand-alone mode,
version 3.0.1 of CICE, the Los Alamos Sea Ice Model,
developed at the Los Alamos National Laboratory and
released in 2001. Full details of the latest version (3.1)
of the model can be found in Hunke and Lipscomb
(2004), but we summarize here CICE’s main features
and describe in detail our modifications.

a. CICE dynamics

CICE characterizes the state of the ice cover in each
grid cell at a time ¢ and location x using an ITD function
g(x, h, t) (Thorndike et al. 1975), where g(x, 4, ) is the
fractional grid cell area covered by ice in the thickness
range (h, h + dh). [We abbreviate g(x, A, t) to g(h) in
the following discussion.] CICE then solves Thorndike
et al.’s evolution equation for g(h):

ag

d
o= VW =)+ @

where u is the horizontal ice velocity, f = f(h) is the
thermodynamic ice growth/melt rate, and ¢ = s(g(h))
is the ridging redistribution function, by discretizing
g(h) in each grid cell into five ice thickness categories.
The CICE ridging parameterization, described by s in
Eq. (2), is identical to the formulation of Flato and
Hibler (1995).

The ice velocity, u, is determined from a two-
dimensional sea ice force balance per unit area (Hibler
1979):

ou
m5=Ta+7w+V-(r+k><mfu—mgVHsea, (3)

where m is the mass of snow and ice per unit area, o is
the ice stress tensor, k is the vertical unit vector, f'is the
Coriolis parameter, g is the acceleration due to gravity,
and H,., is the sea surface height. The terms on the
right-hand side are the air stress, water stress, internal
ice force per unit area, Coriolis force per unit area, and
the force per unit area due to sea surface tilt, respec-
tively.
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TABLE 1. Fixed parameter values of the CICE sea ice model
during the optimization process.

Model parameter and symbol Value
Albedo (broadband) of cold snow, a*°% 0.85
Albedo (broadband) of open water, «,, 0.06
Ice concentration parameter, C 20
Specific heat capacity of air, c, 1005 kg 'K!
Specific heat capacity of fresh ice, c; 2106 J kg ' K™!
Specific heat capacity of seawater, c,, 4218 kg ' K!
Oceanic turbulent heat transfer coefficient, 0.006

G,
Latent heat transfer coefficient, C, 20x1073
Sensible heat transfer coefficient, C; 20x 1073
Oceanic drag coefficient, C,, 5.36 X 1073
Dynamics/thermodynamics time step, At 3h
Yield curve ratio, major/minor axes, e 2
Emissivity of snow and ice, & 0.95
Ridging participation parameter, G* 0.15
Ridging multiplication parameter, H* 25m
Thermal conductivity of fresh ice, k; 203Wm 'K™!

Thermal conductivity of snow, k;
Latent heat of sublimation of freshwater,
L

sub

030 Wm ' K™!
2.835 X 10° T kg™

Density of air, p, 1.3kgm™3
Density of sea ice, p; 917 kgm 3
Density of snow, p, 330 kgm™3
Density of water, p,, 1026 kgm™3
Freezing temperature of fresh ice, Tj.q, 273.15K

The standard CICE model uses an air drag coeffi-
cient that depends on atmospheric boundary layer sta-
bility. However, to facilitate comparisons with previous
studies we use a standard quadratic expression
(McPhee 1975; Hibler 1979; Kreyscher et al. 2000) for

air drag:

Ta = pacalualua’

4)

where u, is the 10-m wind field, and C, is the air drag
coefficient that we wish to determine (see section 3d).
We have assumed here that wind speeds are signifi-
cantly higher than the maximum ice speeds and that the
turning angle is negligible.

Drag at the sea ice—ocean interface is given by

Tw = PpCl(uy, — w)[(uy, — u) cosb + k
X (u,, — u) sinf], (5)

where u,, are the POLES mean 1979-93 ocean currents
at 40-m depth from the coupled ice—ocean model of
Zhang et al. (1998), 0 is the turning angle, p,, is the
ocean density, and C,, is the ocean drag coefficient (see
Table 1).

To calculate the internal ice force, the stress tensor
o;;is related to the deformation of the ice cover through
a constitutive law or rheology. The CICE model uses
the elastic—viscous—plastic (EVP) constitutive law of
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Hunke and Dukowicz (1997, 2002), which is based on
the VP rheology introduced by Hibler (1979).

The EVP rheology relates o;; to the strain rate tensor
€;, an internal ice strength P, nonhnear bulk {(¢;, P),
and shear m(¢g;, P) viscosities:

n—¢ P
4ng O-kksij+4g l/

where E is a Young modulus. The VP rheology in Eq.
(6) is recovered when E — o and/or in the steady-state
limit; in this case, the principal components of the stress
tensor lie on an elliptical yield curve. One advantage of
using the EVP over the VP rheology is that it allows
larger time steps to be used (Hunke and Zhang 1999).

Central to both VP and EVP rheologies is the grid
cell ice strength P. We have chosen the parameteriza-
tion of Hibler (1979):

ij>
1 do;

Ea ©

= oy

P = P*hexp| — C(1 — A)}, (7

where h is the mean ice thickness, P* (kN m?) is the
ice strength parameter that we wish to determine (see
section 3d), C is a positive constant (see Table 1), and
A is the ice area fraction. Thus, the ice exponentially
weakens (strengthens) as the open water fraction in-
creases (decreases) and it linearly strengthens as 4 in-
creases.

CICE can also calculate sea ice strength P in its ridg-
ing parameterization as being proportional to the
change in ice potential energy per unit area of compres-
sional deformation, following Rothrock (1975) and
Flato and Hibler (1995). We chose this simpler param-
eterization on the basis of its simplicity, but this does
make it easier to compare our results to earlier model
studies that used the same parameterization, such as
Hibler (1979), Hibler and Walsh (1982), Holland et al.
(1993), and Harder and Fischer (1999). Moreover, the
parameterization is still in current use. For example, the
sea ice component of the Hadley Centre’s latest general
circulation model (HadGEM1) uses the EVP rheology
and the same, simple, strength parameterization used
here (Johns et al. 2004).

b. CICE thermodynamics

To calculate the thermodynamic growth rate, f, in
Eq. (2) and vertical heat transfer CICE uses the multi-
layer, energy-conserving thermodynamic model of Bitz
and Lipscomb (1999) with four layers of ice and one
layer of snow in each of the five ice thickness categories
and assumes a constant, but nonlinear, vertical salinity
profile. This model includes a temperature-dependent
heat capacity to take into account the presence of brine
pockets.
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1) ALBEDO

CICE uses a parameterization of albedo similar to
the National Center for Atmospheric Research
(NCAR) Climate System Model version 1.3 (CSM1.3)
parameterization described by Curry et al. (2001) and
chosen to fit observations made during the Surface
Heat Budget of the Arctic (SHEBA) field experiments
(Hunke and Lipscomb 2004). Broadband grid-cell al-
bedo depends on surface type (snow or bare ice), sur-
face temperature, and the distributions of ice and snow
thickness.

Two bare ice albedos are calculated for each ice
thickness category N, one each for both the visible
wavelength band (<700 nm), i, and the infrared
wavelength band (>700 nm), oS5 N . If the ice thickness
in category N is given by AY ., then visible albedo is
first scaled with ice thickness as

O‘i\‘;e’N = fray + (1

= ®)

where «,, is the albedo of open water given in Table 1,
ay, is the visible ice albedo parameter with the SHEBA-
derived value, a,, = 0.78, and f;, is the (nondimensional)
thickness scaling factor f;, = min(2h},4, 1). Similarly,

L )

where oy is the infrared ice albedo parameter with the
SHEBA-derived value, a;g = 0.36. Both category N
bare ice albedos are then reduced linearly by up to
0.075 as each category’s surface temperature T2, rises
from —5°C to the fresh ice melting temperature of 0°C.
These thickness and temperature scalings are summa-
rized in Fig. 1.

To determine both the final visible and infrared al-
bedos for category N, an area-weighted average of both
ice and snow albedos is taken:

am N = = fpoyr + (1 —

f; sSnow + (1 _fs meN (10)

and
ag = fidi™ + (1 = faie?, (11)
where o/°" and o™ are the visible and infrared snow

albedo parameters with the SHEBA-derived values
ay®™ = 098 and ojgp”™” = 0.70, respectively (slightly
adjusted for a temperature dependence), and f, is frac-
tional area of snow on ice given by f, = Al /(hY o +
0.04), where hY is the snow thickness for category N.
We assume that 52% of the incoming (ERA-40)
shortwave flux, F,,, is in the visible wavelength band

and 48% is in the near-infrared wavelength band. Thus,
the final, broadband albedo for category N is given by

~ = 0.52a) + 0.48a,. (12)
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Fi1G. 1. The CICE broadband albedo, «, for bare ice. The albedo
decreases when the bare ice thins below 0.5 m and/or when its
surface temperature increases above —5°C and approaches the
fresh ice melting temperature of 0°C.

Albedo values are scaled with neither temperature
nor thickness for ice in a category that is cold (<—5°C)
and thick (>0.5 m) and, if it does not have a snow
cover, the SHEBA-derived value for the albedo is
given by

ay = 0.52a, + 0.48a, = 0.58 (13)

using Egs. (8)—(11). Similarly, the SHEBA-derived
value for the broadband snow albedo, «,, as given in
Table 1 is given by

snow

Q™Y = 0.52a58 + 0.48051°% = 0.85,

using Eqgs. (10) and (11).

In this study we have chosen to adjust the broadband
albedo for bare ice by changing one parameter, oy,
from its SHEBA value, while keeping the original re-
lationship ay, = a;g + 0.42 intact. Thus, by Eq. (13), ay
~ ay — 0.2. All other parameters are left unchanged.

(14)

2) HEAT FLUXES

We have replaced the standard CICE model’s
boundary layer stability-dependent parameterization of
sensible and latent heat fluxes with bulk parameteriza-
tions. Sensible heat flux for ice thickness category N is
given by

F;?I’IS = (pacmalualcs + 1)(Tair - Tgc)’ (15)

where p, is the air density, c,,, is the specific heat of
moist air, C, is the exchange coefficient (see Table 1),
T, is the 2-m air temperature, and 7%, is the surface

a
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temperature for category N. The second term in the
first factor takes into account sensible heat transfer in
windless conditions (Jordan et al. 1999), and all heat
fluxes are positive downward.

Similarly, latent heat flux for ice thickness category N
is given by

FR' = paLqupltal CAQuix — Q). (16)
where L, is the latent heat of sublimation of freshwa-
ter, Q,;, is the surface specific humidity, C, is the ex-
change coefficient (see Table 1), and QF, is the surface
saturation specific humidity for category N.

We also changed the 50-m-deep oceanic mixed layer
model to mimic the treatment of Ebert and Curry
(1993). The mixed layer temperature, 7,,, changes as
shortwave radiation is exchanged between air and
ocean through leads and a proportion that passes
through the ice, and in response to the heat transfer
into the bottom of ice due to molecular and turbulent
diffusion, F,, given by (Maykut and McPhee 1995)

Fy = —puc,Cou(T,, — T, 17)

where T} is the (salinity dependent) mixed layer freez-
ing temperature, c,, is the specific heat of seawater,
U, = \/|7wl/p, is a friction velocity, and C, is an em-
pirical heat transfer coefficient (see Table 1). We also
assume that there is no vertical heat transfer from the
deeper ocean. This is likely to be a good approximation
in the highly stratified central Arctic Ocean, where
studies performed by Hibler and Bryan (1987) and
Zhang and Rothrock (2003) suggest that the average
annual deep ocean heat flux is small, approximately
2Wm 2

¢. Model grid, spinup, and forcing

The model grid is a curvilinear orthogonal grid with
a resolution of 1° covering the Arctic Ocean and its
peripheral seas above 56°N (see Fig. 2). It was gener-
ated by rotating a latitude-longitude grid by 90°, keep-
ing the Greenwich meridian invariant. This makes the
grid almost regular over the Arctic region and avoids
problems with the North Pole in global grids. In the
CICE model, metric terms associated with the curva-
ture of the grid are explicitly incorporated into the dis-
cretization of the EVP dynamics (Hunke and Lipscomb
2004; Hunke and Dukowicz 2002). The boundaries
were set outside the region of maximum sea ice extent,
but Bering Strait is closed off.

Atmospheric forcing data are derived from various
sources and regridded onto the model grid. For the
years 1980-2001, 6-hourly precipitation (snowfall), in-
coming longwave and shortwave radiative fluxes, and
10-m winds are taken from the ERA-40 reanalysis.
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FI1G. 2. Model domain (black and gray regions combined). The
gray region is where the Arctic basin and ERS observations over-
lap, and the latitudinal limit of 81.5°N is due to the orbit of the
ERS-1 and ERS-2 satellites. We compare modeled and observed
sea ice thickness in this gray region but include the region above
81.5°N in speed and extent comparisons, and call this larger region
the “Arctic basin” in the paper.

However, daily surface (2 m) air temperatures are
taken from the optimally interpolated ITABP/POLES
set (Rigor et al. 2000) since the ERA-40 temperatures
were found to regularly exceed the freezing point over
ice-covered grid cells in summer (Flato 1995; Vow-
inckel and Orvig 1970). An annual climatology of daily
surface specific humidity from the POLES sea ice
model forcing set is used to calculate latent heat fluxes.

Spacially variable but temporally constant mean
1979-93 40-m ocean currents from the coupled ice—
ocean model of Zhang et al. (1998) are also taken from
the POLES forcing set, and a spacially varying but tem-
porally constant mixed layer salinity is taken from the
Polar Science Center Hydrographic Climatology
(PHC) climatology (Steele et al. 2001).

The ice in the model is started from rest with a uni-
form thickness of 1.85 m everywhere above 70°N, spun
up for 11 years using repeated 1980 forcing data, and
then run from 1980 until 2001 with each year’s atmo-
spheric and oceanic forcing.

d. Optimization of CICE model parameters

As discussed in section 1, considerable uncertainty
surrounds the correct values of C, [see Eq. (4)], P* [see
Eq. (7)], and « (see Fig. 1) to use in sea ice models. Yet,
these dynamic and thermodynamic parameters exert
considerable influence on the modeled thickness, ex-
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tent, and velocity (Ebert and Curry 1993; Chapman et
al. 1994; Fischer and Lemke 1994; Steele et al. 1997). It
is therefore important to reduce this uncertainty if we
are to be confident in the predictions of similarly pa-
rameterized sea ice models.

Following the approach taken by Chapman et al.
(1994), Harder and Fischer (1999), and Kreyscher et al.
(2000), we tune these three parameters in the modified
CICE model, forced with ERA-40 and POLES data, to
locate an optimal subset of parameter space in which
the discrepancies between model predictions and ob-
servations are minimized. All other parameters are
fixed at commonly used values and are given in Table 1.

4. Comparison of model and observations

To illustrate the metrics that we have used to quan-
tify the discrepancies between model predictions and
observations, we have used a standard model run with
parameters fixed at the values shown in Table 1 except
that P¥* = 10 kN m 2, C, = 0.0011, and o = 0.58 (see
Figs. 3-7) and compared its output to the observations
described in section 2. These values lie roughly in the
middle of the region of parameter space we searched to
find the optimum parameter set (see section 5).

a. Ice extent comparisons

We first compared the standard model run’s Arctic
basin ice extent to the value calculated from SSM/I ice
concentrations, described in section 2b.

In Fig. 3 we have plotted the time series of monthly
Arctic basin ice extent from 1994 to 2001. Monthly ice
extent has a maximum error of Ak, ~ 0.5 X 10° km? in
September. There is also considerable interannual vari-
ability, with the lowest ice extent seen during the sum-
mers of 1995, 1998, and 1999.

Because both modeled and observed ice fill the Arc-
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£ 65
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F1G. 3. The observed and standard model run Arctic basin sea
ice extent from 1994 to 2001 with {a, C,, P*} = {0.58,0.0011, 10 kN
m~2}; RMSD,., = 0.25 X 10° km?.
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F1G. 4. The observed and standard model run Arctic basin sea
ice speeds from 1994 to 2001. As in Fig. 3, {a, C,, P*} = {0.58,
0.0011, 10 kN m~2}. There is a high correlation between the time
series, Rpeeq = 0.81, but the modeled mean speed, v,,,q = 3.8
cm s~ is considerably higher than the observed mean, v,,, = 2.8
cms

tic basin region completely during winter, we have con-
centrated on the summer months between 1994 and
2001 in this study, and chosen as our sea ice extent
metric the root-mean-square difference between mod-
eled and observed September ice extents, RMSD,,,.
For the standard model run, we found RMSD,, = 0.25
X 10° km? (see Fig. 3).

b. Ice speed comparisons

In Fig. 4 we plot the observed monthly ice speeds in
the Arctic basin from 1994 to 2001. As with sea ice
extent, there is considerable variability in the time se-
ries with a maximum monthly mean ice speed of ~5.5
cm s~ ! in July 1994 and a minimum of ~1.4 cms™! in
July 1997. Since each monthly basin-averaged speed is
typically the mean of approximately 500 grid cell
speeds, the error associated with points in Fig. 4 is too
small to plot. Similarly, the estimated error in the over-
all mean, v, is tiny on account of the large (48 523)
number of individual grid cell means available.

We have chosen three metrics with which to assess
the model’s ability to reproduce observed ice speeds.
First we compared v,,.4, the modeled, and v, the ob-
served mean of all 48 523 monthly, mean grid cell
speeds between 1994 and 2001. The standard model
run’s mean ice speed v,,q = 3.8 cms~! overestimates
the observed mean speed, v, = 2.8 cms !, by 1.0
cms ! or ~36%.

For our second metric we chose to assess the stan-
dard model run’s correlation, Rgp,.q, With the observed
month-to-month variability seen in Fig. 4 and found
Rypeea = 0.81.

The third metric is a measure of how closely the mod-
eled distribution of ice speeds reproduces the observed
distribution of all 48 523 monthly mean grid cell speeds,
Xgpeed. Arranging all modeled and observed ice speeds
separately into 0.5 cm s~ ' bins from 0 to 20 cm s~ ! (see
Fig. 5), we first calculate the normalized observed dis-
tribution, O;, where i = 1,...,40 and 3,0, = 1.xZ cca
is then given by
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F1G. 5. Distribution of the observed and the standard model
run’s (dashed line) Arctic basin sea ice speeds from 1994 to 2001.
Asin Fig. 3, {a, C,, P*} = {0.58, 0.0011, 10 kN m2}. The distance
between the distributions is xZ,..q = 16 359.

& (M; = N,,0,7

2 —
Xspccd - 2

i=1 Nmot ’ (18)

where N,, is the total number of modeled speeds that
have been binned, and M, is the number of modeled
speeds in bin i, such that =/°, M, = N,,. Thus, lower
Xgpccd' values indicate better agreement, and we found
that xZ,cca=16 359 for the standard model.

c. Ice thickness comparisons

Before we could compare modeled and observed ice
thickness, we first had to address the fact that the ob-
servations exclude areas of open water and ice of thick-
ness 7 < 0.5 m (see section 2a). As already stated, we
first minimized problems with thin ice by using only the
ice thickness measurements made during the six winter
months from November until April. However, we also
addressed the problem explicitly in the model by treat-
ing ice thinner than 0.5 m as open water in each of the
model’s monthly grid cell diagnostics, specifically those
of the model’s first thickness category, which represents
ice thinner than 0.64 m in our model. We then recalcu-
lated the monthly mean ice thickness for each grid cell
before comparing the model predictions to the ob-
served data.

In Fig. 6 we plot the time series of monthly Arctic
basin (below 81.5°N) ice thickness from November
1993 until December 2001 to demonstrate the consid-
erable interannual variability. These regional averages
have a typical errors, Ak, as given by Eq. (1), of
14-15 cm.

To assess ice thickness predictions we compared
h.0q, the modeled, and A, = 2.71 m, the observed
mean of all 12 978 winter grid cell ice thicknesses mea-
sured between November 1993 and December 2001, as
well as the corresponding standard deviations, o,,,,q and
oops = 0.89 m. These metrics represent global measures
of the accuracy of each model run’s ice thickness and
variability in the Arctic basin below 81.5°N.

The standard model run with ice thinner than 0.5 m
excluded yielded values of h,,,q = 2.78 m and o4 =
0.91 m, whereas including the thin ice reduces the over-
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Fi1G. 6. The observed and standard model run’s Arctic basin
(below 81.5°N) sea ice thickness for all 50 winter months between
1994 and 2001 when {a, C,, P*} = {0.58, 0.0011, 10 kN m2}. For
this model run we find & =278 m and 0,,,q = 0.91 m.

‘mod

all mean slightly to A,,,q = 2.66 m, but leaves the vari-
ability unchanged at o,,,q = 0.91 m.

Our third metric measures a model run’s ability to
accurately reproduce the observed monthly variability
in area-averaged ice thickness seen in Figs. 6 and 7. We
calculated

50 (h;)bs _ h:‘nnd)Z

X%hk = E

, (19)
= AR

where #"°¢ is the modeled area-averaged ice thickness

in month ¢ and Ah?bs2 is its error variance given in Eq.
(1), and for the standard model run found 7, = 175.
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F1G. 7. Scatterplot of the observed and the standard model run
basin-averaged sea ice thicknesses for all 50 winter months be-
tween 1994 and 2001. As in Fig. 6, {«, C,, P*} = {0.58, 0.0011, 10
kN m™2}. The dashed line is the least squares fit, and x7, = 175.
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5. Model optimization

We now present the results of our search for a subset
of parameter space in which the closest agreement with
the observed extent, speed/velocity, and thickness data
is found. For the reasons outlined in section 3, we have
restricted our attention to three parameters in this
study: C,, the air-ice drag coefficient; P*, the ice
strength parameter; and «, the broadband albedo of
cold, bare ice. Furthermore, we restricted our search to
the range of parameter values given in Table 2, chosen
because they cover values used in previous studies. This
resulted in a total of 168 model runs.

We used the metrics introduced in section 4 to ex-
amine the predictions of ice extent, speed, and thick-
ness for model runs using each of the 168 parameter
combinations. Each dataset allowed us to progressively
restrict the range of an optimal parameter set giving
simultaneous agreement with all three datasets. We
summarize the optimization process here, with full de-
tails provided in the appendix.

a. Summary of optimization procedure

We found (see appendix section a) that the value of
a at which the lowest RMSD,, is reached depends
upon the ice strength parameter. In particular, when P*
= 10 kN m 2, the lowest values of RMSD,,, are found
when a = 0.54-0.56 (Tables Ala and Alb); when 10 kN
m~* < P* < 100 kN m >, the lowest RMSD,, values
are found when a = 0.56-0.58 (Tables Alb and Alc);
and when P* = 100 kN m 2, the lowest values are
found when o = 0.60 (Table Ald). Figure 8 illustrates
the variation in RMSD,,, with P* and C,, when a =
0.56. (Although the closest agreement is found where
C, = 0.0003, models run with this air drag coefficient
predict ice speeds that are much lower than observed;
see appendix section b.)

We also found (see appendix section b) that the ice
speed metrics were largely insensitive to albedo (Tables
A2a-d). When C, = 0.0006, we required low P* values
between 5 and 10 kN m ™2 to obtain modeled speeds
near the observed value, v,,,. However, when we in-
creased C, to 0.000 85, we had to increase P* to ap-
proximately 27.5 kN m™? to maintain the agreement.
Increasing C, still further, to 0.0011 and 0.0016, re-
quired us to raise P* to 55 and 100 kN m™?2, respec-
tively.

In addition, the monthly correlation, Rg,c.q, Was
found to be high (~0.80) for all values of C, when P* =
10 kN m™2, but decreased with increasing P*. Further-
more, the lowest values of Xfpced were found where
modeled speeds were near the observed vg.

Figure 9 illustrates the variation in all three speed
metrics with P* and C, for o« = 0.56, but the results of
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TABLE 2. Parameter ranges explored in the optimization process.

Model parameter Symbol Values used
Air—ice drag coefficient C 0.0003,* 0.0006, 0.000 85, 0.0011, 0.0016
Ice strength parameter p* 25,5,17.5, 10, 20, 27.5, 55, 100 (kN m~?)

Albedo (broadband) of cold thick ice «

0.54, 0.56, 0.58, 0.60, 0.62

* Model runs with C, = 0.0003 were run for e = 0.56 only.

the sea ice speed optimization were found to be insen-
sitive to « in the ranges we explored. Values of |v,,,q —
Vobsl = 0.2 cm s~ and xZyeea = 5, 000 (near the + sym-
bol) clearly coincide when both C, and P* are raised
simultaneously. However, Ry,..q values (dotted lines)
decrease as P* is raised and/or as C, is lowered.

Combining the findings described in appendix sec-
tions a and b, we could conclude that simultaneous
agreement with observed sea ice extent and speed was
obtained in model runs with the following range of
model parameter choices: {a, C,, P*} = {0.54-0.56,
0.0006, 5-10 kN m~2}, {0.58, 0.000 85, 27.5 kN m 2},
{0.58, 0.0011, 55 kN m™?}, and {0.60, 0.0016, 100 kN
m ™ ?}. However, despite each of these model runs pre-
dicting ice extents and speeds in agreement with obser-
vations, their predictions of sea ice thickness and its
variability differed widely (see appendix section c).

In particular, each such model run with P* = 10 kN
m 2 predicted a mean ice thickness that was too low
and showed less variability than the observed data, but
the agreement with observed ice thickness did improve
when P* was reduced, at points {«, C,, P¥*} = {0.54-
0.56, 0.0006, 5-7.5 kN m2}. As well as predicting mean
ice thickness and its standard deviation close to the
observed values of /,,,q = 2.78 m and o,,,4 = 0.91 m,
model runs with these parameter values also showed
some of the lowest yZ, values found anywhere in the

parameter space we explored, that is, xZ, ~ 147-623,
demonstrating that, not only was the absolute ice thick-
ness being accurately modeled, but the variability in
thickness was also.

Figure 10 illustrates the variation of ice thickness pre-
dictions with changing P* and C,, for « = 0.56. Best
agreement, that is, |f,0q — Hon = 0.2 m (solid lines),
|0mod — Tond = 0.2 m (dotted lines), and xZ, = 400
(dashed lines), is indicated in the figure by the + sym-
bol and clearly found in an overlapping region of
parameter space for all three measures when P* =
10 kN m 2

The optimum region in parameter space was re-
stricted further by observing that ice thickness and its
variability were still too low when P¥ = 7.5 kN m™ 2.
Finally, using Tables Ala, Alb, A2a, A2b, A3a, and
A3b to compare the two remaining parameter choices,
namely {a, C,, P*} = {0.54 and 0.56, 0.0006, 5 kN m 2},
the model run with albedo a = 0.54 was found to agree
slightly better with observed September sea ice extent
minima (by 0.03 X 10° km?), but the model run with
albedo a = 0.56 performed better on most measures of
sea ice speed and thickness agreement. The point {e,
C,, P*} = 10.56,0.0006, 5 kN m 2} was therefore chosen
as the final, optimal parameter choice, which in the
following we describe as our “optimized model.”

In Fig. 11 we have used one measure each of the
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F1G. 8. Sea ice extent optimization using values in Table Alb, where o = 0.56. The +
symbol marks the optimized model run and the X symbol marks the standard model run. Solid
lines: RMSD,,, (10° km?); contour interval: 0.02 X 10° km>.
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F1G. 9. Sea ice speed optimization using values in Table A2b, where a = 0.56. The + symbol
marks the optimized model run and the X symbol marks the standard model run. Solid lines:

Umod

variable contour interval.

model run predictions of thickness, speed, and extent to
illustrate the simultaneity of agreement for the opti-
mized model, indicated in the figure by the + symbol.
The standard model run, on the other hand, indicated
in the figure by the X symbol, gives satisfactory predic-
tions of sea ice thickness and extent but overestimates

mean sea ice speed by 1 cms™ .

b. Output from the optimized model

In Figs. 12 to 17 we have plotted the optimized mod-
el’s sea ice thickness, extent, and speed predictions
against the observed data.

Agreement with observed thickness in Fig. 12 is close
before 1999 after which the monthly modeled ice is
thicker than observed by up to 35 cm but, in general,

— Uops (cms™1); contour interval: 0.2 ems™'; dotted lines: Ryp..q: dashed lines: x2,ccq,

the observed inter- and intra-annual variability is cap-
tured. The quality of the spatial agreement can be
gauged by inspecting Fig. 13, where we have plotted the
observed mean Arctic basin (below 81.5°N) ice thick-
ness field for winters 1993-2001 and the output of both
the optimized model and the standard model run. Both
model runs have similar mean ice thickness fields
(though, as stated in section 5a, the standard model
run’s ice speeds are too high) and both overestimate
observed ice thickness in the western Arctic and under-
estimate it in the eastern Arctic, particularly in the
Laptev Sea. This may be due to the simple ice strength
and air drag parameterizations used and also the ab-
sence of a coupled ocean model in these shallow waters
where tides and river runoff would be expected to play
an important role.
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Fi1G. 10. Sea ice thickness optimization using values in Table A3b, where a = 0.56. The +
symbol marks the optimized model run and the X symbol marks the standard model run. Solid

lines: h
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h,,,s (m); contour interval: 0.2 m; dotted lines: o,,,, — 0,,, (m); contour interval:

0.2 m; dashed lines: x3,, variable contour interval.
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F1G. 11. Model optimization, illustrated using one metric to gauge thickness, speed, and extent pre-
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use the same air drag and ice strength parameterizations: [, Hibler (1979); A, Holland et al. (1993); <,
Hibler and Walsh (1982); *, Harder and Fischer (1999). Note, however, that the albedo parameteriza-
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tions and values used in these studies differ.

Figure 14 demonstrates that the optimized model is
largely able to capture the considerable interannual
variability in summer ice extent, and in Fig. 15 we have
plotted the observed and modeled September ice ex-
tent anomalies to illustrate this in more detail. We find
that the time series are highly correlated (R = 0.98),
with the largest discrepancies occurring in the summer
of 1994 when the model underestimates the observed
decrease in summer ice extent.

Figure 16 shows the high correlation (R,c.q = 0.81)
between the optimized model’s predictions of mean
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F1G. 12. Observed Arctic basin (below 81.5°N) sea ice thickness
for all 50 winter months between 1994 and 2001 and the predic-
tions of the optimized model run, where {a, C,, P¥*} = {0.56,
0.0006, 5 kN m~2}. The modeled thickness &,,,,q = 2.69 m and its
variability o,,,q = 0.96 m.

Arctic Ocean ice speed and the observed Polar Path-
finder data (Fowler 2003). The greatest discrepancies
generally arise during the summer months. For ex-
ample, the model overestimates summer ice speeds in
1997 and 1999 but underestimates them in 1994.
Finally, in Fig. 17 we use the modeled and observed
ice speed distributions to show that the model predicts
too little ice with speeds between 0 and 2 cm s~ ' and
too much with speeds between 2 and 5 cm s~ '. How-
ever, the agreement for speeds above 5 cms™! is close.

¢. Optimal parameter sensitivity

The model tuning process just described is valid for
this particular model forced with the data described in
section 3c. It has highlighted the importance of tuning
and validating models, however complex, with multiple
datasets. It is of course possible that an identical model
forced with alternative datasets, such as the National
Centers for Environmental Prediction (NCEP) reanaly-
ses, would require different parameter values to
achieve the same level of agreement with observations.

To investigate the sensitivity of the optimal param-
eters to alternative forcing data, we have rerun the op-
timized model with its ocean current field set to zero,
that is, with the ocean acting as a motionless drag on the
ice. We found a slight increase in the model’s thickness
predictions (h,,,q = 2.80 M, 0,04 = 0.88 m, 7 = 178),
generally lower speed predictions (vy,oq = 2.33 cms ™,

Rypeea = 0.79, Xgpccd = 5140), and a significant increase



1 AprIL 2006

ERS Observed Meters

. 5.00

4.50
4.00
3.50
3.00
2.50
2.00
(.50
1,00
0.50
0.00

2 .

Optimized Model Meters

Meters
5.00
l 4.50
4.00
3.50
3.00
2.50
,2.00
\.50
1,00
0.50
0.00

MILLER ET AL. 1101

7.0 : ' . ' '

" + SSM/I Observed

o — Optimized Model

£ 65

XX

Z 6.0

£

s

x®

W5

[ ]

L
500 . . . . . .
1994 1995 1996 1997 1998 1999 2000 2001 2002

Year

FIG. 14. Observed Arctic basin sea ice extent from 1994 to 2001,
and the predictions of the optimized model, where {a, C,, P¥*} =
{0.56,0.0006, 5 kN m~?}. We find that RMSD,, = 0.15 X 10° km”.

in the September sea ice extent, with RMSD,,, = 0.35
X 10° km?. However, changing the model parameters to
{a, C,, P¥} = {0.52, 0.007 25, 5 kN m~?} improved the
model’s thickness predictions (A,,q = 2.64 M, Tppoq =
0.90 m, xZ,c = 201), its speed predictions (vy,qq = 2.66
cms Rypeca = 0.79, Xﬁpeed = 4766), and its predictions
of September sea ice extent (RMSD, = 0.20 X 10°
km?).

Thus, although the POLES ocean current field used
(see section 3) is clearly idealistic and lacks temporal
variability, treating the ocean as a source of passive
drag instead does not require a large change in the
model’s optimal parameters.

6. Summary and conclusions

We have used basin-scale observations of Arctic sea
ice thickness, extent, and velocity to tune and validate a
modified, stand-alone, version of the CICE sea ice
model (Hunke and Lipscomb 2004) forced with POLES
and ERA-40 reanalysis data. This is the first time that
basin-scale observations of sea ice thickness (Laxon et
al. 2003) have been used for this purpose.

Three parameters were varied in the tuning process:
C,, the air-ice drag coefficient; P*, the ice strength pa-
rameter; and «, the broadband albedo of cold bare
ice—parameters chosen because of their large influence
on sea ice thickness, extent, and velocity, and because
there remains considerable uncertainty regarding the
correct values to use in basin-scale sea ice models
(Hibler 1979; Chapman et al. 1994). After running the
model with 168 parameter choices covering a subset of

«—

Fi1G. 13. Mean Arctic basin (below 81.5°N) sea ice thickness for
winters 1993-2001 (top) as observed, (middle) as predicted by the
optimized model, and (bottom) as predicted by the standard
model.
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F1G. 15. Observed Arctic basin 1994-2001 September sea ice
extent anomalies and the predictions of the optimized model,
where {a, C,, P*} = {0.56, 0.0006, 5 kN m~2}. The correlation R =
0.98.

the full three-dimensional parameter space and com-
paring the model run predictions of ice extent, speeds,
and sea ice thickness to observations, we were able to
specify the point {«a, C,, P*} = {0.56, 0.0006, 5 kN m?}
as the optimal parameter choice for this particular forc-
ing set (see Figs. 12-17). However, as described in sec-
tion 5b, there remained differences between the opti-
mized model run and all three sets of observations.

One possible reason for these discrepancies is the
existence of errors in the forcing data. Furthermore,
some sea ice processes are either inadequately param-
eterized or omitted entirely from the model. CICE has
an ice thickness distribution (Thorndike et al. 1975), an
EVP rheology (Hibler 1979; Hunke and Dukowicz
1997, 2002), and multilayer, energy-conserving thermo-
dynamics (Bitz and Lipscomb 1999), but we changed its
original, sophisticated parameterizations of air-ice drag
and ice strength (Flato and Hibler 1995) to those of
Egs. (4) and (7), respectively. Future work will involve
restoring these complex parameterizations to examine
whether it is possible to improve upon the predictions
of the optimized model.

Still greater improvements should be possible by cou-
pling the sea ice model to an ocean model and by in-
creasing its resolution. Future enhancements of the
model should also involve explicit parameterizations of
melt ponds (Eicken et al. 2004; Taylor and Feltham
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F1G. 16. Observed Arctic basin sea ice speeds from 1994 to 2001
and the predictions of the optimized model, where {a, C,, P¥} =
{0.56, 0.0006, 5 kKN m~2}. The correlation R = 0.81 and mod-
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F1G. 17. Distribution of all observed Arctic basin sea ice speeds
from 1994 to 2001, and the predictions of the optimized model,
where {a, C,, P*} = {0.56, 0.0006, 5 kN m~2}. The difference
between the distributions xZ,..q = 4969.

2004) and removal of the implicit assumption of lead
isotropy (Wilchinsky and Feltham 2004).

Notwithstanding these probable sources of error, the
availability of basinwide observational datasets of sea
ice concentration, velocity (NSIDC), and thickness
(Laxon et al. 2003) has enabled us to tune and validate
a sea ice model and to reduce ambiguity in commonly
used parameterizations of air—ice drag, ice strength, and
albedo in a model forced with a combination of ERA-
40 and POLES data. We located an optimal region in
parameter space where a model run’s predictions
agreed satisfactorily and simultaneously with the ob-
served data. Different forcing can lead to different op-
timal parameters (see section 5c), but we have demon-
strated the importance of tuning and validating models,
however complex, with multiple datasets.
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APPENDIX

An Optimization of the Sea Ice Model Using
Observations of Extent, Velocity/Speed, and
Thickness

a. Sea ice extent optimization

Tables Ala—e show the values of the ice extent met-
ric RMSD,,,, for a = 0.54, 0.56, 0.58, 0.60, and 0.62,
respectively. Each subtable shows a “slice” through pa-
rameter space at a fixed a.

The eight blank entries in these tables indicate pa-
rameter values with which the model did not run to
completion. In every case, this happened when using
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TABLE Al. Rms difference between observed and modeled September sea ice extent minima, RMSD, (10° km?). The air drag

parameter, C,

a

varies vertically, and the ice strength parameter, P* (kN m~?), varies horizontally.

P*
C, 2.5 5.0 7.5 10.0 20.0 27.5 55.0 100.0
(a) The broadband albedo of cold, thick, bare ice is held fixed at a = 0.54.
0.001 60 0.20 0.19 0.19 0.17 0.18 0.36 0.43
0.001 10 0.18 0.17 0.17 0.16 0.26 0.27 0.38 0.37
0.000 85 0.16 0.15 0.15 0.14 0.25 0.30 0.34 0.32
0.000 60 0.13 0.12 0.13 0.18 0.29 0.33 0.29 0.26
(b) For a = 0.56.
0.001 60 0.19 0.19 0.21 0.21 0.21 0.18 0.22 0.27
0.001 10 0.19 0.20 0.20 0.20 0.17 0.16 0.22 0.21
0.000 85 0.18 0.19 0.19 0.19 0.15 0.17 0.19 0.16
0.000 60 0.16 0.15 0.15 0.13 0.16 0.17 0.14 0.15
0.000 30 0.10 0.09 0.13 0.15 0.12 0.12 0.13 0.14
(c) For a = 0.58.
0.001 60 0.23 0.24 0.26 0.24 0.17 0.17
0.001 10 0.21 0.24 0.25 0.25 0.25 0.22 0.16 0.15
0.000 85 0.22 0.24 0.24 0.24 0.21 0.16 0.15 0.18
0.000 60 0.21 0.23 0.23 0.23 0.14 0.14 0.16 0.23
(d) For a = 0.60.
0.001 60 0.23 0.30 0.32 0.31 0.27 0.20
0.001 10 0.24 0.28 0.30 0.31 0.32 0.32 0.24 0.28
0.000 85 0.25 0.29 0.31 0.32 0.33 0.30 0.27 0.33
0.000 60 0.27 0.30 0.31 0.32 0.27 0.25 0.32 0.39
(e) For a = 0.62.
0.001 60 0.30 0.38 0.39 0.38 0.36
0.001 10 0.26 0.33 0.35 0.38 0.41 0.40 0.39 0.42
0.000 85 0.28 0.34 0.37 0.39 0.41 0.40 0.41 0.48
0.000 60 0.31 0.35 0.40 0.40 0.40 0.40 0.49 0.53

the highest air drag value in our parameter space, C, =
0.0016, in combination with some of the lowest ice
strength values, P* = 10 kN m~2, and was a result of
excessive unphysical ridging.

We found the highest values of RMSD,,, when o =
0.62, irrespective of C, and P*, so we will not consider
this value of albedo in what follows. Similarly, we found
the lowest values of RMSD,,,, where C, = 0.0003 (see
Table Alb). However, for these runs the ice speeds
were too low (see appendix section b), so we did not
run models with C, = 0.0003 for albedo values other
than o = 0.56.

When P* = 10 kN m~2, the lowest values of
RMSD,,,, were found when a = 0.54-0.56 (Tables Ala
and A1b); when 10 kN m 2 < P* < 100 kN m ™2, the
lowest RMSD,, values were found when a = 0.56-0.58
(Tables Alb and Alc); and, when P* = 100 kN m 2,
the lowest values were found when « = 0.60 (Table
Ald).

b. Sea ice velocity/speed optimization

Tables A2a-d show the results of the ice speed as-
sessment for a = 0.54, 0.56, 0.58, and 0.60, respectively.

The first (top) entry is Upqq, the second entry is Ryceas
and the third (bottom) entry is xZpcea-

We note that for each fixed value of « and P*, raising
C,;, increases v,,,4, and when a and C,;, are fixed we
find that v,,,4 decreases as P* increases. In addition,
albedo was found to have only a small and indirect
effect on the ice speeds.

When C, = 0.0006 we required low P* values of
between 5 and 10 kN m ™2 to obtain modeled speeds
near the observed v, However, increasing C, to
0.00085 requires a P* of approximately 27.5 kN m 2 to
maintain the agreement. Increasing C, still further, to
0.0011 and 0.0016, required us to raise P* to 55 and 100
kN m ™2, respectively.

We found high correlations (Rgpeeq =~ 0.80) for all
values of C, when P* = 10 kN m ™2, which decreased as
P* increased. Also, the lowest values of Xgpeed were
found when the ice strength was high, with little varia-
tion with «. However, low values of Xﬁpeed that is,
Xgpccd = 5300, were found whenever modeled speeds,
Unod» Were close to the observed value vg,.

Taking all three measures into consideration, closest
agreement was found at points {C,, P*} = {0.0006, 5-10
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TABLE A2. (top entry) Modeled means of every monthly grid cell speed, v, (cm s~ 1), in the Arctic basin from 1994 to 2001. (second
entry) Correlation of observed and modeled monthly, basin-averaged ice speeds, R from 1994 to 2001. (bottom entry) Measure of
the difference between the modeled and observed ice speed distributions, X?peed'

speed»

P*
C, 2.5 5.0 7.5 10.0 20.0 27.5 55.0 100.0
(a) For fixed a = 0.54.
0.001 60 4.58 4.70 4.67 4.44 4.27 3.70 3.02
0.80 0.83 0.83 0.80 0.78 0.61 0.37
38491 45 086 43729 34 064 27 688 10 359 3153
0.001 10 3.90 3.97 3.93 3.87 3.62 3.39 2.75 2.16
0.81 0.83 0.82 0.82 0.78 0.72 0.47 0.24
18 005 20 484 19619 18 049 11 810 6845 921 4969
0.000 85 3.53 3.54 3.48 3.40 3.07 2.84 2.20 1.71
0.81 0.82 0.82 0.81 0.73 0.64 0.37 0.17
10 794 11 547 10 384 8983 3854 1381 3274 9071
0.000 60 3.09 3.04 2.94 2.84 2.44 2.18 1.61 1.28
0.82 0.81 0.80 0.78 0.63 0.51 0.25 0.09
5637 5209 4287 3326 1513 2706 9384 14 720

(b) For a = 0.56. The v,,,q values in boldface highlight the need to raise C, and P* simultaneously to maintain agreement with the
observed figure v,,, = 2.8 cm s~ . For each value of C,, we have also highlighted the lowest Xfpeed value to indicate the best agreement
with the observed sea ice speed distribution.

0.001 60 4.47 4.63 4.64 4.61 4.40 423 3.64 2.95
0.79 0.82 0.82 0.82 0.80 0.77 0.60 0.36
34151 41 563 42 611 41382 32 608 26 354 9194 2899
0.001 10 3.87 3.93 3.90 3.84 3.56 3.34 2.69 2.09
0.80 0.82 0.82 0.81 0.77 0.70 0.45 0.23
17 250 19 586 18 825 17 275 10 481 6098 848 5506
0.000 85 3.50 3.51 3.45 3.37 3.03 2.79 2.14 1.64
0.81 0.82 0.81 0.80 0.72 0.63 0.35 0.15
10156 10 907 9887 8503 3447 1141 1751 9963
0.000 60 3.07 3.01 291 2.80 2.39 213 1.54 1.22
0.81 0.81 0.79 0.77 0.61 0.49 0.24 0.08

5313 4969 4038 3109 1666 3159 10434 15854
0.000 30 2.28 2.08 1.90 1.73 1.25 1.04 0.77 0.74
0.78 0.72 0.65 0.57 0.33 0.23 0.05 0.02

5125 6209 7933 9971 15423 18 704 24393 26 092

(c) For a = 0.58.

0.001 60 4.63 4.60 4.36 4.18 3.58 2.87
0.82 0.82 0.79 0.76 0.58 0.34
41782 41 087 31174 24 877 8013 2790
0.001 10 3.84 3.90 3.87 3.80 3.51 3.29 2.62 2.01
0.80 0.82 0.82 0.81 0.76 0.69 0.43 0.21
16 365 18 613 17 960 16 359 9576 5314 905 6290
0.000 85 3.47 3.48 3.42 3.33 2.99 2.74 2.07 1.57
0.81 0.82 0.81 0.80 0.71 0.61 0.33 0.14

9572 10313 9350 7933 3013 928 4489 11 059
0.000 60 3.04 2.98 2.88 2.77 2.34 2.07 1.46 1.16
0.81 0.81 0.79 0.76 0.60 0.47 0.22 0.07

4984 4663 3806 2950 1869 3786 11 786 17122
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P*
C, 2.5 5.0 7.5 10.0 20.0 27.5 55.0 100.0
(d) For a = 0.60.
0.001 60 4.49 4.54 431 4.13 3.50 2.78
0.79 0.82 0.79 0.75 0.56 0.32
34947 38455 29 594 23216 6668 2641
0.001 10 3.81 3.87 3.83 3.76 3.46 3.23 2.54 1.92
0.80 0.82 0.81 0.81 0.75 0.67 0.41 0.19
15 607 17 630 17 003 15525 8662 4567 1118 7270
0.000 85 3.44 345 3.38 329 2.93 2.68 1.99 1.49
0.80 0.82 0.80 0.79 0.69 0.59 0.31 0.12
8984 9664 8759 7387 2552 758 5315 12319
0.000 60 3.00 2.95 2.84 2.73 2.28 2.01 1.39 1.09
0.80 0.80 0.78 0.75 0.58 0.45 0.20 0.06
4645 4359 3524 2744 2175 4596 13316 18 377

TABLE A3. (top entry) h,,.4 (m), (second entry) o,,,q (m), and (third entry) xZ,, for various values of the air drag parameter, C,,

and ice strength, P* (kN m~2).

C

a

P*

2.5

5.0 7.5 10.0 20.0 27.5

55.0

100.0

(a) The albedo is held fixed at « = 0.54. Values highlighted in boldface are points at which simultaneous agreement with sea ice
extent and velocity was found (see appendix section b).

0.001 60

0.001 10

0.000 85

0.000 60

0.001 60

0.001 10

0.000 85

0.000 60

0.000 30

9.54
8.48
118 341

6.79
5.02
42270

5.10
3.24
14703

3.68
1.89
2581

11.85
16.55
209 353

7.30
5.46
53481

5.53
3.58
20256

3.98
2.10
4290

2.60
0.97
144

3.25 2.83 2.34 2.15

143 1.09 0.68 0.57

978 259 518 933

3.44 2.80 2.53 2.01 1.97
1.57 1.04 0.83 0.57 0.49
1, 589 214 248 1355 1510
2.96 2.53 2.32 1.98 1.87
1.20 0.85 0.70 0.50 0.45
356 236 519 1460 1869
2.56 2.26 2.11 1.85 1.77
0.91 0.69 0.59 0.45 0.42
203 623 1022 1934 2275

(b) As in (a) but here the albedo is held fixed at « = 0.56.

4.94 3.63 3.12 243 2.24
2.76 1.60 1.18 0.70 0.58
12 813 2385 628 355 714
3.68 2.95 2.65 2.18 2.04
1.70 1.10 0.87 0.56 0.49
2574 339 172 828 1244
3.14 2.66 2.43 2.05 1.94
1.29 0.90 0.73 0.50 0.45
661 162 336 1187 1581
2.69 2.37 2.20 1.92 1.84
0.96 0.71 0.60 0.45 0.42
147 412 767 1635 1964
213 1.96 1.88 1.77 1.77
0.62 0.52 0.47 0.42 0.41

941 1470 1788 2265 2269

1.87
0.45
1881

1.77
0.41
2334

1.72
0.40
2549

1.69
0.39
2671

1.94
0.45
1620

1.83
0.41
2044

1.78
0.39
2231

1.76
0.39
2304

1.84
0.42
1938

1.73
0.40
2511

1.69
0.39
2511

1.70
0.39
2632

1.73
0.39
2472

1.79
0.39
2231

1.76
0.38
2339

1.77
0.39
2267

1.82
0.39
2067

1.92
0.42
1634




1106 JOURNAL OF CLIMATE—SPECIAL SECTION VOLUME 19
TABLE A3. (Continued)
P*

C, 2.5 5.0 7.5 10.0 20.0 27.5 55.0 100.0

(c) As in (a) but here the albedo is held fixed at « = 0.58.
0.001 60 4.90 3.14 2.54 2.33 2.00 1.85
2.77 1.22 0.72 0.59 0.44 0.39
12 409 684 233 515 1394 1927
0.001 10 7.65 3.92 312 2.78 227 2.12 1.90 1.84
5.87 1.84 1.17 0.91 0.57 0.49 0.40 0.38
65 586 3897 601 175 602 979 1731 1977
0.000 85 5.94 3.34 2.79 2.55 2.14 2.02 1.86 1.86
391 1.39 0.95 0.76 0.51 0.45 0.39 0.39
26 643 1172 173 204 919 1285 1884 1864
0.000 60 4.29 2.84 2.49 2.30 2.01 1.92 1.85 1.92
2.32 1.02 0.75 0.62 0.46 0.42 0.40 0.40
6558 188 247 532 1322 1627 1911 1619

(d) As in (a) but here the albedo is held fixed at « = 0.60.
0.001 60 11.47 3.46 2.65 243 2.09 1.93
10.31 1.32 0.74 0.60 0.44 0.38
194 329 1615 167 348 1079 1605
0.001 10 8.27 4.17 3.29 2.92 2.38 221 1.98 1.93
6.25 1.98 1.24 0.95 0.58 0.50 0.40 0.38
78 377 5568 1027 275 405 728 1407 1586
0.000 85 6.35 3.54 2.94 2.67 2.24 2.11 1.95 1.97
421 1.49 1.00 0.79 0.52 0.46 0.39 0.39
33700 1923 288 140 666 992 1514 1426
0.000 60 4.62 2.99 2.61 241 2.10 2.01 1.96 2.05
2.53 1.09 0.78 0.64 0.46 0.42 0.40 0.40
9355 347 146 334 1012 1281 1443 1146

kN m~2}, {0.000 85, 27.5 kN m 2}, {0.0011, 55 kN m 2},
and {0.0016, 100 kN m~2}. Furthermore, since the re-
sults of the sea ice speed optimization given above are
insensitive to « in the ranges we have explored, we can
we now combine these findings with those of appendix
section a to conclude that simultaneous agreement with
observed sea ice extent and speed is found at the fol-
lowing points: {a, C,, P*} = {0.54-0.56, 0.0006, 5-10 kN
m 2}, {0.58, 0.000 85, 27.5 kN m ™2}, {0.58, 0.0011, 55 kN
m 2}, and {0.60, 0.0016, 100 kN m 2}, which still leaves
considerable ambiguity in the choice of an optimum
parameter set. To reduce this uncertainty we need a
third, independent dataset.

¢. Sea ice thickness optimization

In Tables A3a—d we give the results of our ice thick-
ness metrics for a = 0.54, 0.56, 0.58, and 0.60, respec-
tively. The first (top) entry is /.4, the second entry is
Gumods and the third (bottom) entry is x2,4.

As we found in appendix section b, we were able to
achieve satisfactory agreement with sea ice extent and
velocity near the points {«, C,, P*} = {0.54-0.56, 0.0006,

5-10 kN m~2}, {0.58, 0.000 85, 27.5 kN m~2}, {0.58,
0.0011, 55 kN m 2}, and {0.60, 0.0016, 100 kN m2}. We
have highlighted these points in boldface in Tables
A3a-d.

Inspection of those points in Table A3c and Table
A3d quickly reveals that despite the close agreement
with observed extent and velocity, the agreement with
observed sea ice thickness at higher values of P* is
poor. Modeled ice at these points is too thin, and it
shows less variability than the observed data. Similarly,
inspection of highlighted points when P* = 10 kN m ™2
in Table A3a and Table A3b shows that these runs also
predict ice that is both too thin by more than 0.5 m and
insufficiently variable.

However, the agreement with observed ice thickness
improves near {a, C,, P*} = {0.54-0.56, 0.0006, 5-7.5 kN
m %} (see Tables A3a and A3b). As well as predicting
ice thickness and its standard deviation close to the
observed values of A, = 2.78 m, and 0,,,q = 0.91 m,
these regions also show some of the lowest x2, values
found anywhere in the parameter space we have ex-
plored, x7,. ~ 147-623, demonstrating that not only is
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the absolute ice thickness being accurately modeled,
but the intra-annual variability in thickness is also.

The optimum region in parameter space has there-
fore been reduced to the region near {a, C,, P*} =
{0.54-0.56, 0.0006, 5-7.5 kN m™?}. However, we can
restrict this set further by first observing that ice thick-
ness and its variability are still too low when P* = 7.5
kN m~2 Finally, using Tables Ala, Alb, A2a, A2b,
A3a, and A3b to compare the two remaining points,
namely {a, C,, P¥} = 0.54-0.56, 0.0006, 5 kN m 2}, we
see that the model run with albedo a = 0.54 agrees
slightly better with observed September sea ice extent
minima (by 0.03 X 10° km?), but the model run with
albedo a = 0.56 performs better on most measures of
sea ice speed and thickness agreement. We therefore
choose the point {a, C,, P*} = {0.56, 0.0006, 5 kN m?}
to be our optimal parameter set.
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