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ABSTRACT

The detection of anthropogenic climate change can be improved by recognizing the seasonality in the climate change response. This is demonstrated for the North Atlantic jet [zonal wind at 850 hPa (U850)] and European precipitation responses projected by the climate models from phase 5 of CMIP (CMIP5). The U850 future response is characterized by a marked seasonality: an eastward extension of the North Atlantic jet into Europe in November–April and a poleward shift in May–October. Under the RCP8.5 scenario, the multimodel mean response in U850 in these two extended seasonal means emerges by 2035–40 for the lower-latitude features and by 2050–70 for the higher-latitude features, relative to the 1960–90 climate. This is 5–15 years earlier than when evaluated in the traditional meteorological seasons (December–February and June–August), and it results from an increase in the signal-to-noise ratio associated with the spatial coherence of the response within the extended seasons. The annual mean response lacks important information on the seasonality of the response without improving the signal-to-noise ratio. The same two extended seasons are demonstrated to capture the seasonality of the European precipitation response to climate change and to anticipate its emergence by 10–20 years. Furthermore, some of the regional responses (such as the Mediterranean precipitation decline and the U850 response in North Africa in the extended winter) are projected to emerge by 2020–25, according to the models with a strong response. Therefore, observations might soon be useful to test aspects of the atmospheric circulation response predicted by some of the CMIP5 models.

1. Introduction

The evidence that climate is changing as a result of anthropogenic greenhouse gas emissions continues to strengthen (Bindoff et al. 2013). For thermodynamic aspects of climate, such as surface temperature and Arctic sea ice extent, significant observed trends have already been detected and attributed to increasing greenhouse gases and changing aerosol concentrations (Hegerl et al. 1997; Stott 2003; Barnett et al. 2005). On the other hand, projected changes in atmospheric circulation have not yet been detected in the observations, thus limiting the confidence in the future projections. This constitutes a key challenge for climate science (Shepherd 2014) as future changes in atmospheric circulation, midlatitude jets, and storm tracks (Chang et al. 2012; Barnes and Polvani 2013; Zappa et al. 2013) may lead to large socioeconomic impacts by modulating regional storminess and precipitation (Pinto et al. 2012). It is therefore of great interest to find any approach that might allow an earlier detection of the atmospheric circulation response to climate change in observations.

The main limitation to the detection of the atmospheric circulation response to climate change is the large natural variability that characterizes the climate system (Hawkins and Sutton 2009; Deser et al. 2012). Natural variability is internal to the atmosphere–ocean–sea ice coupled system and it occurs independently of changes in external forcing. Deser et al. (2012) suggest that future trends in precipitation and sea level pressure at single locations will be dominated by natural climate variability for at least 50 years. Local trends in temperature can also be modulated by natural variability (Deser et al. 2014), although the trends are more robust than for precipitation or sea level pressure. Furthermore, the climate change response can project onto modes of atmospheric natural variability, making it more difficult to distinguish between the forced and internal components (Palmer 1999). For example, it is still unclear whether the observed trend in North Atlantic
sea level pressure between 1960 and 2000 was externally forced (Shindell et al. 1999; Gillett et al. 2003) or was primarily generated by internal climate variability (Osborn 2004; Semenov et al. 2008; Wallace et al. 2012).

A standard approach to increase the ratio between the amplitude of the expected climate change response (the signal) compared to the amplitude of the fluctuations due to natural variability (the noise) is to take spatial averages over global, hemispheric, or continental scales (e.g., Stott 2003; Gillett and Stott 2009; Balan Sarojini et al. 2012). In this approach, an average is taken over grid points where fluctuations due to natural variability are only weakly correlated with each other, so that the noise is reduced. For example, Gillett and Stott (2009) detected an externally forced increase in the zonal-mean mean sea level pressure in the tropics, and Zhang et al. (2007) detected externally forced changes in the precipitation over land when spatially averaged over four different zonal bands. However, spatial averaging has less value for regional analysis, given the constraints on the extent of the averaging area.

In a similar way, signal-to-noise ratio can be increased by temporal averaging through the year. For example, it is standard practice in detection and attribution studies to consider meteorological-seasonal means rather than monthly means (e.g., Gillett et al. 2005; Gillett and Stott 2009; Noake et al. 2012; Barkhordarian et al. 2013; Marvel and Bonfils 2013), which reduces the noise from intraseasonal variability while still representing the seasonal cycle. Taking annual means (Bindoff et al. 2013) can reduce the noise even more but loses any seasonal information. Since there is no a priori reason to expect the meteorological seasons to best characterize the climate change response, other choices may be more informative. Indeed, several authors (e.g., Wallace et al. 2012; Iles et al. 2013; Seager et al. 2014) have considered extended cold and warm seasons (6-month averages) in their characterization of the climate change response, but to our knowledge there has not been a systematic exploration of the optimal choice of temporal averaging from the perspective of climate change detection. The basic trade-off is between how much signal is lost as the noise is reduced through temporal averaging, and this depends on the seasonality of the climate change response.

Thus, the aim of this paper is to examine the potential of using information on the seasonality of the climate change response to identify optimal temporal averages that increase the signal-to-noise ratio and may thereby facilitate climate change detection in the observations and help constrain model projections. This will be explored first for the future response of the zonal wind at 850 hPa (U850) in the North Atlantic and European region as projected by the climate models participating in phase 5 of the Coupled Model Intercomparison Project (CMIP5). U850 is related to the behavior of the North Atlantic eddy-driven jet, which is an important driver of the weather in the European region (Woollings et al. 2010). No anthropogenic climate change signal has yet been clearly detected for this field in the observations, although model projections suggest that substantial changes may occur in the future (Barnes and Polvani 2013; Simpson et al. 2014). The analysis will then be extended to examine the seasonality of projected changes in mean precipitation, with a particular focus on Europe. The impact of optimal temporal averages on climate change detection will be quantified in terms of the time of emergence of climate change. The time of emergence is generally defined as the time interval needed before the climate change response becomes larger than the random fluctuations induced by internal climate variability, and different approaches have been proposed to quantify it (Christensen et al. 2007; Giorgi and Bi 2009; Mahlstein et al. 2011; Hawkins and Sutton 2012). The uncertainty on the time of emergence due to differences in the model responses will also be estimated (Hawkins and Sutton 2012).

The structure of the paper is as follows. Section 2 introduces the data and methods, including a discussion of how we define time of emergence. In section 3 the seasonality of the CMIP5 multimodel mean response in U850 is analyzed and two extended seasons that best capture the climate change response are identified. In section 4, the time of emergence of the U850 climate response in the meteorological and extended seasonal averages are quantified and compared. In section 5, the results are interpreted in relation to the signal-to-noise ratio of the climate response. Section 6 extends the analysis introduced for U850 to the precipitation response. The conclusions are given in section 7.

2. Data and methods
a. CMIP5 models

The 35 CMIP5 coupled climate models listed in Table 1 are considered in this study. The climate change response is evaluated for the representative concentration pathway 8.5 (RCP8.5) emission scenario (Taylor et al. 2012). This corresponds to a future scenario with little climate change mitigation in the twenty-first century. If available, multiple ensemble members from each model are averaged before computing the individual models’ climate change response. The multimodel mean is computed as an unweighted mean of the individual CMIP5 model responses interpolated to a common T42 Gaussian grid using bilinear interpolation for U850 and conservative
remapping for precipitation (Jones 1999). To explore the evolution of the climate change response through the twenty-first century the historical simulations (from 1960 to 2005) and the RCP8.5 simulations (from 2006 to 2100) of each model have been merged together by concatenating the time series.

The magnitude of the internal climate variability simulated by the CMIP5 models has been tested against the variability found in observational datasets. In particular, the variability in U850 has been tested against the variability found in the recently released Japanese 55-year Reanalysis (JRA-55) for the period 1958–2013 (Kobayashi et al. 2015) and that found in the ECMWF interim reanalysis (ERA-Interim, hereafter ERAI) for the period 1979–2013 (Dee et al. 2011). Furthermore, internal climate variability in the precipitation has been evaluated using the CPC Merged Analysis of Precipitation (CMAP) dataset (Xie and Arkin 1997) and the Global Precipitation Climatology Project (GPCP) precipitation dataset (Adler et al. 2003), both for 1979–2013. The GPCP and CMAP datasets combine satellite-derived information with surface gauge data to generate a climatology of observed precipitation over both land and oceanic regions.

### b. Signal-to-noise ratio and time of emergence

The definitions of signal-to-noise ratio and time of emergence of climate change used in this study are similar to those described in Christensen et al. (2007). At a given lead time, the signal $\beta(t)$ is evaluated as the CMIP5 multimodel mean difference between a 30-yr mean in the RCP8.5 scenario and a reference 30-yr mean in the historical simulations (1960–90). A range of lead times

---

**TABLE 1. List of CMIP5 models considered in the study. For each model the number of analyzed runs in the historical (HIST) and RCP8.5 simulations are indicated. (Expansions of acronyms are available online at [http://www.ametsoc.org/PubsAcronymList](http://www.ametsoc.org/PubsAcronymList).)**

<table>
<thead>
<tr>
<th>Model name</th>
<th>Basic information</th>
<th>Institution</th>
<th>No. of runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ACCESS1.0</td>
<td>CSIRO and BOM, Australia</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2 ACCESS1.3</td>
<td></td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3 BCC_CSM-1.1</td>
<td>BCC, China</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4 BCC_CSM-1.1(m)</td>
<td></td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>5 BNU-ESM</td>
<td>Beijing Normal University, China</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6 CSM4</td>
<td>NCAR, United States</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>7 CESM1(CAM5)</td>
<td>National Science Foundation, DOE, and NCAR, United States</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>8 CESM1(WACC)</td>
<td></td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>9 CMCC-CESM</td>
<td>CMCC, Italy</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10 CMCC-CM</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>11 CMCC-CMS</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12 CNRM-CM5</td>
<td>Centre National de Recherches Météorologiques, France</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>13 CSIRO Mk.3.6.0</td>
<td>CSIRO, Australia</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>14 CanESM2</td>
<td>CCCma, Canada</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>15 EC-EARTH</td>
<td>EC-Earth Consortium, Europe</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>16 FGOLAS-g2</td>
<td>LASG, China</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>17 FIO-ESM</td>
<td>First Institute of Oceanography, China</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>18 GFDL CM3</td>
<td>GFDL, United States</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>19 GFDL-ESM2G</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>20 GFDL-ESM2M</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>21 GISS-E2-H</td>
<td>NASA GISS, United States</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>22 GISS-E2-R</td>
<td></td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>23 HadGEM2-ES</td>
<td>Met Office Hadley Centre, United Kingdom</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>24 HadGEM2-CC</td>
<td></td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>25 INM-CM4</td>
<td>Institute of Numerical Mathematics, Russia</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>26 IPSL-CM5A-LR</td>
<td>IPSL, France</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>27 IPSL-CM5A-MR</td>
<td></td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>28 IPSL-CM5B-LR</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>29 MIROC-ESM</td>
<td>JAMSTEC, Atmosphere and Ocean Research Institute (AORI) at the University of Tokyo, and National Institute for Environmental Studies, Japan</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>30 MIROC-ESM-CHEM</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>31 MIROC5</td>
<td></td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>32 MPI-ESM-LR</td>
<td>Max Planck Institute for Meteorology, Germany</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>33 MPI-ESM-MR</td>
<td></td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>34 MRI-CGCM3</td>
<td>Meteorological Research Institute, Japan</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>35 NorESM1-m</td>
<td>Norwegian Climate Centre, Norway</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>
are considered by shifting the future time window in the RCP8.5 scenario from 1980–2010 to 2070–2100 in 5-yr steps. By considering a multimodel mean, the signal is well sampled and only weakly affected by internal climate variability. The years 1960–90 are chosen as the reference period as regular radiosonde observations are available on a global scale from this period onward (Kobayashi et al. 2015). The sensitivity to using a later reference period (1979–2009), when satellite information becomes available, will be discussed for the precipitation projections.

The internal variability, here seen as noise, is estimated from the CMIP5 data according to the framework introduced by Sansom et al. (2013). In this framework, internal variability is quantified as the standard deviation \( \sigma \) of the fluctuations of the 30-yr mean climate due to different initial conditions of the model simulations. The fluctuations are evaluated by pooling together the anomalies in the mean climate in the historical simulations of each ensemble member relative to the respective model ensemble mean [see Eq. (A1) in the appendix]. Using this approach, a single estimate of internal variability is generated for the whole multimodel ensemble. This is appropriate because the time of emergence depends on the variability of the real climate system, not of particular models. Observations cannot be reliably used to estimate variability of 30-yr means without strong assumptions on autocorrelations, so our approach is to use the pooled model variability as the primary estimate and to check that it is consistent with that inferred from observations. More details on this methodology and a discussion of the assumptions made are presented in the appendix.

Following Christensen et al. (2007), the time of emergence is here defined as the time interval needed before the multimodel mean climate change signal is significant at the 5% level relative to the noise of a single realization (\( \sigma \)). This is estimated as the first lead time \( \tau \) when the signal-to-noise ratio condition

$$\frac{\beta(\tau)}{\sigma \sqrt{2}} \geq 1.96 \Rightarrow \beta(\tau) \geq 2.77\sigma$$  \hspace{1cm} (1)

is satisfied. In Eq. (1), thanks to the large number of ensemble members contributing to estimate \( \sigma \), we have considered the test statistic \( \beta/\sigma \) to be normally distributed.

This definition of time of emergence has two properties that ease its interpretation:

- By the time of emergence, the response of a single realization is likely (\( \geq 95\% \)) to have the same sign of the climate change response, regardless of internal variability.
- By the time of emergence, there is a 50% chance that a single realization shows a statistically significant response at the 5% level. Note that a statistically significant response might be detected earlier if the random internal variability combines to amplify the forced climate change response, or later if it opposes the forced climate change response.

The first property is particularly useful in the context of testing climate model projections. If, by the time of emergence, observations show a response of opposite sign to that projected by the models, we can conclude that the model projections are likely (\( \geq 95\% \)) to be unrealistic and either miss or exaggerate the climate response. As illustrated in section 4c, this property might soon be applied to use observations to provide an upper bound on the most extreme model projections in some regions.

A different approach was proposed in Hawkins and Sutton (2012), who defined the time of emergence as the first lead time when the climate response becomes “large,” by a factor of 1 or 2, compared to the standard deviation of the year-to-year variability. While the Hawkins and Sutton (2012) definition of time of emergence is useful to interpret the emergence of climate impacts, it lacks the two useful properties given above. Therefore, we find the Christensen et al. (2007) approach more appropriate for this study as it allows a statistical interpretation of when climate change might be detected and model projections tested using observations.

3. The seasonality of the North Atlantic 850-hPa zonal wind response

Figure 1 shows the CMIP5 multimodel mean end-of-century U850 response (2070–99 minus 1960–90) separately computed for each calendar month. Thanks to the large number of models and ensemble members averaged in the multimodel mean, the monthly climate change response is well sampled and only weakly affected by internal climate variability. This has been verified by examining the sensitivity of Fig. 1 to using only one ensemble member per model, which proved to be small (not shown).

Figure 1 reveals that the multimodel mean response in U850 smoothly evolves through the annual cycle but it also shows that some spatial patterns tend to persist for a number of consecutive months. From December to April, the mean response features an eastward wind change over central Europe and a westward wind change over North Africa. This dipole between Europe and North Africa is largest in January and smallest in April, and it persists for the whole period at nearly unchanged locations. With the exception of April, the U850 response in the North Atlantic region is weaker than in Europe and it shows little spatial coherence between the different months. A slight westward wind response is also found in
the North Atlantic section of the Arctic Ocean. Overall, the U850 response is primarily suggestive of an eastward extension of the North Atlantic jet into Europe, which has also been previously identified in winter [December–February (DJF)] in other studies (Pinto et al. 2007; Zappa et al. 2013; Simpson et al. 2014).

A qualitatively different response in U850 is found from May to October. In this period, the multimodel mean response primarily consists of an intensification of the westerlies north of the climatological North Atlantic jet latitude (gray contours) and of a weakening to the south of it. The pattern of the response is suggestive of a poleward shift of the jet, and the response is found to be strongest in September and October. This is consistent with the results from Simpson et al. (2014), who identified a very robust poleward shift of the North
Atlantic jet, as measured by the latitude of strongest westerlies, in autumn [September–November (SON)] in the CMIP5 models.

The November response is intermediate between that of December–April and that of May–October. In particular, the November response features both a poleward shift of the jet in the North Atlantic and a dipole response between central Europe and North Africa, which are the main characteristics of the summer and winter responses, respectively.

Overall, these results suggest that the future response of the North Atlantic eddy-driven jet to climate change involves two different dynamical responses: a poleward shift from May to November and an eastward extension into Europe from November to April. This suggests that splitting the year into an extended winter and an extended summer season is dynamically sound for detecting zonal wind changes in the North Atlantic and Europe. November could be included in either of the two extended seasons; for simplicity, it will be included in the extended winter period so as to split the year into two 6-month periods [May–October (MJJASO) and November–April (NDJFMA)]. These will be referred to as extended summer and winter, respectively. This partitioning of the year into extended seasons has been used in some previous studies (e.g., Wallace et al. 2012; Seager et al. 2014), although motivated by different arguments (see discussion in the conclusions).

4. The time of emergence of the U850 response

The previous section showed that the U850 response in the CMIP5 climate models can be well described by two 6-month extended seasonal averages. In this section, we explore the potential to detect the climate change response in these extended seasonal averages compared with the meteorological seasons. The results will be separately presented for summer and winter. The uncertainty due to differences in the model responses will then be discussed.

a. Summer

Figures 2a and 2b show the multimodel mean end-of-century U850 response for the meteorological [June–August (JJA)] and extended (MJJASO) summertime averages. The U850 response in MJJASO strongly resembles that found in JJA, and they both show the dipolar response associated with the poleward shift of the North Atlantic jet. This suggests that little information is lost by extending the season length. Furthermore, stippling is added to Figs. 2a and 2b where at least 90% of the models agree on the sign of the projected change. This shows that there is high consensus on the projected poleward shift of the jet in both JJA and MJJASO across the CMIP5 models, but the region over which there is consensus is extended in MJJASO.

The time of emergence of the CMIP5 multimodel mean U850 response is presented in Figs. 2c and 2d for JJA and MJJASO, respectively. The interpretation of
the time of emergence is only meaningful where the different CMIP5 models show consistent projections. Therefore, the discussion of the results will be limited to the areas where at least 90% of the models agree on the direction of change by the end of the twenty-first century (2070–2100 minus 1960–90). The signals associated with the poleward shift of the jet are both projected to emerge within the twenty-first century in JJA (Fig. 2c).

In particular, at the individual grid points the weakening of the westerlies south of the jet in the southeastern North Atlantic (including Iberia) emerges by about 2055, and the strengthening of the westerlies to the north of the jet in the northern North Atlantic emerges by about 2075.

Despite the similar signals, the time of emergence of the MJJSO mean response is nearly everywhere advanced relative to that found for JJA (cf. Figs. 2c and 2d). This is due to an increase in the signal-to-noise ratio of the climate response, which will be discussed in detail in section 5. To better quantify the benefit from extending the seasonal average, we have computed the time of emergence of the U850 response area averaged in the two regions where the climate change signal is largest: the northern North Atlantic and the southeastern North Atlantic (see boxes in Figs. 2c,d). The estimated time of emergence of the area-averaged response in the two regions is reported in Table 2 in the rows labeled “mean response.” Table 2 shows that the time of emergence decreases from 2070 (JJA) to 2055 (MJJSO) in the northern North Atlantic and from 2045 (JJA) to 2040 (MJJSO) in the southeastern North Atlantic. These values are about five years lower than the earliest time of emergence found at the individual grid points, as the area averaging allows a further increase in the signal-to-noise ratio of the climate response. Overall, these results are indicative of a benefit of about 5–15 years for the detection of the climate change response in the zonal wind by considering MJJSO compared with JJA.

b. Winter

Figures 3a and 3b show the multimodel mean end-of-century U850 response for the meteorological (DJF) and extended (NDJFMA) wintertime averages. Similar to what is found for summer, the extended winter response in U850 strongly resembles that found for DJF, although the amplitude is slightly reduced. The response is dominated by the strengthening of the westerlies over central Europe and by an opposite change over North Africa. High consensus across the CMIP5 models (stippling) is found with regard to the weakened zonal wind response in North Africa (Figs. 3a,b) and, although to a more limited extent, with regard to the strengthened westerlies in central Europe. In contrast, high consensus is generally not found in the North Atlantic except in the southwest, near Florida, in NDJFMA.

Figures 3c and 3d show the time of emergence of the climate change response for DJF and NDJFMA, respectively. The winter dipole in the U850 response between central Europe and North Africa is projected to emerge within the twenty-first century for both the DJF and NDJFMA time means. However, as found for summer, the time of emergence of climate change is advanced by extending the seasonal average to NDJFMA in both these two regions. This is quantified in Table 2, which presents the time of emergence of the area-averaged U850 response in central Europe and North Africa (see boxes in Figs. 3c,d). The results show that the time of emergence decreases from 2085 (DJF) to 2070 (NDJFMA) in central Europe and from 2045 (DJF) to 2035 (NDJFMA) in North Africa.

c. Model uncertainty

For a given emission scenario, a main source of uncertainty on the time of emergence of climate change is due to differences in the responses of the models. This contribution is termed model uncertainty in Hawkins and Sutton (2009). In particular, even where models are consistent on the direction of change, substantial intermodel differences can exist in the amplitude of the response. A stronger or weaker response implies that the signal might be detected earlier or later, respectively, compared to the multimodel mean response. This is analyzed in detail for the four regions identified in the previous sections.

Figures 4a–d show the temporal evolution of the extended seasonal mean U850 multimodel mean response (black dashed lines) area averaged in the four regions identified in Figs. 2 and 3. For each region, the horizontal red line marks the $2.77\sigma$ noise level [see Eq. (1)].
which gives the magnitude of the internal climate variability on the 30-yr mean response in a single realization. In other words, in the absence of climate change, the response of any realization would be unlikely (<5%) to exceed the level delimited by the red line. The intersection between the red line and the black dashed line gives the time of emergence of the multimodel mean response [Eq. (1)].

To quantify the model uncertainty on the amplitude of the response, the gray dashed lines show the multimodel mean of the 20% of models with the strongest and weakest end-of-century climate change response. Because of the small number of averaged models (seven per group) there is some residual internal variability, which shows as wiggles in the gray lines. To filter this residual variability, a third-order polynomial (Fig. 4; black line) is fit to the weak and strong model responses for the period 2010–2100 in a least squares sense. Therefore, the intersections between the red line and the black lines delimit the uncertainty range on the time of emergence due to differences in the model responses (Fig. 4; pink shading).

It is found that the uncertainty in the time of emergence of climate change due to differences in the model responses is substantial and that it differs between the different regions and seasons. The smallest uncertainty (about [−25, +25] yr) is found for the increase of U850 in the northern North Atlantic in the extended summer (Fig. 4a), which emerges by 2030 in the models with a stronger response and by 2080 in those with a weaker response. Models are therefore consistent in indicating that the strengthening of the zonal wind to the north of the jet will emerge in the twenty-first century, although the timing is uncertain. In contrast, Fig. 4c shows that while the increase of U850 in central Europe in the extended winter also emerges by 2030 in the models with a strong response, it does not emerge at all within the twenty-first century in the models with a weak response. This confirms that substantial uncertainty still characterizes future changes in the zonal wind in central Europe in winter (Woollings 2010).

This analysis enables identification of the signals and regions where observations might first be used to test the atmospheric circulation response to climate change. In particular, the signals with the earliest time of emergence in the models with a strong response are the weakening of the jet in the southeastern North Atlantic (including Iberia) in MJIASO, which is expected to emerge by 2020 (Fig. 4b), and the westward zonal wind change in North Africa in NDJFMA, which is expected to emerge by 2025 (Fig. 4d). Therefore, in these regions, it might soon be possible to test whether the model projections associated with the largest future responses are consistent with observations. This will enable to provide an upper bound on the most extreme projections.

Figure 4 also shows that the pooled variability simulated by the models (red horizontal line) is consistent with the variability observed in JRA-55 and ERAI in each of the four regions (vertical error bars). This suggests that there is no evidence of systematic biases in the variability of 30-yr

---

1 To better sample the end-of-century response the average of the responses by 2080 and by 2100 is considered. The sensitivity of the results to this choice is small.
means, which could otherwise affect the estimated time of emergence of climate change in the real world.

A summary of the model uncertainty on the time of emergence of the U850 response area averaged in the four study areas is reported in Table 2 for both the meteorological and the extended seasons. Extending the seasonal average is estimated to lead to an earlier time of emergence by up to 15 years in the models with a strong response and by up to 25 years in the models with a weak response. Central Europe in winter is the only region of the four where the response does not emerge within the twenty-first century in either DJF or NDJFMA according to the models with a weak climate response.

5. Signal-to-noise ratio and optimal seasonal averaging

In this section we propose a simple method to identify the optimal seasons for climate change detection in terms of the signal-to-noise ratio of the climate change response. To do this, a single-value measure of signal-to-noise ratio ($\beta/\sigma$) in the North Atlantic and European area is now introduced. In particular, $\beta/\sigma$ is defined as the root-mean-square of the signal-to-noise ratio in the North Atlantic and European region ($20^\circ$–$75^\circ$N, $80^\circ$W–$40^\circ$E) and it is evaluated for the end-of-century climate change response.

Figure 5a shows $\beta/\sigma$ evaluated for a set of different temporal averages. The largest signal-to-noise ratio is found for the extended summer season response (MJJASO), which is 25% higher than in JJA. The increase in $\beta/\sigma$ from JJA to MJJASO is robust across the CMIP5 models as it is found in 31 of the 35 individual model responses (see Fig. 5b). Similarly, the signal-to-noise ratio of the extended winter response is about 30% higher than that found for DJF, and an increase in $\beta/\sigma$ is found in 34 of the 35 individual model responses (see Fig. 5c). As the amplitude of the end-of-century U850 response is comparable in the meteorological and extended seasons (see Figs. 2a,b
and 3a,b), the increase in signal-to-noise ratio has to be related to a reduction in the noise. Midlatitude atmospheric variability is dominated by weather regimes that typically vary on submonthly time scales. As a result, the fluctuations due to internal variability are weakly correlated across consecutive months and the noise is reduced by taking longer temporal averages. However, the signal-to-noise ratio will not necessarily increase as the signal can also be reduced by extending the temporal average. Consistently, Fig. 5a shows that the annual mean response is associated with a signal-to-noise ratio intermediate between that of the extended summer and the extended winter. The reason for this is that the extended summer and winter responses are characterized by different patterns, which are only marginally overlapping. Therefore, the annual mean response lacks important information on the seasonality of the climate change response and it does not improve the signal-to-noise ratio of the response either.

For a further exploration of the sensitivity of the signal-to-noise ratio to the temporal average employed, Fig. 6 shows $\bar{\text{b}}/\sigma$ evaluated for all possible time averages within the annual cycle. The values are presented as a function of the starting month (x axis) and the temporal length (y axis) of the time average. The two white dots correspond to the two extended seasons that have been identified to capture best the future response of the North Atlantic jet.
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Midlatitude atmospheric variability is dominated by weather regimes that typically vary on submonthly time scales. As a result, the fluctuations due to internal variability are weakly correlated across consecutive months and the noise is reduced by taking longer temporal averages. However, the signal-to-noise ratio will not necessarily increase as the signal can also be reduced by extending the temporal average. Consistently, Fig. 5a shows that the annual mean response is associated with a signal-to-noise ratio intermediate between that of the extended summer and the extended winter. The reason for this is that the extended summer and winter responses are characterized by different patterns, which are only marginally overlapping. Therefore, the annual mean response lacks important information on the seasonality of the climate change response and it does not improve the signal-to-noise ratio of the response either.

For a further exploration of the sensitivity of the signal-to-noise ratio to the temporal average employed, Fig. 6 shows $\bar{\text{b}}/\sigma$ evaluated for all possible time averages within the annual cycle. The values are presented as a function of the starting month (x axis) and of its time length (y axis). Figure 6 confirms that a longer time average does not necessarily lead to a higher signal-to-noise ratio. For example, the future response evaluated for a temporal average starting in June shows
an increase in the signal-to-noise ratio for temporal averages extending up to 5 months (June–October) but a reduction afterward. Moreover, the extended spring (February–July) mean response is characterized by a low signal-to-noise ratio (<2.5) despite the 6-month time average. This largely results because responses of opposite signs are found in the different months of the time average, particularly in the Norwegian Sea and western Europe (see Fig. 1).

Among all the possible 6-month time averages, two distinct maxima in the signal-to-noise ratio are found at the starting months of May (MJJASO) and November (NDJFMA). This shows that the two extended seasons identified in this paper enable the identification of the seasonality of the climate change response and also maximize the signal-to-noise ratio of the climate response. More generally, these results suggest that recognizing the seasonality of the climate change response can be guided by the identification of the time periods that maximize the signal-to-noise ratio of the climate response.

Finally, we note that the ability to discern the two seasonal maxima in Fig. 6 can depend on how the area average signal-to-noise ratio $\frac{B}{\sigma}$ is exactly computed. In particular, we find that the winter maximum becomes less prominent if $\frac{B}{\sigma}$ is evaluated as the area average of the absolute values of signal-to-noise ratio (not shown), rather than as the root-mean-square. This happens because the wintertime response is spatially confined over Europe, so its signal-to-noise ratio is damped by an area average over the whole North Atlantic region. In contrast, the root-mean-square is equivalent to weighting the area average by the magnitude of the signal-to-noise ratio itself, therefore giving more weight to the regional responses.

6. Seasonality of the precipitation response

We now explore what seasonality is appropriate to detect the mean precipitation response to climate change. Because of the influence of the eddy-driven jet on precipitation, we first consider the same extended seasons identified for the U850 response and compare them with the meteorological seasons. However, precipitation can also directly respond to climate change via thermodynamic processes, with wet regions tending to become wetter and dry regions drier (Held and Soden 2006). The extent to which MJJASO and NDJFMA are optimal to detect precipitation changes will be verified using the diagnostic introduced in Fig. 6.

Figure 7a shows the multimean precipitation response in JJA. The response is characterized by increased precipitation at high latitudes, including Labrador, Greenland, and Scandinavia, and reduced precipitation in the southeastern North Atlantic and western Europe, particularly in Spain and France. A very similar spatial pattern is found in MJJASO (Fig. 7b), which suggests that little information is lost by considering the extended summer. Comparing Fig. 7c with Fig. 7d reveals that the time of emergence of the precipitation response is anticipated in MJJASO compared to JJA at nearly every grid point. This is particularly notable for the high-latitude precipitation increase, which emerges at least 20 years earlier in MJJASO (around 2050) compared with JJA (around 2070) at the individual grid points.
The multimodel mean precipitation responses in DJF and NDJFMA are presented in Figs. 8a and 8b. In DJF, precipitation is projected to decrease in the Mediterranean area, and to increase in northeastern North America and most of northern Europe, including the British Isles. The precipitation response in the extended winter (NDJFMA) well resembles that found in DJF, although the amplitudes are locally slightly reduced. Despite the smaller signal, the time of emergence is still everywhere advanced by at least 15 years from DJF to NDJFMA (Figs. 8c and 8d). The high-latitude precipitation increase is expected to emerge before the precipitation reduction in the Mediterranean area.

While the meteorological and extended seasons show similar precipitation responses, some relevant differences are found between the extended summer (Fig. 7b) and the extended winter (Fig. 8b) responses. For example, in western Europe (i.e., southern England and France) precipitation is projected to increase in winter but decrease in summer, while the area affected by a precipitation reduction shifts from the Mediterranean area (NDJFMA) to western Europe (MJJASO). These results suggest that there is a seasonality in the European precipitation response to climate change, but are NDJFMA and MJJASO the best time averages to capture it?

To answer this question, Fig. 9a shows the sensitivity of the signal-to-noise ratio diagnostic ($\frac{\bar{\beta}}{\sigma}$) area averaged over Europe ($30^\circ$–$70^\circ$N, $10^\circ$W–$40^\circ$E) to the choice of the temporal average. The highest signal-to-noise ratio is found for time averages starting in October–November and lasting 5–7 months. This includes the extended winter period defined above. Moreover, for a fixed 6-month time average, two separate maxima in $\frac{\bar{\beta}}{\sigma}$ are found for the starting months of May and November. The presence of these two distinct maxima in the signal-to-noise ratio of the response is more evident in Fig. 9b, where $\frac{\bar{\beta}}{\sigma}$ is evaluated for the central European and Mediterranean areas only ($30^\circ$–$53^\circ$N, $10^\circ$W–$40^\circ$E). This confirms that MJJASO and NDJFMA are good choices to detect the European precipitation response, and particularly the southern European response.

The uncertainty on the time of emergence of the precipitation response in the southeastern North Atlantic (MJJASO) and in the Mediterranean area (NDJFMA) is now investigated in more detail. The projected precipitation reduction in these areas is of particular concern as it can lead to large socioeconomic impacts due to the susceptibility of Mediterranean countries to water stress. The precipitation responses are evaluated as area averages in the boxes indicated in Figs. 7d and 8d. The temporal evolution of these area-averaged responses is presented in Fig. 10. Note that the noise level from the models (red horizontal line) is found to be consistent with the two observational estimates.

The area-averaged precipitation reduction in MJJASO in the southeastern North Atlantic, including France and Spain, emerges by 2040 in the multimodel mean response (Fig. 10a). Furthermore, the strong and weak model response averages show an uncertainty range of about ±20 yr in the time of emergence (2025–60) due to model uncertainty. A similar uncertainty range is found for the time of emergence of the precipitation response in the Mediterranean area in NDJFMA (Fig. 10b). Therefore, CMIP5 models indicate that both regions will observe a
reduction in the time mean precipitation within the next 10–45 years relative to the 1960–90 climate.

In both regions, the end-of-century precipitation response differs by a factor of about 3 between the models with a strong and a weak response (see Figs. 10a,b). Reducing this uncertainty range would be important to plan adaptation policies. These results suggest that observations might soon be useful to test whether the projections from the models with the largest precipitation reductions, which should emerge by 2025, are realistic. This may enable us to provide an upper bound on the projected precipitation reduction. However, detecting these signals would require knowing the 1960–90 mean precipitation climatology, which might not be available in oceanic regions. We find that if the reference period is shifted to 1979–2009, when satellite-derived datasets become available, the emergence of the signals is postponed by about 10 years for the models with a strong response and about 5 years for the multimodel mean (not shown).

7. Conclusions

This study has explored the potential to use information on the seasonality of the North Atlantic jet and European precipitation response to climate change to improve their detection in the observations. The climate change response is evaluated in the CMIP5 models under the RCP8.5 scenario relative to the 1960–90 climatology.

The main findings of this study are the following:

- The climate change response in the zonal wind at 850 hPa is characterized by a well-defined seasonality, which is best described by two seasons. An extended summer season ranges from May to October (MJJASO), and in this period the North Atlantic jet tends to shift...
poleward. An extended winter season ranges from November to April (NDJFMA), and in this period the westerlies tend to intensity in central Europe, while a response of opposite sign is found in North Africa.

- The amplitude of the U850 climate change response (the signal) relative to the amplitude of the internal climate variability of 30-yr means (the noise) is 25%–30% higher in the extended seasons than in the corresponding meteorological seasons. This leads to a 5–15-yr earlier time of emergence of climate change depending on the region. These results suggest that considering the extended seasons will give a better ability to detect the projected climate change responses in the observations.
- According to the CMIP5 models, the U850 climate change response has not yet emerged from internal climate variability. This is consistent with the fact that, to our knowledge, no study has yet identified these signals in the observations.
- This study has identified two areas within the North Atlantic and European region where the climate change response in U850 can be expected to be detected first. These areas are the southeastern North Atlantic (including Iberia) in the extended summer and North Africa in the extended winter, which are both characterized by a westward wind change in the CMIP5 projections. In particular, these signals are projected to emerge by 2020 (southeastern North Atlantic) and by 2025 (North Africa) according to the average of the 20% of the models with the strongest future response. Therefore, observations might soon be useful to test these aspects of the atmospheric circulation response to climate change.
- MJJASO and NDJFMA are also optimal to capture the seasonality of the European precipitation response to climate change, leading to up to 10–20-yr earlier detection of the local precipitation responses. In particular, precipitation is projected to increase at the high latitudes, but to decline in both the southeastern North Atlantic and western Europe in MJJASO, and in the Mediterranean area in NDJFMA. The high-latitude precipitation increase is expected to emerge before the midlatitude reductions, and there are indications that it is already found in the observations (Zhang et al. 2007; Min et al. 2008; Balan Sarojini et al. 2012).
- The precipitation reduction in both the southeastern North Atlantic (MJJASO) and the Mediterranean area (NDJFMA) are projected to emerge between 2025 and 2060 according to the average of the models with the 20% strongest and weakest end-of-century precipitation responses. Therefore, it might soon be possible to test whether the models showing the largest future precipitation reductions are consistent with the observations.
- For both the North Atlantic jet and the European precipitation response, the signal-to-noise ratio in the annual mean is not higher than that found in the extended seasons and it further misses the information on the seasonality of the climate change response.

The 6-month extended seasons (NDJFMA and MJJASO) proposed here are not new in the climate change literature (e.g., Wallace et al. 2012; Iles et al. 2013; Seager et al. 2014). They represent a way to partition the year into a cold and a warm season, and to capture the seasonal cycle in both the atmospheric circulation (Peixoto and Oort 1992) and precipitation (Pascale et al. 2015) in the present-day climate. Here we have shown that this approach also represents the way to maximize the signal-to-noise ratio for the U850 and precipitation response to climate change in the North Atlantic and European region. The extent that this also applies to other regions and fields can be tested using the methodologies presented in this paper.

Deser et al. (2012), by analyzing a single climate model, suggested that regional precipitation and sea level pressure projections will be dominated by internal variability for at least 50 years. A direct comparison with our results is not possible due to the use of different climate models and greenhouse gas emission scenario, the use of a different reference period [2005–14 in Deser et al. (2012)] and of 10-yr rather than 30-yr means. Nonetheless, based on the CMIP5 models and using 1960–90 as reference period, we find that both the U850 and precipitation climate change responses could emerge regionally before 2050 in many areas. Crucially, once model uncertainty is taken into account, we further highlight that for some specific regions climate change might already emerge within the next decade according to the models with a strong climate response.

Some of the projected changes in U850 and precipitation are likely to be connected. In particular, the westward zonal wind change projected to occur in North Africa in NDJFMA is related to an increase in surface pressure and a reduction in the number of extratropical cyclones and precipitation in the Mediterranean area (Lionello et al. 2006; Giorgi and Lionello 2008; Seager et al. 2014; Zappa et al. 2015). Moreover, the poleward shift of the North Atlantic jet in MJJASO is expected to affect precipitation in southern England and northwestern France (Rowell and Jones 2006; Bladé et al. 2012). The potential to use the relationships between the atmospheric circulation and precipitation to improve the climate change detection of the precipitation responses will be addressed by future research.
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APPENDIX

Estimating the Noise due to Internal Variability

a. In the multimodel ensemble

Following Sansom et al. (2013), a single estimate of internal variability on the 30-yr mean climate is estimated for the whole multimodel ensemble under the assumption that the different models have the same variability. In particular, we define \( y_{mr}(t) \) to be the 30-yr mean climate ending on year \( t \) for model \( m \) and ensemble member \( r \). Also, we define \( y_{mr}(t_H) \) as the reference 30-yr average in the historical period (1960–90). The variance \( \sigma^2 \) on the 30-yr mean climate due to internal climate variability can be estimated as

\[
\sigma^2 = \frac{1}{N - M} \sum_{m=1}^{M} \left\{ \sum_{r=1}^{R_{tm}} [y_{mr}(t_H) - y_m(t_H)]^2 \right\},
\]

where \( N \) is the total number of ensemble members in the historical simulations, \( M \) is the total number of models, \( R_{tm} \) is the number of ensemble members in model \( m \) in the historical period, and \( y_m \) is the ensemble average across the members of model \( m \).

Concerning the assumption of equal model variability, only limited evidence of intermodel differences in \( \sigma^2 \) has been found by applying the statistical techniques indicated in Sansom et al. (2013). Moreover, the time of emergence of climate change in the real world, which is the quantity of interest, will be determined by the amplitude of the observed, rather than modeled, climate variability. Therefore, the key question is whether the pooled model variability (\( \sigma^2 \)) is consistent with the observed variability (see below). If that is the case, the presence of differences in the variability simulated by each model is a question of secondary relevance and the pooled model variability (\( \sigma^2 \)) can be taken as a best estimate.

The impact of climate change on variability can be tested by reevaluating \( \sigma^2 \) using the 30-yr mean climate at the end of the twenty-first century (2070–2100) under the RCP8.5 scenario. For the specific areas and variables examined in this paper (Figs. 4 and 10), the change in \( \sigma \) is sufficiently small (no more than 10%) to impact the time of emergence for less than 5 years. Therefore, we find it acceptable to simply use the present-day climate variability to estimate the time of emergence of climate change.

b. In the observations

Because of the shortness of the observational records, estimates of the variability of 30-yr mean climate from the observations have to be inferred from the interannual variability. For the regional analyses presented in this paper (Figs. 4 and 10), we do not find strong evidence of significant autocorrelation in the interannual variability at any lag. Therefore, the variance of a 30-yr mean time average in the observations (\( \sigma^2_{obs} \)) is simply estimated as

\[
\sigma^2_{obs} = \frac{s^2}{N_y},
\]

where \( N_y \) is the number of years in the time series and \( s^2 \) is the sample interannual variance. The 95% confidence interval on \( \sigma^2_{obs} \) is estimated by applying Eq. (A2) to 10,000 bootstrap samples with repetition of the observed time series, and by taking the 2.5th and 97.5th percentiles of the bootstrap distribution.
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