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ABSTRACT

Current methods for initialising coupled atmosphere-odeaecasts often
rely on the use of separate atmosphere and ocean analysesntibination
of which can leave the coupled system imbalanced at the biegjrof the
forecast, potentially accelerating the development abrerr Using a series
of experiments with the European Centre for Medium-rangethkiégeFore-
casts coupled system, the magnitude and extent of thesallsd-mitialisa-
tion shocks is quantified, and their impact on forecast skélasured. It is
found that forecasts initialised by separate ocean andsghsric analyses
do exhibit initialisation shocks in lower atmospheric tesrgdure, when com-
pared to forecasts initialised using a coupled data asaion method. These
shocks result in as much as a doubling of root-mean-squeseanr the first
day of the forecast in some regions, and in increases thatuatained for the
duration of the 10-day forecasts performed here. Howelvernbpacts of this
choice of initialisation on forecast skill, assessed usigpendent datasets,
were found to be negligible, at least over the limited pestglied. Larger
initialisation shocks are found to follow a change in eittier atmospheric or
ocean model component between the analysis and forecastphehanges
in the ocean component can lead to sea surface temperatgksstf more
than 0.5K in some equatorial regions during the first day efftrecast. Im-
plications for the development of coupled forecast sysigradicularly with

respect to coupled data assimilation methods, are distusse
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1. Introduction

The use of a coupled atmosphere-ocean model, in prefererazeatmosphere-only modelling
approach, is essential in order to achieve skillful foresagclimate on the seasonal timescale and
beyond, and is increasingly being recognised to providetitsrat shorter forecast lead times too
(e.g., Fu et al. 2007; Klingaman et al. 2008; Vitart et al. 0lanssen et al. 2013; Shelly et al.
2014). A major challenge of the coupled forecasting apgrdias in the initialisation, the goal of
which is to incorporate information from the observationetwork in both atmosphere and ocean
into the corresponding model components in an optimal manftis is commonly achieved
through data assimilation (DA), performed using one of a beinof established methods for each
model component (e.g., Daley 1991; Anderson et al. 1996).

The data assimilation strategy used by operational cemtreecent years to initialise coupled
forecasts (e.g., Saha et al. 2006; Molteni et al. 2011; Agit al. 2011; MacLachlan et al. 2014) is
to perform separate analyses of the atmosphere and oceaa. JAidace temperature (SST) prod-
uct is used to prescribe the boundary condition of the atimasp model, and the ocean model
is constrained by either near-surface atmospheric fielasplicitly specified surface heat, mo-
mentum and freshwater fluxes, typically obtained from aroaheric analysis or from a gridded
observational product. One-directional coupling durihg initialisation may be achieved with
this approach, by using the result of the atmospheric aisalgprovide the boundary condition
for the ocean model (e.g., Balmaseda et al. 2013). Howewenrigb of different models for the
analysis and forecast phases can further complicate magtarticulary when producing histor-
ical hindcasts (re-forecasts) for calibration purposesgupast initial conditions computed with

previous model code versions. In this context, obtainintytbalanced initial conditions requires
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allowing for some degree of atmosphere-ocean couplingdaraduring the analyses themselves,
as well as the use of the same coupled model in the analysi®esahst phases.

Various possible coupled data assimilation systems exi$tibiting varying strengths of cou-
pling between the atmosphere and ocean. Several opelatemtaes are pursuing such methods
(Saha et al. 2010; Lea et al. 2014; Alves et al. 2014), inalgidie European Centre for Medium-
range Weather Forecasts (ECMWF) which has developed a ppetéty a coupled assimilation
system that ingests simultaneously atmospheric and odesemations (Laloyaux et al. 2015).
In this system, information is allowed to cross the integfélarough the multiple integrations of
the coupled model performed during the assimilation precessuring a consistent atmosphere-
ocean analysis is produced (in the sense that each of the tlelrocomponents have knowledge
about the boundary fluxes of the other component, and havedige to establish a balance with
one another in this context). Forecasts can be initialisaah the output of this coupled analysis.
ECMWEF operational coupled forecasts currently, howeverticoa to use the uncoupled analysis
method for initialisation.

In choosing an initialisation method, particularly forately short-range coupled forecasts,
it is important to ensure that the two model components ansistent with one another at the
commencement of the forecast, in order to avoid the gewoerafi‘initialisation shocks’ (alterna-
tively, coupling shocks, or spin-up effects) (Rahmstorf3;98hang et al. 2007; Balmaseda et al.
2009; Zhang 2011). The likely existence of initialisatidmosks in the coupled model context
has been acknowledged, particularly in a seasonal foiagasintext (Balmaseda and Anderson
2009; Marshall et al. 2011), but neither their formation mopact in short-range forecasts using
a full atmosphere-ocean global climate model has been eegio detail, to our knowledge. A
particular problem lies in separating out signals of itige@tion shock — that is, those that result

purely from an imperfect initialisation method — and tho$enmdel drift, which occurs regard-
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less of the initialisation method used, due to the existefd@ases, physical or dynamical, in the
model (e.g., Magnusson et al. 2013; Wang et al. 2014). Mesgtire magnitude of initialisation
shock and investigating its causes are important steps xinmeng the effectiveness of coupled
forecasts and in pointing the way towards possible imprarsto conventional methods.

Here, we define initialisation shock relatively broadly,elacompass several possible causes,

each of which we are able to isolate using the experiments$dahaw:

1. An imbalance, in the vertical fluxes of any of heat, momentr freshwater, between the
atmosphere and ocean initial states, formed due to insriticiommunication between the
two model components during the calculation of the init@dditions. This situation can arise
if model components are coupled to forcing fields other threosé of the coupled system
during initialisation, such that the near-surface regiohgach component are compatible
with the relevant forcing fields but will not, in general, bengpatible with each other. As a
result, when the two components are combined at the begjmritme forecast, rapid changes
in surface fluxes are expected, as the two components exehesf, momentum and/or
freshwater in order to establish a new thermodynamicahigalaThis rapid adjustment could

have an undesirable impact on the forecast.

2. The use of different models, or different versions or gunfations of the same model, to
provide the initial state (for either component) and to catepthe forecast. A common
example of this is the use of a popular reanalysis such as EfAHN (Dee et al. 2011) to
directly initialise an atmospheric model different to theeaused to generate the reanalysis
(the reanalysis may then be described as ‘non-native’ wapect to the forecast model). The
result could be an initial state that is incompatible witlvmaodel’s attractor, resulting in an

adjustment at the beginning of the forecast.
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3. The instantaneous removal of bias correction terms irobtiee model components, resulting
in an abrupt change in the dynamics of the component at thiefiag of the forecast, even

in the absence of any model drift (this effect is explainethore detail in Section 3d).

This initialisation shock definition is not intended to beoanplete list of the contributors to spin-
up effects in a model forecast: development of forecasteroe to model biases, in what would
be considered ‘standard’ model drift,nst included, since this process is unavoidable even with
a balanced initialisation using the same models as thedsetatself. Further, model adjustments
occurring as a result of the more general problem of asdimgjabservational information in
the initial conditions but not in the forecast itself, ard egplicitly considered, as these are also
present in all of the forecast systems used in this work. THoelss that are discussed here are
those deviations of the forecast from the truth that can destnably be reduced or eliminated
through changes to the initialisation procedure. Also, a1that a similar initialisation problem
exists for the coupling of atmosphere and land surface nmmeponents, but do not consider this
here: we focus solely on atmosphere-ocean coupling.

In this paper, we use the ECMWF analysis and forecast systemarious configurations, to
detect the occurrence of initialisation shocks in coup@dasts; to quantify the contributions
to these shocks of each of the mechanisms listed above; andhaate the impact of shock on
coupled forecasts. By using forecasts initialised usingotemiDA as a control, it is possible to
isolate those deviations from a reference state that magserithed as initialisation shocks, as a
subset of the total model drift, which occurs also via theattggment of systematic model biases.
We attempt to establish if effects can be reduced throughgg®ato the initialisation method, and

investigate the extent to which the presence of initialisashocks might affect forecast skill.
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The structure of the paper is as follows. The models andalistition techniques used in the
paper are introduced, and the experiments performed areedefn Section 2. The results of these
experiments, including identification of initialisatiohacks and evaluation of forecast skill, are
presented in Section 3. Implications for operational cedbrecasting are discussed in Section 4,

and the key findings of the paper are summarised in Section 5.

2. Methods

a. Models and experiments

The coupled DA system recently developed at ECMWF, called thepféd ECMWF ReAnal-
ysis system (CERA), is presented and described in detail ioylaailx et al. (2015). The CERA
system is based on an incremental variational approachiictwttie misfits with ocean and atmo-
spheric observations are computed by the ECMWF coupled mBd#h. atmospheric and subsur-
face ocean observations are assimilated within a commdroR4assimilation window, leading to
the computation of a coupled atmosphere-ocean analysessCHRA system uses recent versions
of the Integrated Forecast System (IFS), at a spectralugsolof T159 with 137 vertical levels,
for the atmosphere, and the Nucleus for European ModellitiggoOcean (NEMO) model, in the
ORCAL1 configuration (corresponding to a horizontal resofutbaround 1 in midlatitudes and
1/3° at the equator, with 42 vertical levels) for the ocean (sdx€eTa for details of CERA and the
other analyses used in this paper).

For the purposes of understanding this paper, additionabrtant points to note regarding the
CERA system are that SST is nudged towards a gridded obserabpooduct during the cou-
pled model integrations, rather than being explicitly emlsited, and that bias correction (see

Section 3d) is not used in the ocean. The initialisation methsed in CERA is presented dia-
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grammatically in Fig. 1, along with the other approachesdeam-atmosphere data assimilation
that are relevant to this paper. It is intended that the degfecoupling present in the CERA
method is sufficient to ensure a consistent initial oceameaphere state, and thus (along with a
consistency of models between analysis and forecast) avbalisation shocks of the types listed
in the previous section.

Using CERA, coupled reanalyses were performed covering tliveanonth test periods (to
provide some coverage of the seasonal cycle): Apr—May 2D@8-Jan 2008/9 and Aug-Sep
2010. 10-day forecasts were initiated at 5-day intervaisxduhese periods, at 00:00 UTC, using
the CERA analysis to provide the initial conditions in both gtmosphere and the ocean. This
set of 30 forecasts is named C1 (for ‘Coupled’; see Table 2)sé&herecasts were run with the
same model configuration (versions and resolutions) as ims€&ERA. While the three periods
used cover a somewhat limited range (less than 3 years) giossble background states of the
climate system, the consistency of results (shown in thesetion) across the three periods gives
confidence that our forecast sets are adequate for detegrtimé relative importance of each of
the sources of shock.

Uncoupled analyses were also performed during these geflde atmospheric analysis (which
is referred to as LAtmos) used the observed SST products as the lower bounatagition, and
this analysis was then used as the upper boundary conditiomgthe ocean analysis (referred to
as Uocean), with heat, freshwater and momentum fluxes froatridos applied as daily averages
(in the same manner as described in Balmaseda et al. (2018))same subsurface observations
were assimilated, and the same SST nudging scheme was ssaedCBRA. A set of forecasts,
U1 (for ‘Uncoupled’), with the same resolution as C1, was rgimg initial conditions obtained
from these analyses. We refer to this set as ‘uncoupledighan fact a degree of one-directional

coupling does exist in the initialisation, through the us¢he completed atmospheric analysis
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during the ocean analysis. Note, also, that the name Ulsrédethe uncoupled nature of the
analyses only: all forecasts performed here use a coupktdray Comparison of Ul to C1 will
reveal the impact on forecasts of the use of coupled DA inticrgdhe initial conditions. With
respect to the other experiments detailed subsequerdliethfeature of U1 is the use of the same
operational ocean and atmosphere models in analyses aauh&bs.

A third set of forecasts, M1 (for ‘Model change’), was penfad, using the same coupled fore-
cast model versions as used by C1 and ULl. In this set, atm@sphdrocean components were
initialised using uncoupled reanalyses, namely ERA-Imdbee et al. 2011) for the atmosphere,
and ORAS4 (Balmaseda et al. 2013) for the ocean. These reasalyege performed with the
atmospheric and ocean components of the ECMWF coupled famegaystem model, respec-
tively (again using a gridded SST product as atmospheriathaty conditions and for ocean SST
nudging), but in both cases older, deprecated model versiene used (see Table 1), creating an
inconsistency between the analyses and forecasts. In sigeafdhe atmosphere, the resolution
between analysis and forecast also differed: ERA-Interiedwsresolution of T255 L60, whereas
the M1 forecasts were run at T159 L91. In the ocean, analysld@ecast resolutions were the
same (ORCAL, 42 vertical levels, as previously). In M1, as intbére is some degree of coupling
in the initialisation, as ORAS4 was forced by ERA-Interim flaxturing the assimilation.

This method, involving older model versions (and possibhlydr resolutions) in the creation
of initial conditions, is commonly used for the productioinhgstorical hindcasts that are needed
for the calibration of operational seasonal forecasts.,(&gibas et al. 2011), and changes in
model version from analysis to forecast may also be a feafiuttee operational seasonal forecasts
themselves (Molteni et al. 2011).

Details of all the forecast types are summarised in Table @e khat in each case, the initial

SST values used are taken from the ocean component of thesenaather than the atmospheric
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component (Fig. 1). In short, the comparison between Ul ani @ésigned to reveal the shock
that occurs (in U1l) due to atmosphere-ocean imbalance imiti@ conditions, while the com-
parison between M1 and U1 is aimed at investigating the getsiof forecasts to the choice of
uncoupled (re)analysis products used for initialisatian how this choice of initialisation product
can generate shocks of the second and third ‘types’, ad listide previous section. It is expected
that any shocks will be detectable within the 10-day rangé@forecasts.

Two further sets of forecasts are added later (see Secti@n8drable 2), to distinguish between
the second and third sources of shock. Additionally, sévéraonth forecasts are performed
(see Section 4), to briefly examine the potential for ing&tion shocks to impact the forecast on

monthly timescales.

b. Forecast evaluation methods

In the results that follow, two common metrics, root-megunae error (RMSE) and anomaly
correlation coefficient (ACC), are used to measure forecast &nd skill respectively. RMSE is
sensitive to mean drift so is used to detect shocks and fgexiisolute-value differences between
forecast types. The centred version of ACC, as used here,assitve to mean drift (forecast
and reference anomalies are calculated with respect toitttevidual climatologies) so is used
to measure forecast skill. For each forecast type, RMSE @utzied with respect to the analysis
that was used to initialise that forecast (specifically, CERAG1, U.atmos and Uocean for U1,
and ERA-Interim and ORAS4 for M1). ACC is calculated for dailyaneorecipitation, and all
forecasts are evaluated against an independent obseadati@aset (i.e. one not assimilated dur-
ing any of the analyses), from the Global Precipitation Ctotagy Project (GPCP; a daily-mean
dataset atlspatial resolution) (Huffman et al. 2012), so as to avoidinigithe calculation towards

one of forecast types, as would be the case if a particuldysieavere used. In the calculation
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of ACC, forecast and observation ensemble means (averagethev@0 start dates, at consistent
lead times) are used as the climatologies (with respect iohndnomalies are computed), since
no longer record is available for the forecasts.

In several of the figures shown, confidence intervals, wipeet to forecast biases or skill being
significantly different from the corresponding values in @hjch is taken as a baseline case, are
used. These are calculated using a non-parametric bquastgpapproach to account for the finite
sample size, (following Goddard et al. 2013; Smith et al.3{letails of the procedure are given

in the Supplementary Information).

3. Results

a. Shock in the lower atmosphere

In U1 and M1, the one-way coupling during the assimilatioag#his such that continuity from
analysis to forecast is provided in the ocean — by virtue ©fatcing by the same atmospheric
analysis used to provide the initial atmospheric state —nbtiin the atmosphere. The change in
SST forcing experienced by the atmosphere at the beginritigedorecast is the switch from a
gridded, observed product to the ocean analysis field, wtself was produced using nudging of
SST towards the same observed product (Fig. 1). Therefmeshiock in the near-surface atmo-
sphere can be expected to be a function of the accuracy witthvthe ocean analysis_dcean
reproduces the SST field towards which it has been nudged.

Fig. 2(a) shows the root-mean-square difference (RMSD) &etwhe SST seen by the atmo-
sphere during analysis (i.e. the gridded observed progacts the SST produced by the ocean
analysis Uocean as initial conditions for the U1 forecasts. Discrepzmare largest in regions

of large SST temporal variability, near the northern heimésp western boundary currents, in the
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eastern tropical Pacific (particularly during Aug—Sep 20d/8en tropical instability waves are
most active) and in the Antarctic Circumpolar Current. Thegeadso areas in which model bi-
ases, which the assimilation attempts to correct, are ldrgethese areas in which shocks due to
component imbalance may be expected.

Fig. 3 shows the RMSE, after 12 hours, of forecast air tempegait 1000 hPa, for C1 (com-
pared to CERA), Ul (compared to_.&tmos) and M1 (compared to ERA-Interim), averaged over
all forecast start dates. Widespread errors are present {(#i§l13(a)), forming due to the pres-
ence of biases in the models and to any imperfections in thpled analysis initialisation method.
These errors do not constitute the initialisation shockithbheing investigated here, according to
our earlier definition. Therefore, C1 is taken as a baselise,csuch that any further deviation
of a forecast from its reference analysis should represeshioak imparted by an initialisation
procedure that differs from that of C1.

Relative to C1, U1 (Fig. 3(b)) shows, over the ocean, smalliguificant increases in RMSE in
several areas, which are generally those areas in which treERbétween the two SST fields, as
shown in Fig. 2(a), is largest. This air temperature shogkaliin U1 therefore appears to develop
primarily due to the change in SST forcing felt by the atm@&sphafter the transition from the
analysis to the forecast phase. Correlations between tti@ iB5T discrepancy and the 12 h air
temperature error in U1l minus that in C1, calculated acras8@hdate forecast set, are significant
in the same areas of strong SST variability (Fig. S1(a))fiommg that the development of air
temperature biases in excess of those found in C1, can beuttli to the imbalance between
atmosphere and ocean at the beginning of the Ul forecastsseTdir temperature shocks are
generally of magnitude 0.2 K or less, but compared to theldraakline RMSE seen in most areas

in C1 (Fig. 3(a)), they represent substantial error amptifics: RMSE is increased by 50% or

12
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more in the eastern equatorial Pacific, eastern tropicalnit, northern Pacific and across most
of the Southern Ocean, and it is more than doubled in the Grda8 and Arctic regions.

The difference between ORAS4 SST and the gridded productshysERA-Interim (Fig. 2(b))
shows a similar spatial pattern to the differences betwleepperational analyses, but with slightly
larger values (by an average #fl5%) in most areas, indicating a greater imbalance andrlarge
discontinuity felt by the atmosphere at the beginning ofradast. These increases in RMSD are
partly the result of small differences between the SST prtsdused by ERA-Interim and ORAS4
during two of the three periods covered by these experimetawever, the 1000 hPa air tempera-
ture shock in M1 (Fig. 3(c)) is rather different to that in URMSE is increased relative to C1 over
most of the ocean, in contrast to the limited areas of amatiba seen in Ul. Correlations be-
tween initial SST discrepancy and 12 h air temperature shoekgain significant in some regions
(Fig. S1(b)), but are uniformly weaker than those of U1, ®signg the existence of another source
of air temperature shock in M1. Also, there is little sigrafit correlation to explain the shocks in
parts of the North Pacific, the Southern Ocean near Antaretid in the Arctic, in which regions
(along with most of the globe) the bias is increased sevenals over its baseline (C1) values.

The additional source of atmospheric initialisation shiodl 1 is the change in both atmosphere
and ocean model versions that occurs between analysis eewh$b, combined with the change
in atmospheric vertical resolution. The change in atmosphraodel is likely to be the more
important with respect to shock in the atmosphere, thouglthiange of ocean model could also
contribute (as explored further in the next subsection).d&alifferences lead to a shock that
increases errors above those of C1, over most of the plan#telsnd of the first day.

Fig. 4 compares the RMSE in air temperature throughout thesheric column after 24 hours
in the forecast types C1, Ul and M1, each evaluated againaintigsis used for their initialisa-

tion, averaged over the Rb3 region (150-90WV, 5°N-5°S). In agreement with the interpretation
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of the U1 near-surface temperature shock as arising frormitie atmosphere-ocean imbalance,
statistically significant differences in RMSE between Ul &idare limited to the lower atmo-
sphere (at and below 850hPa). In M1, however, RMSE is amplified compared to C1 at all
pressure levels, implying the occurrence of a shock thatrsasl throughout the atmosphere. This
effect might very well arise from the difference in verticakolution that exists between analysis
and forecast (60 and 91 vertical levels respectively), ttogrewith differences in physics between
the two model versions. Note that the errors at this poinhenforecast are generally at least as
large as differences between the three analyses.

So, although atmospheric initialisation shocks do occua essult of imbalanced initial condi-
tions (i.e. shocks of the first ‘type’ as listed in Section thg evidence here suggests that these
are smaller than the adjustments that occur following a géam the atmospheric model (shocks
of the second type). In the present case the change is meoatyen older to a newer version
of the same model, and a larger effect can be anticipatedidlioconditions are obtained from a
structurally different model altogether.

Fig. 5 shows the evolution of the air temperature forecastreat 1000 hPa for C1, Ul and
M1 against their own analyses, averaged over th@Bliregion. The larger error growth in Ul
compared to C1 results from the SST discrepancies shown irRfag during the first day, and
the effects of the shock are felt out to at least 10 days’ l@ad,tthrough a~ 5-10% increase
in RMSE, showing that initialisation shocks have the potdrit impact medium-range (as well
as short-range) forecasts. In M1, the effect of the diffeeemm vertical resolution between the
forecast and the reference analysis can be seen at leattifieand RMSE rises sharply on day
one of the forecast, indicating a strong shock following ¢change in model version/resolution.

Part of the difference between M1 and U1l may be attributabtbe lower vertical resolution of
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M1 (the number of vertical levels in the lowestl km is reduced by around a third compared to

u1).

b. Shock in the upper ocean

In the upper ocean, markedly different bias developmeneénsn M1 compared to the other
two forecast types, particularly near the equator. Figosthe time series in SST averaged in the
Niflo3 region, for the three forecast types and their corredipgranalyses, in the period Dec—Jan
2008/9 only. In M1, a large shock occurs at the beginning@fdinecast, and a cold bias of around
0.5 K has formed after 6 hours, the first output point in thedasst series. A shock of around this
size forms consistently#{20%) in each of the 10 forecasts in this period, and the ifieation
of this error is clearly not sensitive to the reference SS8dusThe other two periods, shown in
Fig. S2, feature similar cold shocks, but with different mifigdes. The shock is therefore a robust
effect, but shows some seasonal variation, due to seasanation in the difference between the
climatological states of the analysis and forecast vessafithe ocean model. After the initial
shock, a correction is seen to occur; nevertheless, by dath&@0M1 error is still significantly
larger than errors in the other forecasts. In this case,riti@lisation shock has increased the
forecast error, though in general the shock need not be ofahee sign as the forecast drift (see
e.g. Fig. S2(a)). A similar shock, though with smaller magghe, is seen in the eastern equatorial
Atlantic (see Fig. S3).

The source of this drift is dynamical differences betweentito ocean model versions (as used
in ORAS4 and M1 respectively; see Tables 1 and 2), combindddiffierences in ocean analysis
methodology. Upper ocean vertical profiles in théd8 region, plotted in Fig. 7, show that the
ORAS4 analysis (run with NEMO v3.0) features stronger (by aip®%) upwelling velocities

than CERA and Uocean at 50 m depth and below. All three analyses are nudgbe game (or
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a very similar) SST field (analysed 3 SSTs show a spread ©f0.2° K), and the zonal wind
forcings supplied to the ocean analyses (from CERAthhos and ERA-Interim) are very similar
(not shown), so differences in upwelling must be due to oceadel differences between the two
versions used to perform the analyses, and differencesitréatment of model bias during the
analysis (examined further in Section 3d). The shock thatacin Niho3 in the M1 forecasts
does so as a result of the use of the ORAS4 equatorial oceanastanitial conditions in the
newer version of NEMO, which normally (in \dcean, with no bias correction) produces realistic
near-surface temperatures with much weaker upwelling. stitemger vertical velocities, as well
as colder waters at 50-150 m, while not necessarily lesstieghan Uocean, cause the rapid
surface cooling due to their incompatibility with the foast model. The partial recovery of i3
SST in Fig. 6 can be interpreted as the equatorial oceanaii@u adjusting (weakening) through
the use of the newer model version. Differences betweenrthlyses vary seasonally, correlated
with the size of the SST shock in M1 in the three forecast jisticA similar explanation can be
found for the (weaker) shock that occurs in the eastern egabAtlantic.

Returning to Fig. 6, it is seen that the drift in C1, which caniadpe taken as a baseline case, is
small in Niflo3 in this season, though more substantive drifts do occather seasons (Fig. S2).
In U1, a cold bias can be seen to form at the beginning of trectmst. However, the source of this
bias is not the same as that of the M1 shock. The source is thk giarnal variation present in
SST in the Uocean analysis, as a result of the use of daily-mean fluxds production. Since
forecasts are initialised at 00:00 UTC, a longitude-depetbias forms once the coupled forecast
model generates a larger diurnal SST signal. In the eassaifid? the initial SST value, which is
essentially a daily-mean value, is too cold given the locaétof day (seen by comparing the C1
and Ul lines at = 0), so, as the region cools in the evening, a bias developtvekto Uocean.

The opposite effect occurs in the Indian Ocean (Fig. S3(®}).on the other hand, does not show
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this drift, as the CERA ocean analysis includes some diurnah@8ation by virtue of its frequent
coupling to the atmosphere during the analysis. The tiréagfeffect might be considered to be
a legitimate form of shock (in line with the definition givem$ection 1), stemming from a lack of
coupling during the ocean analysis. However, in principis possible to obtain a stronger SST
diurnal cycle from an uncoupled ocean analysis by forcinggia higher-frequency atmospheric
flux product.

Errors introduced due to this effect are of order 0.1 K, angeap to account for most of the
U1 drift in this region, which is otherwise not much diffetén that of C1, implying a limited
impact of imbalance-driven shock on SST. Neverthelesgelaiions between the SST and air
temperature shocks do suggest that part of the U1 SST ditifieireastern Pacific arises due to a

compensatory ocean cooling in response to the overlyingsheric cold shock (Fig. 3(b)).

c. Impact on forecast skill

Having established that initialisation shocks do occuhmtpper ocean and in the atmosphere
in the forecasts initialised using uncoupled data assiioilawe now investigate whether or not
these shocks have any detrimental impact on the forecdktusing daily average precipitation
rates evaluated against GPCP observed rates. The use ofegenttent reference dataset such as
this is the only way to meaningfully compare forecast skitiaang the different experiments, since
each was initialised using a different analysis.

Fig. 8 shows that, in both the tropics and extratropics,ed#fices in forecast skill between
C1 and U1, which should form solely due to the effects of shae @ initial imbalance, are
very small and generally not significant, implying that thgact on forecast skill of this type of
initialisation shock is, using this broad measure, sligtithough, where differences in these wide

regional averages do briefly reach 90% significance (on twasions in the northern extratropics)
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they do so with larger skill scores in C1 than in Ul. A similaakesation of skill in 1000 hPa
temperature, measured against an independent reanaliggigesulted in negligible differences
between C1 and U1 (not shown). A much larger forecast set magdessary to assess confidently
the penalty in skill arising from imbalance-driven shodkcs it appears to be a very small one,
as far as can be determined from this set.

The precipitation forecast skill of the M1 forecasts (hatwh) is consistently lower, by 0.03,
than C1 and U1l. While this could suggest a sustained impacwiwlf the initialisation shock
due to the change in model version, it is perhaps more likelge a symptom of the slightly
lower vertical resolution used in M1, and of the less aceunatial atmospheric state provided by

ERA-Interim compared to the initial states used in C1 and U1.

d. Sensitivity to ocean initial conditions

Although dynamical differences between the two ocean mudedions were seen earlier to
explain at least partly the SST shock in M1, there is anotiffardnce between the ocean initial-
isation methods of M1 and U1l — the use of bias correction duttre analysis in M1, and not in
Ul. Bias correction during the assimilation attempts to enéthe rapid destruction of increments
by a biased model, and has an impact on ocean velocitieg;yarty close to the equator, where
model biases tend to be large due to uncertain wind stresmpof the upper ocean (Bell et al.
2004; Balmaseda et al. 2007). The use of bias correction idaagtely to a different ocean initial
state, in the same way as does the use of a different modelgdamialysis. To clarify the reasons
for upper ocean shock in M1, a further two sets of forecas®,avd M3, were run. Both used
ERA-Interim as the atmospheric initial conditions, like Mihd both used the same resolutions as

M1, but with different initialisations for the ocean.
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Forecasts M2 used as initial conditions a different oceatyars, one identical to ORAS4 but
run without bias correction (ORASHobiascrtn; see Balmaseda et al. (2013)). Due to a limited
number of available restart files for this analysis, a smakg of 6 forecast start dates were run
in Apr—May 2008 and Dec—Jan 2008/9, and no forecasts wergiljp@sn Aug—Sep 2010, so
Aug-Sep 2008 was used instead. For all start dates used fpcd@sponding M1 forecasts
were also run, enabling an accurate comparison betweee tWesforecast types, to isolate the
roles of changing model version and the use of bias cormgatianitialisation shocks originating
in the ocean. Then, to complete the attribution of shockdéothree sources identified in the
introduction, a set of forecasts M3 was run (for the same &@ dates as in M1) using the new
uncoupled ocean analysis (@tean) as the ocean initial conditions. The results of M2ukho
isolate the contribution to the shock in the ocean of the rehaf bias correction at the beginning
of the forecast, as distinct from the contribution from araygin model version, while M3 should
confirm that ocean shocks are predominantly caused by chamgfge ocean component between
analysis and forecast (and not by changes in the atmospdwemiponent).

In M2, the shock at Nio3 (Fig. 9(a)) is only slightly weakened relative to M1 — rthes
an average reduction of 25%, with little variation across the three seasons — andrigally
unchanged in the eastern Atlantic (Fig. S4(a)). This corfithat the change in ocean model
version, rather than the use of bias correction during tladyars, is the dominant cause of these
equatorial cold shocks. Subsurface profiles (not shownyshat ORAS4nobiascrtn upwelling
velocities in the Nimo3 region are up to 25% weaker than those in ORAS4, explathmmgeduced
surface cold shock.

In other areas, the shock in SST and/or air temperaturegistslincreased in M2 relative to M1
(see Fig. S4(a) and (b)). Thus, the inclusion of bias caordh the initialising ocean analysis

(and its removal during the forecast) imparts small shookthé upper ocean and to the lower

19



428

429

430

431

432

434

435

436

437

438

440

441

442

443

446

448

449

450

atmosphere (possibly through an increased component amba), which can either amplify or
reduce the existing shocks following the change in modethértropics, the use of bias correction
generally has a negative impact on the forecast, as it shi#t®cean analysis circulation into a
state that cannot be maintained for any significant lengtimaf from the beginning of the forecast,
therefore resulting in an adjustment.

In M3, errors in the ocean develop in a similar manner to tloddél, as the two share the same
ocean initial conditions. The large M1 shocks afidB8 (Fig. 9(b)) and in the eastern equatorial
Atlantic (see Fig. S4(c)) are entirely absent, confirminaf the ocean initialisation is the source
of the M1 shocks. The air temperature shock in the easterfidP@€éig. S4(d)) is also reduced,
relative to M1 — the lack of cold shock in the underlying SSTikely the main reason for this,
since the two biases (in SST and 1000 hPa temperature) argstrcorrelated in this area in
M1. A reduction in atmospheric shock here may arise also altiget slightly better initial balance
present in this area in M3 (which is very similar to the bakimcU1, shown in Fig. 2(a)) compared
to M1. Elsewhere, air temperature RMSE is very similar to tfd11, confirming that it is the
change in atmospheric model version that produces a largpaoeent of these widespread biases
on the first day. The influence of the atmospheric initiaiabn SST can be seen in the slightly

increased SST drift in M3 compared to U1 (Fig. 9(b)).

4. Discussion

The results presented above suggest a definite impact otirahge forecasts of changes in
ocean or atmosphere model between analysis and forecastdw only a small (though signifi-
cant) effect due to an imbalance in the initial conditions: ifaportant factor in the performance
of C1 and U1 forecasts is the use of nudging towards a compligkdegl SST product, rather than

assimilation of individual SST observations, in the ocenalgses. This ensures thatdd¢ean
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SSTs remain, almost everywhere, very close to the obsenatproduct, the field that is seen by
the atmosphere during d@tmos (see Fig. 2(a)). While this is beneficial with regard toimising
initialisation shock in U1, direct assimilation of sat&liSST observations may be preferred to
nudging in ocean analyses, since the latter is currentle dgnmodifying air-sea fluxes rather
than the ocean model itself (Balmaseda et al. 2013). If akdion is used, any gaps in obser-
vational coverage will lead to periods without observatiancrements during which uncorrected
model SSTs could diverge substantially from the field seethbyatmosphere. This would result
in imbalances that are more temporally variable, and atdilager, than those shown in Fig. 2.

Therefore, the differences in C1 and U1l forecast RMSE and skdivn here should perhaps
be taken as a lower limit. That is, the benefits of coupled DAotecasting may be felt more
strongly if assimilation of SST is used rather than nudgimghie uncoupled ocean analysis, at
least in any data-sparse regions. Where SST nudging is ussshjunction with one-directional
coupling of separate ocean and atmosphere analyses, tisaméorecast skill due to reductions in
initialisation shock following the implementation of a ged DA system similar to CERA may,
based on these results, be small. This is more a statemehné @afcteptable degree of balance
achieved in the U1 initialisation than a criticism of coupleA. Additionally, coupled DA may
result in a more accurate analysis than uncoupled assiomlfitaloyaux et al. 2015), which could
lead to further gains in forecast skill, separate to anyead through reductions in initialisation
shock, although this was not the case in the precipitatisalte shown here.

With regard to the relative merits of a more strongly couple&l method (one involving the
modelling of cross-covariances to spread information betwthe two model components), while
this offers the potential to produce a more balanced irstate than is produced by CERA, which

should in itself lead to better forecasts, it seems unlikedy forecast skill will be further improved
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specifically by a reduction in initialisation shock, judgiby the similarity in skill between C1 and
U1 (Fig. 8).

To mitigate the shocks that can result from the use of biasecton in the ocean analysis
(Fig. 9(a)), it can be argued that the bias correction testipated during the initialisation phase,
should be maintained during the forecast itself. This wawdtonly reduce the overall initialisa-
tion shock, but would also slow the model drift. Howeverstls not possible in forecasts using
uncoupled initialisation methods (such as U1, M1 and M2§ ttuthe different biases present in
the forced ocean model compared to the coupled forecastlr(attk potentially differences be-
tween the analysis and forecast models themselves). Suethadwould be possible in a forecast
of type C1, however, and the viability and usefulness of thfgraach should be investigated.

A further consideration, not described so far in this paisahat large adjustments in the upper
ocean (evidence of which was seen in Fig. 6) could generaieksignals that propagate beyond
the 10-day duration of the forecasts shown here, due to tingeltodynamical timescale of the
upper ocean. Several exploratory 7-month forecasts, wdmieldescribed in the Supplementary
Information, have shown evidence of spurious Rossby wav@sagating westward in the equato-
rial Pacific, following a change in ocean model version betwanalysis and forecast. Significant
differences in the upper ocean between forecasts of typerdIM8 were seen at lead times of
up to 7 months (see Figs. S5 & S6). The impact on seasonalfstiseof using non-native ocean
models for initialisation is a possible area for furtherdstu

The results of this work should serve as useful guidance fdtiom-range and seasonal fore-
casting at operational centres. Besides finding hints ofglutsincrease in atmospheric forecast
skill when using coupled DA rather than uncoupled assimifatnethods for initialisation, we
have also shown that initialisation shock can be gener&tedigh the use of non-native models

for the creation of initial conditions. Depending on thex@xes available to an operational centre,
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using initial conditions derived from an older version oé thperational forecast model, possibly
at lower resolution, or from another model entirely, may e most practical option for seasonal
forecasting. Even if not the case for the forecast itsei§ thay be more common in performing

the set of calibration hindcasts (e.g., MacLachlan et dl42€hat forms an essential component of
a seasonal forecast (and is also valuable at shorter raHgesl( et al. 2004)). The hindcasts are

used to compute a posteriori bias correction terms, so mportant that the temporal evolution

of bias in the hindcasts is as similar as possible to the dpwednt of bias in the forecast (as dis-
cussed by Hamill et al. 2004). In either case, it has been sliloat using non-native analyses for
forecast or hindcast initialisation does result in subtsaimitialisation shocks in both atmosphere
and ocean.

Various studies have declined to use non-native atmosphaslyses directly as initial condi-
tions for coupled forecasts, preferring to nudge towardseranalyses (e.g., Hudson et al. 2011)
or to initialise a model atmosphere by forcing with obser@ST's (e.g., Alessandri et al. 2010).
The results above confirm that there is indeed good reasamin direct use of a non-native anal-
ysis (even when derived from the same model ‘family’) inialisation, in the ocean as well as
in the atmosphere, if possible. The detrimental aspect dfimg a forecast model towards such
an analysis lies in the production of initial conditionstthaay lie further from the truth, and the
optimal nudging strength — one which balances accuracyartitial state with minimisation of
shock, so as to produce the most skilful forecast — is likelipe strongly model dependent. For
example, we have not investigated whether or not a foregagtrs initialised from ERA-Interim
and ORAS4, and comprised of model versions 31r2 and 3.0 (dde Iy outperforms M1 in
forecast skill by removing a major component of the inisation shock at the expense of using
deprecated, and inferior, forecast models. The decisienwtether or not to use the operational

forecast system without also generating initial condgiosing the same system will depend on
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the degree of improvement offered by the newer system in eoisgn to the one which generated
the initial conditions that are already available. Our hsstdio suggest that, where possible, initial
conditions for both forecasts and hindcasts should be mddaithrough analyses using the same

models.

5. Conclusions

We have identified initialisation shocks in sets of couplegt€asts for which the initial condi-
tions were obtained using uncoupled data assimilationdrmtiosphere and ocean. Three distinct

sources of shock, with varying degrees of impact on the &sts¢ have been identified:

1. Alack of balance between the atmospheric and oceanic @oemps of the initial state exerts
an influence on the forecast drift, as seen through the cosgpeof forecast types C1 and
Ul. Initialisation shocks of this type occur most strongiyrégions of large SST temporal
variability. Their impact on forecast skill, measured by A@Ctotal precipitation rates,
appears to be neutral. This source of shock may be atypiaalfk in the present case due
to the use of SST nudging in the ocean analysis, which lirhissize of atmosphere-ocean

imbalances that can form in the initial conditions.

2. A change in model version from analysis to forecast, whicturs in the atmosphere in M3
and in both ocean and atmosphere in M1 and M2, leads to langemare widespread initial-
isation shocks. These occur due to differences betweenlraticectors, and are particularly
strong in the equatorial ocean, in the present case. Ocslanoks have the potential to exert

an influence on the seasonal timescale.

3. The use of bias correction during the ocean analysis,tamemoval during the forecasts, can

impart further initialisation shocks in the upper ocearieast when different model versions
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are used for analysis and forecast. These shocks are dgriesal substantial than those

caused by the change in model.

These results strengthen the case for operational sedsogadsting centres to perform new ocean
and atmosphere reanalyses, and consistent sets of dalibh&tdcasts, whenever the operational
model is upgraded. The benefit to forecasting of aiming tammise initialisation shock by using
coupled data assimilation to produce these analyses rididue performing uncoupled assimila-
tion using the operational models, is less clear, but mayrgeneore strongly if assimilation of

SST is used in preference to nudging towards a gridded ptodugng the ocean analysis.
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Description of forecast sets described in the text. All forecaststhie same
operational coupled ocean-atmosphere model system (modainerirl and
3.4 for IFS and NEMO respectively), but types differ in the modesigns and
settings used for their initialisation (refer to Table 1). Thersea of shock
considered are the three listed in Section 1.
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TABLE 1. Details of the various analyses (atmosphere, ocean or auplat are used for forecast initiali-
sation and as reference fields for forecast evaluation in this pajpergridded SST product used is either the
Operational Sea surface Temperature and sea Ice Analysis (OSTh&k €tal. 2007) or one of two National
Centers for Environmental Prediction (NCEP) products (Reynolds 2002; Gemmill et al. 2007), depending
on the time period (during 2008—2010) in question. The name ‘CERA&ed to denote both its atmosphere and

ocean components.

Name Atmosphere/ocean Model version Resolution SST treatment
CERA Atmosphere and ocean 40rl and 3.4 T159L137 and ORCA1 ARTEP (nudged)
U_atmos Atmosphere 40r1 T159L137 OSTIA/NCEP (prescribed)
ERA-Interim Atmosphere 31r2 T255L60 OSTIA/NCEP (prescdipe
U_ocean Ocean 3.4 ORCA1l OSTIA/NCEP (nudged)
ORAS4 Ocean 3.0 ORCAl1 OSTIA/NCEP (nudged)
ORAS4 nobiascrtn Ocean 3.0 ORCAl OSTIA/NCEP (nudged)
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TABLE 2. Description of forecast sets described in the text. All forecase the same operational coupled

ocean-atmosphere model system (model versions 40r1 and 3.4 fondR$EAMO respectively), but types differ

in the model versions and settings used for their initialisafrefer to Table 1). The sources of shock considered

are the three listed in Section 1.

Name Details Resolution Atmos IC Ocean IC Sources of shock
C1 Coupled DA T159L137/ORCA1 CERA CERA Baseline
Ul Uncoupled analyses,  T159L137/ORCAl  _atimos Uocean Surface imbalance
consistent models
M1 Uncoupled analyses, T159L91/ORCA1  ERA-Interim ORAS4 rf&e imbalance,
change in models model version change,
bias corr. removal
M2 Uncoupled analyses, T159L91/ORCA1  ERA-Interim  ORA@®biascrtn Surface imbalance,
change in models model version change
M3 Uncoupled analyses, T159L91/ORCA1  ERA-Interim _oCean Surface imbalance,

change in atm. model

model version change,
bias corr. removal
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Fig. 9.

respect to climatologies taken as the mean of the forecast B@#-2010, which includes
three different seasons, so some of the skill shown here is siduglyo seasonal variability.

(a) SST series for M1 and M2, and analyses ORAS4 and OR#®®ascrtn, in the Nio3
region (where the largest shocks are produced in M1, M2 and M3); (b)s88es for U1,
M1 and M3, and analyses ORAS4 andddean, again in Niio3, averaged over the ensemble
of 18 dates used for the M3 experiment. Forecast series are phoi{@ds, 12, 18, 24) hours,
and every 12 hours thereafter; analysis serigscean is plotted at the same frequency, but
only daily means are plotted for ORAS4 and ORASsbiascrtn. e
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720 Fic. 1. The initialisation (analysis) methods used for forecast €4t (left), U1l (middle) and M1 (right).
= Colour coding indicates differences in model version, and etemof the analyses that are not used in forecast
= Initialisation are marked with a diagonal line. (Forecast mamehponents IFS, WAM and NEMO are the

»s atmospheric, wave and ocean components respectively.)
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724 FiG. 2. (a) Root-mean-square difference betweeaddan SST and the SST used as forcing battdos, at
»s the beginning of the forecasts, showing the imbalance preseheiinitialisation of forecasts U1; (b) the same

= for ORAS4 and ERA-Interim, showing one of the sources of imbalamée initialisation of forecasts M1.
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(a) RMSE, 1000hPa temperature, C1 vs CERA, lead 12 hours (2008-2010, 30 dates)
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FiG. 3. 1000 hPa temperature forecast RMSE, relative to the anabgsikas the initial conditions, for C1 (a),
Ul (b) and M1 (c), at 12 h lead time. Land areas are masked out, ascteifoon atmosphere-ocean imbalance.
Contours in (b) and (c) show differences in RMSE relative to C1, hiitle (green) contours marking increased
(decreased) RMSE in Ul and M1. Contours are drawn at differenced 5f@in (b), and at differences of
0.5°C in (c). Only differences that are significant at the 90% levelmeded using the bootstrapping method,

are contoured.
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Mean atmospheric temperature RMSE, Nino3, lead 1 day (30 dates, 2008-2010)
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FiG. 4. Air temperature RMSE profiles averaged over thédSiregion (150-90V, 5°N-5°S), for C1 (blue),
Ul (orange) and M1 (black), evaluated against CERAatbhos and ERA-Interim respectively, and RMSD
profiles between CERA and the other two analyses (gray dashegrapdiotted). Filled (open) squares mark
output pressure levels where the RMSE difference between U1 omid T4 is significant (not significant) at

the 90% level, estimated using the bootstrapping method.
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RMSE (vs own analysis), 1000hPa, Nino3 (2008-2010, 30 dates)
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FiG. 5. 1000 hPa temperature forecast RMSE averaged over ffu8Megion for C1 (blue), U1 (orange) and
M1 (black) each evaluated against their own correspondingsisabs labelled. RMSD between CERA and the
other two analyses are shown for comparison (gray dashed and gtagl)d&quares mark where points in the
Ul and M1 series are different from C1 at the 90% significance les@igconfidence intervals calculated via

the bootstrapping method.
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SST, Nino3, 10 dates (Dec-Jan 2008/9)
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Fic. 6. SST forecast and analyses time series for the 10 start datescir)&n 2008/9, averaged over the
Nifio3 region. Forecast series are plotted at (0, 6, 12, 18, 24) howrsyary 12 hours thereafter; analysis series
for CERA and Uocean are plotted at the same frequencyfigan features a very weak diurnal cycle), but only
daily means are plotted for ORAS4 (which also has a very weak diayeée, not shown). Across the 10 start

dates, the magnitude of the drop from 0 to 6 hours in the M1 seriegsdngm 0.44 to 0.6Z.
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Ocean temperature (°C), Nino3, relative to CERA (2008-2010, 6 monthly means)
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FiG. 7. Nifo3 ocean temperature (a) and upwelling velocity (b) profiles froenotean analyses_tcean
(orange) and ORAS4 (black), relative to CERA, constructed usingtinip means for the 6 months in 2008—
2010 during which forecasts were performed. Shading shbWstandard deviation of the 6-month ensemble.
Upwelling velocity profiles for each of the three forecast periagsadso shown explicitly for ORAS4 (dotted:
Apr—May 2008; dashed: Dec—Jan 2008/9; dash-dotted: Aug28tp).
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ACC (vs GPCP), precipitation, (2008-2010, 30 dates)
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FiGg. 8. Anomaly correlation coefficient for precipitation, evaketagainst GPCP daily averages, in the
tropics (20N-20°S, dashed) and the northern extratropics (20N6Golid). Squares mark where points in
the U1 series are different from C1 at the 90% significance leveigusinfidence intervals calculated via the
bootstrapping method. Anomalies are calculated with respegtimhatologies taken as the mean of the forecast
period 2008-2010, which includes three different seasons, ree &b the skill shown here is simply due to

seasonal variability.
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257 SST, Nino3, 18 dates (2008-2010)
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FIG. 9. (a) SST series for M1 and M2, and analyses ORAS4 and OR®®#hscrtn, in the Nio3 region
(where the largest shocks are produced in M1, M2 and M3); (b) SSTsderi¢J1, M1 and M3, and analyses
ORAS4 and Uocean, again in Nio3, averaged over the ensemble of 18 dates used for the M3 reegperi
Forecast series are plotted at (0, 6, 12, 18, 24) hours, and eveiyui® thereafter; analysis seriesddean is

plotted at the same frequency, but only daily means are plottddRAS4 and ORASAobiascrtn.
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