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Abstract This manuscript gives an up-to-date and comprehensive overview of the

effects of energetic particle precipitation (EPP) onto the whole atmosphere, from the

lower thermosphere/mesosphere through the stratosphere and troposphere, to the sur-

face. The paper summarizes the different sources and energies of particles, principally

galactic cosmic rays (GCRs), solar energetic particles (SEPs) and energetic electron

precipitation (EEP). All the proposed mechanisms by which EPP can affect the atmo-

sphere are discussed, including chemical changes in the upper atmosphere and lower

thermosphere, chemistry-dynamics feedbacks, the global electric circuit and cloud for-

mation. The role of energetic particles in Earth’s atmosphere is a multi-disciplinary

problem that requires expertise from a range of scientific backgrounds. To assist with

this synergy, summary tables are provided, which are intended to evaluate the level

of current knowledge of the effects of energetic particles on processes in the entire

atmosphere.
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Fig. 1 Instantaneous ionization rates of EPP, Solar EUV and X-ray of the Earth’s atmospheric
layers. The figure is modified after Baker et al. (2012).

1 INTRODUCTION

Many published papers review the potential impact of energetic particle precipitation

(EPP) on atmospheric chemistry and temperature (Rozanov et al. 2012; Sinnhuber

et al. 2012; Krivolutsky and Repnev 2012), on global electric circuit (Rycroft et al.

2012) and cloud formation (Enghoff and Svensmark 2008; Laken et al. 2012), and

dynamics from the thermosphere down to the surface. There are also a few reviews

focusing on the results of concerted project activities, like, e.g., Seppälä et al. (2014).

However these reviews usually present an overview of results for short-time projects

period or an overview of only some aspects, for example the effects of different types

of energetic particles are considered separately, as are the potential effects on the

atmosphere, and possibly climate. In spite of all of these reviews, a summary of all

these aspects together is still missing from the literature.

A schematic of the various types of energetic particle precipitation into Earth’s

atmosphere, as well as the altitude profile of the ionization they create is given in

Figure 1. Here one can see that different types of energetic precipitation particles

(EPPs) as well as solar EUV and X-rays are involved in the atmospheric ionization.

Energetic particles (EPs) are one of the main sources of ionization below 100 km,

where solar EUV and X-rays emissions are strongly attenuated. Such EPPs can be

Auroral and Radiation belt (Relativistic) Electrons, Solar (Solar Energetic Particles)

and Galactic (Galactic Cosmic Rays) Protons, see Fig. 1.
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Significant improvements have been made recently in both modelling and obser-

vations of energetic particles (EPs), so that many links of the chain linking energetic

particle precipitation to atmospheric processes are now better understood. Although

the overall picture is still somewhat diffuse because of the many different aspects of at-

mospheric physics and chemistry concerned, the new level of understanding emerging

gives a better perspective on the problem of energetic particle precipitation contri-

bution to natural atmospheric variability. Investigation of the role energetic particles

play in the processes affecting Earth’s atmosphere is a multi-disciplinary problem that

needs to be solved across several subjects, extending solar and cosmic ray physics to

atmospheric physics/chemistry and dynamics. The potential role of energetic particles

still remains poorly known and is often considered based on qualitative or, at best, first

principles arguments and correlations. In particular, the IPCC Fifth Assessment Re-

port (IPCC 2013), only considers the changes in the total solar irradiance and does not

take into consideration changes at different wavelengths as well as the energetic particle

precipitation (EPP) impact on the Earth’s atmosphere. This therefore unavoidably lim-

its the understanding of natural climate variability. Numerous efforts have been taken

to account for these processes, in particular those related to the impact of energetic

particles on the polar middle atmosphere. However, large uncontrolled uncertainties in

some EPP data sets still lead to uncertainties in our knowledge of the effects, which

can be up to an order of magnitude, still leave some results inconclusive. The goal of

the present review manuscript is to summarize the current knowledge of the effect of

EPP in the Earth’s atmosphere. The paper aims to provide a wide and complete up to

date review of the state of the art on energetic particle properties, their transport in

the atmosphere, and the physics and chemistry of the upper, middle and lower parts

of the atmosphere. The manuscript is organized as follows: Section 2. ENERGETIC

PARTICLES, which describes the different sources and energies, measurements and

variability of EPP. Section 3. ENERGETIC PARTICLES INFLUENCE ON ATMO-

SPHERIC PROCESSES, which includes sections on EPP effects on (a) atmospheric

ion properties (Section 3.1); (b) gas phase chemistry and the ozone layer (Section 3.2);

(c) atmospheric electricity and the global electrical circuit (Section 3.3); (d) cloud ef-

fects. Section 4. SUMMARY summarises the findings of the paper in terms of summary

tables, which attempt to convey the level of scientific understanding of various EPP

processes as well as assess the importance of EPP in terms of their potential climate

impacts.
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2 ENERGETIC PARTICLES

The Earth is continuously bombarded by energetic charged particles coming from outer

space (Grieder 2001; Vainio et al. 2009), collectively known as energetic precipitating

particles (EPPs) which penetrate into the Earth’s atmosphere and can influence a va-

riety of atmospheric processes (Bazilevskaya et al. 2008). The majority of energetic

particles (EPs) originate from outer space and are known as cosmic rays (CRs), con-

sisting mostly of protons. The solar wind provides an additional source of EPP that

are less energetic and mostly electrons, which are accelerated/trapped in the Earth’s

magnetosphere. Such particles precipitate into the atmosphere from various regions

in the magnetosphere, both driven by solar wind conditions and intrinsic magneto-

spheric processes. The multitude of processes and their dynamical variability leads to

high variations in spatial, temporal, flux and energy distributions of the precipitating

particles. In the polar cusp and the polar cap region loss-cone particles precipitate di-

rectly on open magnetic field lines, whereas at auroral ovals, and subauroral latitudes

precipitation on closed field lines occurs when trapped particles are pushed to the loss-

cone, which may happen even at midlatitudes for relativistic electron precipitation

from radiation belts.

2.1 Sources of protons in the Earth atmosphere

Sources of protons in Earth’s atmosphere are CRs that may be of galactic, solar and

heliospheric origin. Galactic cosmic rays (GCRs) permanently arriving from outside of

the solar system consist of the most energetic particles, conventionally with energies

from ≈ 107 eV up to ≈ 1021 eV (1 eV = 1.6·10−19 J). Anomalous cosmic rays (ACRs)

are accelerated inside the heliosphere, consist mainly of singly ionized atoms with

energies below 100 MeV/nuc (Cummings and Stone 1998) and do not play a role in

atmospheric processes, because of their low abundance and low energy. Solar cosmic

rays (SCRs) or solar energetic particles (SEPs) appear in near-Earth space sporadically,

in connection with explosive energy releases at the Sun and may have energy up to

≈ 10 GeV. SEPs are generally accelerated on the Sun or in the inner heliosphere

on interplanetary shocks. Auroral proton precipitation at subauroral latitudes and

scattering of ring current protons provides a magnetospheric source of lower energy

protons, which is of interest when considering upper atmospheric light emissions and

the physics of proton transport processes, but due to the low energy is not discussed

for the purpose of this review.

On the other hand, CRs form the main source of ionization in the atmosphere at

altitudes above about 3 km and below about 60 km. Although the degree of ionization

is very small (the low-middle atmosphere is essentially neutral), the presence of a

small amount of mobile ions is important for atmospheric chemistry and atmospheric

electricity.

The flux of EPs is subject to solar modulation and varies with solar activity, each

component having its own relation. While SEPs have higher fluxes and energy during

the periods of active Sun, GCRs are inversely modulated by solar activity. Magneto-

spheric particle precipitation is subject to a variety of drivers and is found to be more

frequent either during the maximum and a few years after maxima or during the decay

and minimum phases of the solar cycle, depending on the occurence of coronal mass

ejections and high speed solar wind streams. The latter is generally found to be more
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geoeffective in long term variations.

In this Section we give a phenomenological description of EPs flux variations, for

different EPs components of the general totality of cosmic rays. Special emphasis is

given to a relationship between the apparent EPs flux changes and different manifesta-

tions of solar activity. Although the sunspot number is commonly accepted as an index

of solar activity dynamics, it should be noted that sunspots per se do not directly af-

fect the GCR flux, whose modulation is a complex process of particle transport in the

magnetized solar wind with frozen-in magnetic fields, inside the heliosphere. A detailed

theoretical consideration of this process is beyond the scope of this paper and can be

found elsewhere (Strauss et al. 2012; Potgieter 2013).

2.1.1 Cosmic rays in the near Earth space and atmosphere

The dominant component of CRs is made of protons, about 10% (in particle number)

comprise He nuclei (α−particles), and other nuclei make up less than 1%. However, due

to their large number of nucleons and weaker modulation by heliospheric and geomag-

netic fields, the relative contribution of heavier species to atmospheric ionization can

be up to 30–50% (Usoskin and Kovaltsov 2006). Electrons form a minor constituent of

CRs (about 1% or less in the same energy range). Energy spectra of various components

are, to the first order, similar to each other when the energy is given per nucleon (or

electron, respectively). In more detail CR composition and energy spectra are consid-

ered in the works of Simpson (1983) and Gaisser (1990). Accordingly, we describe here

mostly protons as the most abundant, and other species can be very roughly considered

as their scaling.

The energy spectrum of extraterrestrial protons is schematically depicted in Fig. 2.

The observed range of CR energy extends by nearly 15 orders of magnitude, from 1

MeV (1.6·10−13 J), to an enormous value of 3·1020 eV (48 J). The intensity of particles

of these ultra-high energies which produce the extensive air showers (EAS) are small,

amounting to less than 1/km2· sr· century (e.g., Stanev 2010).

The flux of extra-terrestrial cosmic rays depends on the level of solar activity and,

to a lesser extent, conditions in the magnetosphere (Vainio et al. 2009). The flux of

GCRs becomes lower during periods of high solar activity and vice-versa. However

SEPs, existing only sporadically during periods of high solar activity, may occasionally

enhance the flux of particles with energies tens-hundreds MeV by several orders of

magnitude for hours-days, and in rare events called GLE (ground-level enhancement

of cosmic rays) up to several GeV, for minutes-hours. Magnetospheric particle precip-

itation is associated either with coronal mass ejections at high solar activity or with

high-speed solar wind streams from coronal holes which is most frequent during the

decaying phase and near the minimum of solar activity (Baker et al. 1993; Bazilevskaya

and Svirzhevskaya 1998; Sinnhuber et al. 2012).

The Earth possess it’s own magnetic field, which can, at a zero approximation, be

considered as a dipole. This geomagnetic field deflects charged particles and acts as

a spectrometer separating the arriving CR particles according to their rigidity. The

magnetic rigidity is defined as R = cP/Ze (here c is the speed of light, P is the

particle’s momentum, Z is the particle’s charge number, and e is the unit charge). In

nuclear physics e and c are conventionally equal to 1 (Rossi 1940), so for protons R is
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Fig. 2 Energy spectrum of protons in the near-Earth space. The GCR spectrum extends
up to n · 1020 eV (not shown here). A typical proton intensity for a medium-size SEP event
(SCRs), of GCRs for a minimum and maximum of solar activity (SA) cycle are presented in
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numerically related to kinetic energy T .

R =
√

E2 + 2EoT , (1)

where Eo = 0.938 GeV is the proton’s rest mass, R is given in GV and T in GeV. Rigid-

ity is a key parameter for particle motion in magnetic fields. The particles with equal

rigidities move in a similar way in a given magnetic field, even if their energies are dif-

ferent. Roughly speaking, the effect of geomagnetic shielding can be characterized by a

cut-off rigidity, Rc, so that particles with lower rigidity cannot reach the given location.

Although this is an oversimplification, it is proven to be a useful approach (Cooke et al.

1991; Smart et al. 2006), especially for ground -based observations (Nevalainen et al.
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2013). Most protected is the equatorial region, where charged particles must possess

rigidity R greater than 13–17 GV to be able to reach the atmosphere, while there is no

shielding in the polar region. We note that the geomagnetic field does not decelerate

or terminate charged particles, it only bends their trajectories deflecting them away.

A detailed review of geomagnetic shielding can be found elsewhere (e.g., Smart et al.

2000).

As well as the geomagnetic field, Earth’s atmosphere also acts as a particle energy

spectrometer, separating particles according to their energy. Primary CR particles with

energies below several hundreds of MeV/nuc are simply stopped and absorbed in the

atmosphere due to ionization losses. If, however, the energy of a primary particle is

sufficiently high, it can collide with a nucleus of one of the atmospheric gases. This

leads to a development of a nuclear-electromagnetic-muon cascade in the atmosphere

(Particle Data Group 2004), which involves different species such as electrons, X-rays,

muons, pions, kaons and nucleons. A schematic view of such a cascade is shown in

Fig. 3. Due to development of the cascade (increasing the number of secondaries),

the flux of ionizing particles first increases downwards in the atmosphere reaching

maximum at the altitude of 17–27 km (depending on cut-off rigidity Rc and the level

of solar activity), but then decreases with altitude due to prevailing absorption. The

effective energy of primary CRs is higher at lower latitudes and the cascades initiated

by more energetic particles penetrate deeper into the atmosphere. Therefore the lower

the altitude and latitude of the observational site, the higher the effective energy of

primary CRs contributing to the flux of secondaries.

Atmospheric conditions also affect the observed fluxes of secondary CRs at a given

location. The main atmospheric impacts on the secondary CR fluxes are known as

barometric and temperature effects (Dorman 2004). Development of a cascade in the

atmosphere depends on the air mass traversed by particles, which can be character-

ized by the barometric pressure at the location and the incident angle of the primary

particle. Since the atmospheric pressure at a given location varies, the air mass above

the observation level changes accordingly. The flux of particles Nobs observed at pres-

sure P can be reduced to the flux Ncor at the reference atmospheric pressure P0 as

Ncor = Nobs · exp (β(P − P0)), where β is the so-called barometric coefficient with a

typical value of (7–8)·10−3hPa−1 for nucleonic component. This effect is significant

for the nucleonic component of the secondary CRs (see Fig. 3) and is crucial for data

obtained by neutron monitors. In order to properly account for the barometric effect,

one needs to know only the easily measured barometric pressure, thus this correction

is done straightforwardly. The temperature effect is much more difficult to correct for

since it is related to the altitude distribution of the air mass, governed by the vertical

profile of temperature. The effect is caused by production of very unstable particles

such as π-, K-mesons, and most importantly muons, whose life-time is comparable with

the time of flight in the atmosphere. The effect is two-fold. Higher temperatures cause

air rarefaction (i.e. a reduction in air density), therefore mesons at higher altitude are

more likely to decay rather than to suffer collision, thus increasing the number of gen-

erated muons (positive temperature effect). On the other hand, a muon produced at

higher altitude has a higher probability to decay before reaching the detector (negative

temperature effect). The net temperature effect depends on temperature distribution

throughout the atmosphere and on the energy of the muons detected. Accordingly, in

order to correct for the temperature effect one needs to know the temperature (or actu-

ally the air density) profile of the atmosphere above the observation site, which is not

an easy measurement and requires additional instrumentation such as a lidar or mete-
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Fig. 3 Schematic view of an atmospheric cascade caused by energetic cosmic rays in the
atmosphere. Left-to-right are denoted, respectively, the soft, muon and hadronic components
of the cascade. Symbols “N, p, n, µ, π, e± and γ” denote nuclei, protons, neutrons, muons,
pions, electrons, positrons, and photons, respectively. Stars denote nuclear collisions, ovals -
decay processes. This sketch does not represent the full development of the cascade and serves
solely as an illustration for the processes discussed in the text. After Usoskin (2011).

orological radiosonde. The temperature effect does not affect the nucleonic component

of the cascade.

Thus, the CR intensity measured at Earth depends not only on the level of solar

activity but also on the geomagnetic latitude and the altitude of the observational site.

The low-energy fraction of CRs, which affects the upper polar atmosphere, can only be

recorded at high latitudes and altitudes. This can be detected onboard spacecraft, rock-

ets (< 100 MeV) and balloons (>100 MeV). For the energy range above 1 GeV, the CR

modulation is well measured by ground-based neutron monitors and muon telescopes.

It should be kept in mind that the published records of the ground-based installations

are typically corrected for the barometric and sometimes for the temperature effects in

order to represent the primary CR variations, but the cosmic ray induced ionization

(CRII) at a given location is influenced by the local pressure and temperature.
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2.1.2 Monitoring of energetic particles with neutron monitors, balloon-borne and

satellite-borne detectors

It is important that a detector measuring variations of the CR flux provides sufficient

statistical accuracy and that it is stable for many years of observations without essen-

tial uncontrolled instrumental drifts or other (e.g., seasonal) artifacts in the data. It

is useful to measure the CR flux with standard instrumentation so that the data are

comparable for different locations and times. The most extensive time series of homoge-

neous measurements of CR intensity is obtained with ground-based neutron monitors

and balloon-borne detectors. Permanent monitoring of EPs and SEPs started with the

Explorer 34 (IMP 4) mission in 1967, and is now continued by the GOES satellite series.

Ground-based neutron monitors

The concept of ground-based neutron monitors (NMs) was proposed by J. A. Simpson

in 1948, as a standard instrument to measure cosmic ray intensities at Earth. He

initiated the worldwide network of standard installations which has operated since the

1950s (Simpson 1948; Simpson et al. 1953; Hatton 1971). In total more than a hundred

NM stations have participated in the neutron monitor network, with about 50 stations

operating nowadays. A neutron monitor detects neutrons that are secondary products

of the nucleonic branch of a cascade initiated in the atmosphere by primary cosmic

rays with energies above roughly 1 GeV. Since the nucleonic cascade is attenuated with

the amount of air overburden, the directly observed count rate needs to be corrected

for the actual barometric pressure at the measurement site to be an index of the

CR intensity. Typical time resolution of NM data is from 1 hour in the earlier years

to seconds in modern instruments. Detail of the NM design and operations can be

found elsewhere (Hatton 1971; Moraal et al. 2000). The NM is an energy-integrated

device which measures all cosmic rays above the detection threshold. However, there

is additional geomagnetic shielding (quantified in the geomagnetic cut-off rigidity Rc)

which varies over the globe from Rc = 0 in polar regions (although the atmospheric

shielding cut-off of ≈ 1 GV is always present) to Rc =13 to 17 GV in the equatorial

regions. Therefore, by using data from the global NM network one can evaluate the

spectrum of cosmic rays (Usoskin et al. 2005; Usoskin et al. 2011) as the effective energy

of CR for a given NM depends on its location geomagnetic latitude (cut-off rigidity

Rc) and altitude, from about 10 to 40 GeV (Alanko et al. 2003). Neutron monitors are

often used for long term monitoring of CRs due to their reliable stability (Ahluwalia

and Ygbuhay 2013).

Before NMs, there were long-term ground-based measurements performed by ion-

chambers (Forbush 1954, 1958; Chuprova et al. 2009) but they suffer from uncon-

trolled instrumental drifts and cannot be used for long-term studies without proper

re-calibration (Forbush 1958; McCracken and Beer 2007; Ahluwalia 2011). Another

common type of ground-based cosmic ray detector is the muon telescope, which mea-

sures the muon component of the cosmic ray induced atmospheric cascade. Because of

the high penetration ability of muons, such detectors are often located at shallow un-

derground depth to study higher energies of primary cosmic rays. The effective energy

of muon detectors varies from 50–70 GeV for a ground-based instrument to TeV energy

for underground laboratories. Muon detectors should not be used to provide a stable

basis for long-term studies of cosmic ray variations due to a number of complications
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which are difficult to account for: data are modulated not only by barometric pressure

but also by the atmospheric density profile; there is no standard design for muon de-

tectors; the scintillators commonly used in such detectors are known to be prone to

uncontrolled aging.

Balloon-borne monitoring

Another way to measure the cosmic ray intensities on a regular basis is via the ion

production rate in the atmosphere. Such measurements were conducted by H.V. Neher

from 1930 up to the early 1970s (Neher 1967, 1971; Anderson 1973), using standard

ionization chambers lifted by balloons. Each flight measured several hours of data. The

chambers had 0.6 mm thick steel walls and were filled with air at 740 mm Hg pressure.

The temperature inside the chamber was kept to within +/- 10◦C of 24◦C during the

balloon flights. The measurements of the ion production rate, Q (ion pair/cm3/s/atm),

in the chamber with fixed pressure was then reduced to the ion production rate in situ

(in the ambient atmosphere), q (ion-pair/cm3/s). Although they produced some of

the pioneering measurements of ionization in Earth’s atmosphere, these measurements

were not performed often enough to provide a robust data set for long term CR studies.

Regular monitoring of the charged particle fluxes (secondary CRs) in the atmo-

sphere using balloon-borne detectors was initiated in the USSR by S.N. Vernov and

A.N. Charakhchyan, during the International Geophysical Year in 1957 (Charakhchyan

1964; Bazilevskaya and Svirzhevskaya 1998; Stozhkov et al. 2009). This work continues

to the present day under the supervision of Lebedev Physical Institute (hereafter LPI)

in Moscow. Specially designed radiosondes equipped with Geiger counters are launched

several times a week at several geographic sites including polar latitudes. The detec-

tors are carefully calibrated in order to maintain the time series homogeneity. The

device records the flux of protons with energies above several MeV, electrons above

hundreds keV and muons with energies above several MeV at atmospheric depths from

the ground level up to ≈ 5 g/cm2 (altitude ≈35 km). While ascending in the atmo-

sphere, the radiosonde records the secondary CR flux versus atmospheric depth, which

is known as a transition curve with the Pfotzer maximum (Bazilevskaya et al. 2008).

The measurements of the ion production rates by the Neher group and the LPI mea-

surements of ionizing particle fluxes in the atmosphere overlapped during the 1960s,

and can be related to each other. The upper panel of Fig. 4 shows the altitude depen-

dence of the particle flux, J , and the ion pair production rate, q, at polar (Rc = 0 GV),

mid-latitude (Rc ≈ 2.5 GV) and equatorial (Rc >13 GV) regions during a period of

minimum solar activity. The in-situ ion production rate q depends both on the flux of

ionizing particles J and the density of ambient air n, which leads to the shift of the

maximum in the transition curves towards lower altitudes, as q decreases with height

because of the decreasing n. The ratio between q and J is shown in the lower panel

of Fig. 4 (Bazilevskaya et al. 2000). While it strongly depends on the altitude, the

relation to Rc and solar activity is weak, and it can be fitted by a simple expression

q/J = A · exp (−BH), where A=119.86 cm−1, B = 0.148, and H is the altitude in km.

This expression holds only for GCR and is not valid for SEP and electron precipitation.

The geomagnetic shielding (latitude) effect versus height is illustrated in Fig. 5 as

the ratio of polar to equatorial values of q and J for the minimum and maximum of

solar activity. This figure gives only a qualitative estimation, because there were no
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Fig. 4 Upper panel: transition curves in the atmosphere for the ion production rate q (Neher
1971) and for the charged particle flux, J (LPI observations) for polar and middle latitudes
during solar minimum. Lower panel: ratio of q/J .

simultaneous observations at Rc=0 GV and 13 GV, and the constancy of the ioniza-

tion/flux measured at equator is assumed. One can see that the q(Rc = 0)/q(Rc = 13)

ratio increases with altitude much stronger than J(Rc = 0)/J(Rc = 13) for the particle

flux. In general, the latitude effect is smaller during the maximum of solar activity, be-

cause of the reduction of low-energy GCRs. At sea level, according to neutron monitor

observations (e.g., Moraal et al. 1989), the ratio of counting rates at Rc = 0 GV to

those at Rc = 13 GV is 1.7 and 1.6 for the minimum and maximum of solar activity,
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Fig. 5 Latitude effect vs. altitude in the atmosphere. Ratio of values at Rc=0 GV (pole) to
those at Rc=13 GV (equator) for the ion production rate, q (ion-pairs/cm3/s) and the charged
particle flux, J (part/cm2/s) for the minimum and maximum of solar activity (SA). Data on
ion production rate, labeled as “Neher” are taken from Neher (1971), data on charged particle
fluxes, labeled as “LPI” are obtained at Lebedev Physical Institute. Reprinted from Stozhkov
et al. (2009), with permission from Elsevier.

respectively.

Satellite-borne monitoring

Satellites are indispensable for SEP monitoring since the majority of SEPs have energy

below 100 MeV and do not penetrate into the atmosphere below ≈30 km. However,

the low-energy SEPs play a significant role in chemistry of the upper stratosphere and

mesosphere (see Section 3) and should be taken into account in this context. Monitoring

of SEPs have been performed routinely by the IMP (Interplanetary Monitoring Plat-

form) Explorer satellites (1967–2006) and by the geostationary GOES (Geosynchronous

Operational Environmental Satellite) satellites since 1986. Usually these satellites use

different types of instrumentation, such as telescopes, spectrometers, magnetometers

and charged particle detectors. In the framework of the 8th IMP mission, detection

of EP was made by a telescope which measures fluxes of ions in four energy channels

ranging from 0.05 - 0.20 MeV to 2.1 - 4.5 MeV, and electrons in the ranges 30-90 and
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100-200 keV. The SEP telescope measures protons and alpha particles in the 0.5-1.8

MeV/n range. Each of the GOES satellites carries a suite of three detectors assembled

aboard: a solid state telescope, a set of large-aperture, so-called DOME detectors, and

a Cerenkov/solid-state-telescope called the HEPAD (High Energy Proton and Alpha

Detector), which monitors the energetic particle population at geostationary orbit.

These detectors measure the flux of energetic protons from 600 keV to greater than

700 MeV in 11 discrete channels as well as monitoring the electron and alpha particle

populations.

There is virtually no geomagnetic shielding for SEPs at the height of ≈36000 km

(the geostationary orbit). The data on solar protons and helium with energies 1–500

MeV/nuc are available in several energy channels with the time resolution of 1 and 5

minutes [http://goes.ngdc.noaa.gov/data/avg, http://spidr.ngdc.noaa.gov/spidr/]. Sev-

eral SEP event catalogues have been made with information about the SEP energy

spectra and intensity-time profiles which cover the period from 1955 onwards (see

Vainio et al. 2009). It should be noted that satellite-borne detectors are usually not

used for GCR monitoring because they are not suitable for measurements of fluxes of

high-energy particles, except during dedicated missions such as IMP8, PAMELA or

AMS (Adriani et al. 2013; Aguilar et al. 2013). The SEP fluxes should be derived from

the satellite observations with proper account for the background count rates in each

energy channel.

2.1.3 Galactic cosmic ray variability

11- and 22-year modulation

The galactic cosmic ray flux is modulated in the heliosphere by solar magnetic activ-

ity on different time scales. The dominant feature is the approximate 11-year cyclic

variation which is in opposite phase to solar activity. Fig. 6 depicts monthly data from

several neutron monitors and the balloon-borne detectors from LPI, compared with

sunspot numbers. A strong anti-correlation between particle fluxes and solar activ-

ity is obvious, but the relation is not one-to-one but rather hysteresis-like, with CR

being delayed against sunspot numbers depending on the polarity of the global so-

lar magnetic field (Usoskin et al. 1998). The shape of maxima of the 11-year cycle in

CR intensity (viz. solar minima) is peak-like for the A− epochs (negative magnetic

field in the northern hemisphere of the Sun) (1965s, 1987s, 2009s) and plateau-like

for A+ epochs (1970s and 1990s), as defined by the drift effects of CRs on the helio-

spheric current sheet (HCS) (Jokipii and Kóta 1995). This feature does not imply a

true 22-year cycle in CR modulation as is often naively assumed, as this effect becomes

important only around solar minima when the HCS is relatively flat. The magnitude

of the 11-year modulation cycle in CRs varies between a few and 60% depending on

the effective energy range of the detector, which is in turn defined by the type of mea-

sured secondaries (ionizing particles, muons, nucleons), geomagnetic latitude (Rc) and

the altitude of the observation, as summarized in Table 1. Average magnitudes of the

11-year cycle in CRs were taken as ⟨Jmax⟩−⟨Jmin⟩, where ⟨Jmax⟩ is the averaged value

of a given instrument count rates (in % of 1965) for Jul–Sep.1965, Nov.1976–Jan.1977,

Jan–Mar.1987, May–Jul.1996, and Jul–Sep.2009 for cycles 19–23 respectively. ⟨Jmin⟩
is averaged for Nov.1958–Jan.1959, Apr-Jun.1970, Nov.1982–Jan.1983, Feb–Apr.1990,

and Oct–Dec.2000. One can also see in Fig. 6 that the CR flux for the recent solar

minimum 2009–2010 is 5–10% higher than the previous solar minima in accordance
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Fig. 6 Upper panel: International sunspot numbers (ftp://ftp.ngdc.noaa.gov/STP/SOLAR DATA/-
SUNSPOT NUMBERS/INTERNATIONAL/). Lower panel: CR fluxes as recorded
by neutron monitors Huancayo/Haleakala (Rc=13 GV), Climax (Rc=3 GV)
(http://ulysses.sr.unh.edu/NeutronMonitor/) and Oulu (Rc=0.8 GV) (http://cosmicrays.
oulu.fi), and by balloon-borne Geiger counters in the maximum of the transition curve in
the atmosphere at polar (Murmansk, Rc=0.6 GV) and mid-latitude (Moscow, Rc=2.4 GV)
locations. CR data are normalized to 100 % in 1965.

Table 1 Magnitudes (in %) of the 11-year modulation cycle as recorded by different cosmic
ray detectors.

Instrument Rc (GV) solar cycles Magnitude (%) at altitude
covered ground 4–5 km 10–12 km 30–35 km

Geiger (polar) 0–0.6 19–23 – 9 16 45
Geiger (Moscow) 2.4 19–23 – 10 15 30
NM Oulu 0.8 20–23 15 – – –
NM Moscow 2.4 19–23 14 – – –
NM Huank/Haleak 13 19–22 4 – – –
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Fig. 7 Ionization rate in the atmosphere at altitudes of about 6.5, 11 and 24 km according to
direct measurements by Neher (1971) (Thule, Rc = 0, open symbols), and as derived from the
particle flux values measurements performed by the LPI group (Murmansk region Rc = 0.6
GV solid lines, 13 month smoothed).

with the unusually quiet solar conditions during that period (Gibson et al. 2011). The

start of the modulation cycle after 2010 is clear in indicating the continuation of the

normal solar dynamo operation.

The empirical relationship between the ionization rate q and particle flux J (see

lower panel of Fig. 4) can be used to estimate a longer series of ionization rate at

different altitudes, as shown in Fig. 7. The Lebedev Physical Institute measurements of

the ionizing particle flux is consistent with fragmentary direct ionization measurements

by Neher (1971). While the ionization rate is lower at the 24 km altitude than at 6.5 km,

the amplitude of the 11-year cycle is greater in the stratosphere. The flux of ionizing

particles measured in the stratosphere is highly correlative with the ground-based NM

data reflecting the modulation of GCRs (Usoskin et al. 2011). However, the correlation

deteriorates in the troposphere, at altitudes below 15 km (Bazilevskaya et al. 2008),

where enhanced variability at the inter-annual time scale is observed. The nature of

this variability is not understood properly as yet and needs further work.
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Forbush decreases and 27-day recurrent variations

Sporadic releases of energy in the solar photosphere and/or corona, observed as solar

flares or coronal mass ejections (CMEs) are usually accompanied by strong distur-

bances (interplanetary shocks), often driven by the magnetized CME ejecta, prop-

agating through the interplanetary medium. Such disturbances effectively modulate

GCRs in the heliosphere, virtually “sweeping” cosmic rays out, especially if several

disturbances merge together forming a merged interaction region (MIR) or global MIR

(GMIR). When such a disturbance passes near Earth, it leads to a suppression of GCR

intensity known as a Forbush decrease (Cane 2000). The main feature of the Forbush

decrease is a sharp decrease (duration of a few hours) in CR intensity, caused by the

passage of the disturbance, followed by a gradual, nearly exponential, recovery, which

may take several days or even weeks. Forbush decreases affect CR up to high energy of

several tens of GeV as they are observed also at shallow-underground muon detectors

(Usoskin et al. 2008). On top of that several smaller signatures can be found, such as

pre-increase of the CR intensity (caused by the “collection” of CR particles in the shock

upstream region) just before the event, the main phase may have a two-step structure,

caused by the shock itself and by an ejecta passing the Earth. The exact shape of the

Forbush decrease depends on the relative geometry of the interplanetary shock and

Earth (Cane 2000). An example of a series of Forbush decreases is shown in Fig. 8.

The CME that causes a Forbush decrease often originates in the same solar active

region where a flare and/or a CME generating (SEP) occurs. Therefore, a strong CR

intensity enhancement (ground level enhancement, GLE, see later) may be observed

on the background and/or be followed by a Forbush decrease, as one can see in Fig. 8

for GLEs of 15th and 18th April 2001. Because of the lower energy of SEPs, GLEs

are usually observed only by NMs at high and medium latitudes. The same interplan-

etary disturbance, which causes a Forbush decrease, may greatly distort the Earth’s

magnetosphere, therefore, Forbush decreases are highly correlated with geomagnetic

disturbances, especially with storm sudden commencements.

Some statistics on Forbush decreases for the 23-rd solar cycle (Jordan et al. 2011)

are shown in Fig. 9. The occurrence rate of Forbush decreases positively correlates

with solar activity reaching its maximum around the maximum of the 11-year solar

cycle. On the other hand, a noticeable increase in the occurrence rate is observed also

at the declining phase of the solar cycle, due to recurrent Forbush decreases related to

corotating fast streams of solar wind from long-lived coronal holes. A typical Forbush

decrease has a magnitude around 4-5% (up to 20%) as observed by a ground-based NM

and around 10% in the stratosphere as measured by a balloon-borne Geiger counter

(Bazilevskaya et al. 2008).

A peculiar feature of the CR flux variation on shorter time scale is its 27-day quasi-

periodic variability, observed as an intermittent 27-day quasi-periodic modulation of

the cosmic ray intensity (Simpson 1998; Gil et al. 2005; Alania et al. 2011). The 27-day

variation is related to the long-lived solar active formations on the Sun, such as coronal

holes or large active regions. Due to the rotation of the Sun with a synodic period of

about 27 days, such formations repeat their attitude regarding Earth with this period.

Coronal holes form a source of fast solar wind streams, which can catch up solar wind

plasma from slow streams emitted earlier, leading to their interaction and formation

of a corotating region with a shock front. Such corotating regions slightly modulate

the CR flux near Earth with the period of 27 days (see Fig. 10). When the coronal

hole disappears, the recurrent 27-variation can also cease to appear later at the new
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Fig. 8 Series of Forbush decreases in March – April 2001 as observed by the Oulu
(Rc=0.8 GV) and Tsumeb (Rc=9.1 GV) neutron monitors (http://cosmicrays.oulu.fi/,
http://www.nwu.ac.za/neutron-monitor-data). Count rates are normalized to the
average value from DOYs (day of year) 70 to 76 (Oulu – 100%, Tsumeb
– 95%). Black triangles in the bottom denote storm sudden commencements
(ftp://ftp.ngdc.noaa.gov/STP/SOLAR DATA/SUDDEN COMMENCEMENTS).
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Fig. 9 Statistics of Forbush decreases during solar cycle 23 (based on Jordan et al. 2011).
Left panel: The number of observed Forbush effects for years 1998 through 2006. Right panel:
Histogram of the Forbush decrease magnitudes which are the maximum variations of CR
intensity during the event (Belov 2009), as observed at the polar station McMurdo NM.

phase. This feature is usually more distinctive and persistent during the descending or

minimum phases of the solar activity cycle. Forbush decreases also often re-occur with

roughly 27-day period as the parent active region persists on the rotating Sun.
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Fig. 10 An example of 27-day variations of the CR intensity as observed by the balloon-borne
Geiger counter in the stratosphere (20–25 km altitude, thin black curve) and the Apatity NM
(thick grey curve, http://pgia.ru/CosmicRay). Values are normalized to the average value for
1976 (Geiger counter – 100%, Apatity NM – 120%). Vertical lines are plotted every 27 days.

2.1.4 Solar energetic particles

Strong increases of the intensity of energetic particles can sporadically occur near Earth,

due to the arrival of solar energetic particles (SEPs also known as Solar Cosmic Rays

(SCRs), or Solar Proton Events (SPEs)). SEPs are associated with fast powerful energy

release phenomena on the Sun, solar flares and/or CMEs. SEPs are particles accelerated

by magnetic reconnection or by stochastic mechanisms in the parent flare region, or

by a CME-driven shock in the solar corona and interplanetary space (Miroshnichenko

and Perez-Peraza 2008). Although the elemental composition of SEPs changes from

one event to another, it is dominated (> 90%) by protons. The energy of SEPs extends

from ≈ 1 MeV to several GeV/nucleon. The energy spectrum of SEPs covers more

than four orders of magnitude in energy and more than 8 orders of magnitude in

intensity. Accordingly, it is hardly possible to measure the entire SEP energy range with

a single instrument. SEPs with energies below several hundred MeV are well measured

onboard numerous spacecraft, while balloon-borne detectors are more suitable to detect

SEPs with energies between 100 and 500 MeV. The most energetic SEPs (above 1000

MeV) can initiate the nucleonic-electromagnetic cascade in the atmosphere, leading to

the nucleon and muon components potentially recordable by ground-based detectors

(neutron monitors) as a ground level enhancement (GLE). The time-profile, spectrum

and elemental composition of a SEP event depends on many factors, most important

being the acceleration mechanism and the relative Sun-Earth geometry (Vainio et al.

2009).
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Fig. 11 Time profiles of proton intensities during the series of SEP events in January 2005
as measured onboard the GOES 11 spacecraft. Energy of protons from top to bottom: above
5, 10, 30, 50, 60, and 100 MeV, respectively (http://spidr.ngdc.noaa.gov/spidr).

SEP events are fairly often observed in series being associated with the same parent

active region on the Sun. An example of this is given by the burst of activity in January

2005 (Figs. 11 and 12), where several SEP events were observed to originate from

the same active region (NOA AR 10720) on the Sun. One can see that the largest

(within this group of events) flux of low-energy SEPs was achieved for the gradual

event of 17th January, while the higher energy particles were more abundant for the

impulsive event of 20th January. It should be noted that very energetic protons were

produced during the event of 20th January when a strong GLE (second largest ever

observed, about 3200% enhancement at the South Pole NM – Plainaki et al. (2007))

was recorded by the NM network. One can see from Fig. 12 that the energy spectrum of

SEPs was very hard. On the other hand, the spectrum is flat in the low-energy range

10–100 MeV, making the low-energy fluence for this event quite modest (Mewaldt

et al. 2007). We note that such a situation is typical for GLE events (Bazilevskaya

and Sladkova 2003). Solar energetic particles with energies below 100 MeV lose their

energy in the atmosphere at altitudes above 30 km, mostly due to ionization of the

ambient air (Winckler 1956; Charakhchyan 1964; Bazilevskaya et al. 2008; Mishev

and Usoskin 2013). For example, protons with energies 10, 30, and 100 MeV cannot

penetrate the atmosphere deeper than about 58, 45, and 32 km (0.15, 1.0, and 8.6

g/cm2 of atmospheric depth), respectively. Moreover, such particles can penetrate only

in the polar cap region where there is no geomagnetic shielding. Since such low-energy

particles are much more abundant in the SEP spectrum (Fig. 12), the strongest effect

of SEP events is ionization produced in the upper polar stratosphere and mesosphere

at about 40–90 km altitude (e.g., Quack et al. 2001; Velinov et al. 2013). The impact

of SEPs on the atmosphere is considered in Section 3.2.3 of this paper.
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Fig. 12 Integral energy spectra of SEP events shown in Fig. 11, corresponding to the maxima
of the intensity-time profiles. Points below 100 MeV are based on the GOES 11 data. For the
events of 17th and 20th January, protons (> 100 MeV) were recorded by the stratospheric
detector of the LPI group. The event of 20th January was also recorded by the NM network
as GLE 69.

Solar energetic particles with energies above 100 MeV intrude into the polar atmo-

sphere where balloon-borne detectors observe them at stratospheric altitudes through

great changes of the transition curve, as shown in the left panel of Fig. 13 for the event

of 20th January 2005. The particle intensity increases in the polar stratosphere some-

times by an order of magnitude in comparison with the quiet time. Subtracting the

background caused by GCRs, one can estimate energy spectra of the incoming solar
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Fig. 13 Solar energetic particles in the polar atmosphere for the SEP event of 20th January
2005. Left panel: Balloon-borne measurements by LPI in the northern polar region during the
SEP or GLE event of 20th January 2005. White squares are the background from GCRs, other
symbols correspond to different times of observations. Middle panel: SEP intensity vs. height.
Right panel: SEP energy spectra as derived from the data shown on the left panel.

protons (right panel in Fig. 13). Fig. 14 shows the intensity time profile of this SEP

event. One can see that more energetic particles can penetrate deeper into the atmo-

sphere, but the duration of an enhancement becomes shorter, as the energy spectrum

softens with time. The GLE event at the ground-level lasted for a few hours at most

whereas a typical SEP event in the stratosphere usually lasts several days. Strong SEP

events often occur in series, so that the charged particle intensity in the stratosphere

can be enhanced for several weeks, as e.g. happened in the autumn of 1989. The inten-

sity of less energetic < 100 MeV protons remains enhanced even longer. For example,

the enhanced fluxes of > 10 MeV protons were observed in total for more than 110

days in 2001.

The majority of SEP events are not observed in the atmosphere as they have a

soft energy spectrum, since the number of SEP events decreases with increasing the

SEP energy. Generally, the peak intensity distribution for > 10 MeV solar protons

can be approximated by a power law with the index g = −1.34 (Bazilevskaya 2005).

The occurrence rate of SEP events can be observed in Fig. 15. From solar cycle to

solar cycle, the number of SEP events recorded in the atmosphere varied from 21 to

32, the number of GLEs from 12 to 16, whereas the number of events with intensity

J(> 10 MeV) ≥ 1 (cm2s sr)−1 varied between 120 and 150. Data for > 10 MeV solar

protons are taken from Logachev (1982, 1990, 1998), for the cycle 23 these data are

preliminary. Data on solar protons with energies above 1 GeV are deduced from GLE

events recorded by NMs using the specific yield functions of a NM (Lockwood et al.

1974). These values should be considered as estimations as they were obtained under

assumption of the SEP flux isotropy outside the Earth’s magnetosphere, which is not

always correct. The currently progressing 24th solar cycle depicts a slow rise, at least to

the level of moderate cycles in the 19-th century, without an indication of new Grand

minimum. Until the end of 2014 only one GLE (17 May of 2012) was recorded for

certain in the cycle 24 (the second possible event, not finally confirmed, occurred on 6
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Fig. 14 Time profiles of the SEP intensities for the GLE event of 20th January 2005. Upper
panel: Intensities of solar protons of different energies, as observed by the the GOES satellite
(http://spidr.ngdc.noaa.gov/spidr), by balloon-borne detectors by LPI, and by the Apatity NM
(http://pgia.ru/CosmicRay). Lower panel: Enhanced particle fluxes as observed at different
altitudes in the atmosphere. Reprinted from Bazilevskaya et al. (2010), with permission from
Elsevier.
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January of 2014). However, the number of SEP events with J(10 MeV)≥ 1(cm2s sr)−1

is more than 70 to the end of 2014.

2.1.5 Modelling energetic particles and the cosmic ray induced ionization

When an energetic particle penetrates the atmosphere, it first traverses through the

upper rarefied layer of the atmosphere, ionizing the ambient air. During this phase

the energetic particles move in a straight line, losing energy for ionization. Low energy

particles can be completely stopped in the upper atmosphere due to these ionization

losses. This process can be modeled in a simple way using an analytical approach

(see, e.g., Velinov and Mateev 1990; Vitt and Jackman 1996). However, if the primary

particle possesses sufficient energy (about a hundred MeV) to traverse about 100 g/cm2

of matter, it accidentally collides, if its energy is still sufficient, with a nucleus of one

of the atmospheric gases, where the most abundant nuclei are nitrogen and oxygen. In

such a nuclear collision, different secondary products can be created, having different

fates in the atmosphere (Dorman 2004). If the energy of the secondaries is still high

enough, they may undergo further collisions and interactions forming the so-called

atmospheric cascade. Because of the thickness of Earth’s atmosphere (1033 g/cm2) the

number of subsequent interactions can be large leading to a fully developed cascade

consisting of a variety of secondary particles. This process is well understood but cannot

be modelled analytically and requires a full Monte-Carlo approach (Usoskin et al. 2004;

Desorgher et al. 2005; Usoskin and Kovaltsov 2006; Usoskin et al. 2010). It is common

to separate three main components: the “soft” or electromagnetic component consisting

of electrons, positrons and photons; the “hard” or muon component consisting of muons

(pions are short-lived and decay almost immediately); and the “hadronic” nucleonic

component consisting mostly of super-thermal protons and neutrons. All the charged

secondaries ionize air, leading to a complicated process of ionization in the low and

middle atmosphere (see detail in Bazilevskaya et al. 2008).

Therefore, the process of cosmic ray induced ionization can be modelled by different

approaches depending on the particle’s energy, as described below. In all models, the

ionization energy losses of particles (either primary or secondary of different nature)

are converted into the production of ion pairs, assuming that one ion-electron pair

is produced, on average, per each 35 eV of deposited energy (Porter et al. 1976).

Such models yield ionization rates, however in order to obtain the ion concentration,

recombination processes need to be considered, but this is usually treated separately

depending on the exact ambient conditions.

The cosmic ray induced ionization (CRII) at a given location is usually represented

in numerical models via the ionization function Y (Usoskin and Kovaltsov 2006)

Q(h) =
∑
A

∫ ∞

Tc,A

JA(T ) · YA(T, h) dT , (2)

where the summation is performed over different A-th species of CR (protons, α-

particles, etc.), YA(h, T ) is the ionization yield function (the number of ion pairs pro-

duced at altitude h in the atmosphere by CR particles of the type A with kinetic

energy T and unit flux of C). Integration is performed above Tc,A, which is the kinetic

energy of a particle of type A, corresponding to the local geomagnetic rigidity cutoff

Pc (Smart et al. 2006).
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Fig. 15 Upper panel: Occurrence of SEP events as observed by ground-based neutron monitors
(GLE, solar proton energy Ep > 1000 MeV, number of events from solar cycle to solar cycle
varies from 12 to 16, data of SEP with energies above 1 GeV are deducted). Middle panel:
Occurrence of SEP events in the stratosphere by the LPI instrument (Ep > 100 MeV, number
of events from solar cycle to solar cycle varies from 21 to 32). Lower panel: Occurrence of
SEP events in space by satellites (lower panel, events with J(Ep > 10 MeV)≥ 1(cm2s sr)−1

– Logachev (1982, 1990, 1998), number of events from solar cycle to solar cycle varies from
120 to 150). Each vertical bar depicts an SEP event, and its length corresponds to the SEP
intensity (right-hand axis) in the event’s maximum. Grey curves are the sunspot number Rz

(left-hand axis).
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Analytical model

A typical analytical calculation (e.g., Vitt and Jackman 1996) of the ionization rate in

the upper atmospheric layer (a few g/cm2 of matter or a few hPa), using a thin target

approximation is briefly discussed here. Elastic scattering processes are neglected in

the apporach, assuming that an energetic particle moves straight losing energy for

ionization of the ambient air. The particle can be lost either by losing all its kinetic

energy (thermalization) or by a nuclear collision (no secondaries of such a collision are

considered though).

Let us consider a primary cosmic rays particle of type A with the kinetic energy

per nucleon T penetrating to the atmosphere at the zenith angle θ. Its probability to

survive, against inelastic process, until its kinetic energy becomes T ′ is given as

p(T, T ′, A) = exp

(
−
∫ T

T ′

dT
dT
dx (T,A) · λin(T,A)

)
, (3)

where dT
dx (T,A) is the stopping power due to ionization losses, and λin(T,A) is the

path-length for inelastic nuclear collisions, respectively, as tabulated, e.g., by Janni

(1982). Note that many models dealing with lower energy particles neglect the nuclear

collisions, implicitly assuming p = 1. This is a reasonable assumption for energies below

about 10 MeV but leads to serious errors if more energetic particles are involved. The

thickness x (in g/cm2) traversed by the particle with initial energy T and final energy

T ′ along its trajectory can be expressed as:

x = R(T )−R(T ′) ≡ h

cos θ
, (4)

where R(T ) is the path-length of a particle with energy T due to ionization losses

(Janni 1982), and h is the atmospheric depth in g/cm2 (related to the barometric

pressure). Then one can derive that the ionization rate q is defined as

dq

dx
(x, T,A) =

1

35 eV
· dT
dx

(T ′, A) · p(T, T ′, A), (5)

where T ′ is defined from the equation (4).

Finally, the ionization yield function for the isotropic flux of particles impinging on

the top of the atmosphere is defined as

YA(T, h) = 2π

∫ 1

0

dq

dx
(x, T,A) d cos θ, (6)

Applying this result to the observed spectrum of energetic particles, one can calculate

the corresponding ionization rate (Eq. 2).

Monte-Carlo models

The atmospheric cascade can be properly modelled only by a full Monte-Carlo model.

Earlier analytical approximations (O’Brien 1979) attempted to model the cascade via

the Boltzman equation, but such models become less reliable in the lower atmosphere.
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Fig. 16 Modelled CRII as a function of the atmospheric depth h (left axis) or altitude (right
axis) and the geomagnetic rigidity cutoff Rc (lower axis) or geomagnetic latitude (upper axis)
for medium CR modulation. Modified from Bazilevskaya et al. (2008).

Note that the value of CRII (Eq. 2) is defined by three main variables: altitude

(quantified via the atmospheric depth h), geographical location (via the local geomag-

netic rigidity cut-off Rc in the integration limits), and time (via the variability of the in-

tegrand energy spectrum J). Since these three variables are mutually independent, they

can be separated, which helps to solve the problem numerically in an efficient way by

producing pre-calculated 3D look-up tables (http://cosmicrays.oulu.fi/CRII/CRII.html).

The spatial distribution of the CRII is shown in Fig. 16. The maximum ionization

appears at about 18–20 km altitude in the polar region, where the ionization rate

is several orders of magnitude greater than that at sea level. The difference in the

ionization rate between the equatorial and polar regions is of the order of a factor 3–5.

Variability of CRII over a solar cycle is from 10–20 % in the troposphere up to a factor

of 2 in the polar stratosphere.

Presently there are two basic numerical approaches to the CRII Monte-Carlo sim-

ulation. Details of the method are given elsewhere (Usoskin and Kovaltsov 2006;

Bazilevskaya et al. 2008). One is the ATMOCOSMICS/ PLANETOCOSMICS model

developed by the Bern group (Desorgher et al. 2005) on the basis of the GEANT-4

simulation package. Another one is the CRAC (Cosmic Ray Atmospheric Cascade)

model developed by the Oulu group (Usoskin et al. 2004; Usoskin and Kovaltsov 2006;

Usoskin et al. 2010) on the basis of CORSIKA+FLUKA Monte-Carlo packages. Sev-

eral clones of these codes exist (e.g., Mishev and Velinov 2011). Comparison between

the ATMOCOSMICS and CRAC models vs. fragmentary direct balloon-borne mea-

surements of the ionization rate in a high latitude region (geomagnetic cutoff rigidity

Pc < 1.5 GV) is shown in Fig. 17.

Modelled and measured CRII rates are in good agreement (Bazilevskaya et al.

2008). Simulations agree with each other within 10%, which can be attributed to the

different atmospheric models used and, to a less extent, to different cross-section ap-

proximations in CORSIKA and GEANT-4 packages (Usoskin et al. 2009).
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typical solar maximum (ϕ ≈ 1000 MV). Symbols represent direct measurements as denoted in
the legend, while curves correspond to the calculations using the ATMOCOSMICS (dashed)
and CRAC (solid) Momte-Carlo models. Adapted from Usoskin et al. (2009).

There is another GEANT-4 based model - AIMOS (Atmospheric Ionization Model

of Osnabrück, (Wissing and Kallenrode 2009)), which is commonly used to compute

the effect of auroral, magnetospheric and solar particles in the middle and upper polar

atmosphere. The AIMOS model does not consider particles with energies > 500 MeV

and thus cannot be applied to study the effect of GCRs (which is minor in the upper

polar atmosphere but dominant in the tropo- and stratosphere). Its use for GLE events

should be taken with caution because of the limited energy range. The advantage of

AIMOS is it is ability to create a temporally and spatially variable 3-dimensional global

ionisation source input to atmospheric models, based on POES satellite measurements

for lower energy particles. Care should be taken however, due to possible inaccuracies

in POES data due to contamination of the detector channels during energetic particle

events (Rodger et al. 2010).

Therefore, 3D models (CRAC:CRII or PLANETOCOSMIC) allow to compute the

ionization effects caused by galactic cosmic rays as well as by solar cosmic rays during

SEP/GLE events at different atmospheric heights. The ionization effect of GLE events

is important only in the polar atmosphere, where it can be dramatic in the middle and

upper atmosphere (above 30 km) during major GLE events (Usoskin et al. 2011).
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Fig. 18 Ionization rate in the polar upper atmosphere induced by galactic cosmic ray pro-
tons for solar maximum (panel A) and minimum (panel B) conditions, computed by different
models. The upper scale depicts approximate height in km for the standard US atmosphere.
The curves are denoted as: (1) Full Monte-Carlo model (e.g., Usoskin et al. 2010); (2) Full
analytical thin-target model (e.g., Vitt and Jackman 1996); (3) Monte-Carlo model considering
only protons with energies below 500 MeV (e.g., Wissing and Kallenrode 2009); (4) Analytical
thin-target model considering only primary cosmic rays with energies below 500 MeV. After
Usoskin et al. (2010) and re-used with permission from Wiley.

Comparison of different approaches

We note that while the full Monte-Carlo models are universal in the sense that they can

deal with all types and energies of primary precipitating particles, other simplified or

truncated models have been developed to deal with specific types of the ionizing radia-

tion. They have limited ranges of validity (typically altitudes above 35 km and particle

energy below a few tens of MeV) and may become invalid when used outside these

ranges. However, it is quite typical that simplified parameterization models, originally

intended to work with low-energy precipitating particles in the polar upper atmosphere,

are incorrectly used to assess the ionization by energetic particles (SEP/GLE events

or even GCR) down to the lower stratosphere (e.g., Calisto et al. 2012; Verronen et al.

2011b). Here we emphasize that this may lead to large errors.

Fig. 18 presents a comparison of the CRII rates in the upper 10% (100 g/cm2) of

the atmosphere due to GCR protons as computed using different models. One (curve

1) is the full Monte-Carlo model (Usoskin et al. 2010) described in Section 2.1.5. One

can see an increase of the ionization at a depth of around 90 g/cm2 due to development

of the atmospheric cascade. Another curve (2) represents the analytical model (e.g.,

Vitt and Jackman 1996) as described in Section 2.1.5. While the two models agree for

the SEPs and in the very upper part of the atmosphere, the analytical model under-

estimates the ionization rate by energetic particles progressively downwards because

of neglecting the cascade development. The difference can be as large as a factor of

2–3. We note that some of the ionization models focused upon the middle and up-

per atmosphere consider a truncated energy range of the energetic particles, below

500 MeV. An example of such a truncated models is the AIMOS model (Wissing and

Kallenrode 2009). Curve (3) in Fig. 18 corresponds to such a model. One can see that,

despite the correct method applied (full Monte-Carlo), such a truncated model grossly
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underestimates the ionization effect of GCRs – both in magnitude (by a factor of 2–5)

and in the penetration depth. An analytical model with the truncated energy range

(curve 4) is similar to that in underestimating the ionization effect. On the other hand,

truncated and simplified models can be well used for solar energetic or magnetospheric

precipitating particles with very soft spectrum (Bazilevskaya et al. 2008).

Accordingly, by considering only low energy particles (< 500 MeV - grey curves),

one can more or less correctly model the effect of solar energetic and magnetospheric

particles, but grossly underestimate the ionization rate due to GCRs, even in the

uppermost part of the atmosphere. Generally, a full Monte-carlo model is always rec-

ommended to be used for the thick Earth’s atmosphere. Note, however that GCRs play

only a minor role in the overall ionization in the upper atmosphere.
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Fig. 19 Magnetosphere with its major plasma regions and physical processes (shaded in
green), together with the main current systems (red arrows). Modified after Frey (2007).

2.2 Sources of the electrons in the Earth’s atmosphere

Dynamic coupling of the solar wind with the Earth’s magnetosphere (Fig. 19) results

in acceleration of charged particles partly precipitating into the atmosphere. An im-

portant role in the atmospheric processes is played by precipitating populations of

auroral electrons and radiation belt electrons. Auroral electrons are magnetotail parti-

cles from the plasma sheet, which are further accelerated in the magnetosphere, before

precipitating into the atmosphere.

Forcing by the solar wind modifies the Earth’s intrinsic geomagnetic field in near-

Earth space, creating a cavity called the magnetosphere, (Fig. 19), which is filled with

plasma of both solar wind and ionospheric origin. Precipitation of both electrons and

ions into the atmosphere occurs from various regions of the magnetosphere, due to

various mechanisms, some of which are still poorly understood, although recent satellite

missions have increased knowledge on relations e.g between the diffuse precipitation

features and wave-particle interactions. There are various regions in magnetosphere,

(Fig. 19), where process of energy exchange exists. Magnetic reconnection may occur

at low latitudes on dayside as well as at high latitudes and in distant magnetotail,

which is the region of auroral substrom physics. In the magnetospheric current systems

shown in Fig. 19 the field aligned currents relate to precipitation seen as the auroral

oval, whereas precipitation on open field lines occurs from magnetosheath or directly

from solar wind. In the inner magnetosphere, one may have precipitation of radiation

belt particles for example in wave-particle interactions, or weaker precipitation from

ring current scattering. Interestingly, energies of the precipitating particles often exceed
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those available from solar wind particles, so that various acceleration mechanisms must

be present in the magnetosphere. For the needs of understanding the atmospheric

effects, one needs a description of the fluxes and energy spectra of the precipitating

particles, the geographical regions of occurrence of precipitation, and both short and

long term variability of the precipitation.

The various plasma regimes of the magnetosphere, related to particle precipitation

are summarized by Lyons (1997) as polar rain, direct precipitation of solar wind elec-

trons on open polar cap field lines; polar energetic particles at energies higher than

100 keV during solar particle events; cusp precipitation from magnetosheath plasma

along recently dayside opened field lines; soft electron zone precipitation or low lati-

tude boundary layer precipitation; high-latitude arcs within the above regimes due to

field-aligned potential drops; nightside plasma sheet ion precipitation; dayside plasma

sheet ion precipitation; diffuse plasma sheet electron precipitation, with medium en-

ergy spikes larger than 150 keV; discrete auroral arcs embedded within diffuse plasma

sheet electron precipitation and storm-time precipitation.

Radiation belt electrons

The source of precipitating electrons is the electron radiation belt, precipitation is be-

lieved to be the main mechanism of electron losses from the Earth’s radiation belt (e.g.,

Horne and Thorne 2003).The electron radiation belt has a structure with maximum

relativistic electron intensity around L≈1.6 and L≈4, L is the McIlwain parameter.

The depleted region between the inner and outer electron belts is known as the slot

region that is formed due to the electron loss.

The reason for precipitation is violation of the stable motion of the trapped parti-

cles, which may be caused by magnetic storms (Horne et al. 2009), lightning discharges

(e.g., Voss et al. 1984, 1998; Buč́ık et al. 2006), earthquakes (Galper et al. 1995; Alek-

sandrin et al. 2003) or the man-made VLF transmitters on the ground. Schematically,

processes leading to precipitation are as follows. All these types of disturbances lead

to VLF wave generation. Wave-particle interactions cause both particle acceleration

and pitch-angle scattering followed by losses. Thus acceleration and losses are compet-

itive processes leading to dramatic variability of the outer electron belt especially in

the L>3 region. Various types of waves interact resonantly with electrons of various

energy, therefore the energy spectrum of precipitating electrons varies both from event

to event and also during one event.

Electrons do not penetrate into the atmosphere deeper than ≈50 km due to the high

ionization and radiation energy losses. However, they generate X-rays via bremsstrahlung.

This radiation can reach altitudes of about 20 km and lower. Balloon and rocket ob-

servations of X-ray precipitation were started in the 1950s and 60s (Lazutin 1965),

and the results of observations till 1980s are summarized by Laštovička and Križan

(2005). More recently, several comprehensive balloon experiments dedicated to X-ray

measurements have been made; these will be considered in more detail in Section 2.2.2.

However, much information about electron precipitation has been retrieved from

observation of subionospheric radio wave propagation (e.g., Rodger et al. 2007, 2010;

Clilverd et al. 2007, 2010a,b) and onboard satellites (e.g., Imhof et al. 1991; Baker et al.

1994; Nakamura et al. 1995, 2000; Blake et al. 1996; Buč́ık et al. 2006; Horne et al.

2009; Vainio et al. 2009), and references therein, where the precipitating electrons can

be identified from the pitch angle distribution and where particle flux dynamics can
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be observed in detail. The electron precipitation covers the energy range from tens of

keV up to several MeV and lasts from a fraction of a second to several hours.

Auroral electrons

The best-known auroral features are the northern and southern auroral ovals (Akasofu

1966; Feldstein 1973; Eather 1973). Viewed from space with a global imager, they

appear as diffuse, continuous, luminous bands that surround both geomagnetic poles

at ionospheric altitudes. The ovals are the result of currents flowing continuously in and

out of the ionosphere (Iijima and Potemra 1976a,b). These currents are driven by the

continuous interaction between plasma from the Sun (solar wind) and plasma that is

bound magnetically to the Earth. The currents flow along geomagnetic field lines, and

the ovals coincide with the upward field-aligned current regions where electrons flow

into the ionosphere. Upon collisions these electrons are energetic enough to transfer

ionospheric atoms and molecules into energetically excited states that may be deexcited

by emission of characteristic photons, thus creating the aurora. The global distribution

of electrons and ions moving into the ionosphere and creating auroral displays can be

well described with statistical models that take into account geomagnetic conditions

(Hardy et al. 1985, 1989).

Auroral particles (electrons and ions) integral number flux, integral energy flux, and

average energy are specified as a function of corrected geomagnetic latitude (CGL) and

magnetic local time (MLT) for a range of magnetospheric conditions, parameterized by

either geomagnetic index Kp or by Bz component of the interplanetary magnetic field

(IMF) and the solar wind velocity (Vsw). From these statistical auroral flux maps, the

number and energy fluxes precipitating over the entire auroral oval can be estimated

for periods spanning from weak to strong magnetic activity.

The electron diffuse aurora is scattered mostly by waves, especially by broadband

electrostatic waves. On the dayside, where such wave activity is less intense, there

can be trapped plasma sheet energy electrons which do not precipitate. Solar wind

pressure pulses can lead to the observation of an electron diffuse aurora equatorward

of previously existing dayside precipitation, presumably because of induced pitch angle

scattering.

As for diffuse aurora, Wing and Newell (1998) showed for ions, and Kletzing et al.

(2003) for electrons, that the diffuse precipitation is primarily a kappa distribution

(as is true of the source plasma sheet population (Christon et al. 1991)). That is,

it is Maxwellian, but with a power law tail at high energies. The primary question

for the diffuse aurora is how the loss cone is continually refilled, given the relative

shortness of the bounce time (seconds for electrons, minutes or tens of minutes for

ions). The answer is better understood for ions, for which pitch angle scattering crossing

curved magnetic fields is crucial. This is because the ion gyroradius can be comparable

to the radius of curvature of the magnetic field lines. On the nightside, pitch angle

scattering occurs crossing the current sheet (Sergeev et al. 1983) and precipitation

ceases after the curvature of the field lines is reduced moving earthward. On the dayside,

curvature effects associated with the magnetopause and boundary layers can cause ion

precipitation (Sergeev et al. 1997).

There have been a number of auroral precipitation models developed in order to

better understand the interactions between the geomagnetic field, the solar wind, and

the ionosphere, and concomitant impacts on communications (e.g., Brautigam et al.
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1991; Hardy et al. 1991; Lui et al. 2003; Zhang and Paxton 2008; Newell et al. 2010). The

OVATION Prime model was developed using energetic particle measurements from the

polar-orbiting DMSP (Defense Meteorological Satellite Program) satellites and consid-

ers four types of aurorae: two types of discrete electron aurorae (monoenergetic and

broadband) and two types of diffuse aurorae (electron and ion) (Newell et al. 2010).

The often spectacular discrete aurorae are thin (100 to several 1000 m) vertical sheets

and rayed arcs which generally run in the east-west direction and which may dance

about with changing intensities, colors and shapes during active conditions (Prölss

2004). Discrete aurorae are produced by accelerated particles: the monoenergetic dis-

crete aurora is due to acceleration by quasistatic electric fields, while the broadband

discrete aurora is produced by dispersive Alfven waves and has the largest response to

geomagnetic activity (Newell et al. 2009). In contrast, diffuse aurorae are broad (100

to 1000 km wide) patches which sometimes pulse slowly at about 0.1 Hz (Jones 1974).

Although the diffuse electron aurora contains the majority of the auroral energy flux

(Newell et al. 2009), its lack of structure and intensity generally makes it less apparent

and less visually intriguing than the discrete aurora. The diffuse electron aurora is due

to plasma sheet particles in the equatorial magnetosphere that have been scattered

into the loss cone (pitch angle diffusion) mostly by chorus waves (Thorne et al. 2010).

The ion diffuse aurora is weak and so it is difficult to detect visually (Jones 1974).

On the nightside it is primarily due to pitch angle scattering in the equatorial current

sheet (Sergeev et al. 1983).

Since most of the visible wavelengths in aurorae are generated through combina-

tions of primary and secondary collisional processes and chemical reactions (Prölss

2004), the emission rates at various visible wavelengths are dependent on oxygen-

nitrogen ratios and/or electron energy spectra. The violet and blue lines are dominated

by emissions from ionized molecular nitrogen N+
2 , the green line at 557.7 nm and the

red lines near 630 nm by emissions from atomic oxygen (O), and the red lines above

640 nm by emissions from molecular nitrogen (N2). The auroral emissions are also

height dependent because particles with higher energies can penetrate deeper into the

atmosphere. The green lines are generally emitted at lower altitudes than the oxygen

red lines.

During an auroral substorm, the visibility of the aurora increases as the aurora

brightens and expands both in latitude and longitude (Prölss 2004). The onset location

of auroral activity is usually near 2230 MLT (magnetic local time) and 67o MLAT

(magnetic latitude) and depends on the season and the interplanetary magnetic field

(IMF) (Liou et al. 2001). During a substorm, the aurora becomes more dynamic with

fluctuating shapes, colors and intensities.

2.2.1 Types of precipitation

One type of electron precipitation is related to relativistic electron microbursts, which

include electrons with energies above 1 MeV and lasts less than one second duration.

They occur preferentially on the night-side (0200–1000 MLT) near the edge of the

trapping boundary at L=4–6. Because of this local time dependence, microbursts have

been associated with VLF chorus waves (Lorentzen et al. 2001). Microbursts form an

important fraction of the precipitation and are able to deplete the radiation belt during

days (Thorne et al. 2005).

Long-lasting precipitation events have duration from minutes to hours and occur

at L=4–7. They are observed in the late afternoon/dusk sector. They demonstrate
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a fine temporal structure at the scale of 100 ms to minutes and a variable energy

spectrum. These events are often connected with magnetic substorms and usually begin

in the pre-midnight sector (1500–2400 MLT), typically showing decreases of around

three orders of magnitude in >2 MeV electron flux within a few hours of the onset,

followed by an extended period of low flux. The minute-hour events form the primary

loss mechanism for outer zone relativistic electrons (Vainio et al. 2009) and may be

produced by electromagnetic ion cyclotron (EMIC) waves (Millan et al. 2002). The

energy spectrum of precipitating electrons varies from the main to recovery phase of

the geomagnetic storm. Thus, the strongest precipitation of the >300 keV electrons

occurs during the main phase while that of >1 MeV electrons during the recovery

phase. The possible explanation is suggested by Vainio et al. (2009), who also stated

that the most significant effect on atmospheric chemistry should be expected in the

southern hemisphere poleward of the South Atlantic Anomaly region with a delay of

1–2 days or more with respect to the peak of the geomagnetic storm.

The rate of long-lasting precipitation events correlates with the number of geo-

magnetic storms, although this is not one-to one relation (Reeves et al. 2003). The

population of relativistic electrons is closely related to the occurrence of high speed

(≥600 km/s) solar wind streams and often shows a periodicity of 27 days (Baker

and Pulkkinen 1997). Since high speed solar wind can be associated with both coro-

nal mass ejections (CMEs) and the corotating interaction regions (CIR) related to

long-lived coronal holes, their occurrence is governed by the 11-year solar cycle. The

maximum frequency of energetic electron precipitation (EEP) is observed during the

declining phase of the sunspot cycle, when CIRs are most numerous (Bazilevskaya and

Svirzhevskaya 1998; Makhmutov et al. 2005). However, very strong relativistic electron

events can appear around solar maximum in association with CMEs and the related

magnetic clouds interacting with the Earth’s magnetosphere.

In addition to magnetic storms, electron precipitation may be caused by ground-

based VLF-transmitters (e.g., Datlowe and Imhof 1990), lightning (Voss et al. 1984,

1998) or electromagnetic emission from the ground initiated by seismic activity (Galper

et al. 1995; Aleksandrin et al. 2003). Lightning-induced electromagnetic disturbances

escape into the magnetosphere and propagate as whistler mode waves, undergo a wave-

particle interaction in the radiation belt and lead to pitch-angle scattering of elec-

trons into the bounce loss cone and their precipitation into the atmosphere. Lightning-

induced precipitation has been observed as microbursts of electrons with the energy

below hundreds keV and the duration of ≤200 ms (Voss et al. 1984). Their spatial

distribution typically correlates with regions of enhanced thunderstorm activity, but

it is not studied well because of the complexity of processes involved. Electromagnetic

emission can be generated during earthquakes. Emission extends upwards through the

ionosphere into the magnetosphere where it propagates as Alfvén waves along the geo-

magnetic field lines and interacts with trapped particles, causing particle precipitation

as a result of pitch-angle redistribution. The precipitation can be observed not only over

the earthquake epicenter but at any longitude where a satellite crosses the disturbed

L-shell (Aleksandrin et al. 2003).

Liou et al. (2001) investigated the seasonal effects on auroral acceleration and pre-

cipitation by analyzing a large number of summer and winter auroral images acquired

from the ultraviolet imager (UVI) aboard the Polar spacecraft. On the basis of more

than 20 000 auroral images in the Lyman-Birge-Hopfield (LBH) bands from Polar UVI

observations and on the basis of the numerical modeling results of Germany et al.

(1998), they found the following main results: (1) In contrast to nightside auroras,
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Fig. 20 The magnetospheric boundaries from precipitating particle data. From low latitudes
(1) adiabatic, trapped ring current region with particles on dipole-like field lines, minimal
precipitation (green), (2) the region of intense proton precipitation (red), (3) the region of
diffuse and structured auroras with minimal proton precipitation (blue), and (4) the region of
the polar cap. The white spot indicates the region of substorm onset. Figure is reprinted from
work of Mende et al. (2003), with permission from Wiley.

which are suppressed in summer, dayside auroras are enhanced and reveal the so-

called postnoon auroral bright spots in the sunlit hemisphere (2) precipitating electron

energy is higher in winter than in summer; and (3) electron number flux is smaller in

winter than in summer. These results indicate that the suppression of nightside aurora

in summer is mainly a result of a decrease in the average energies of precipitating

electrons, while the enhancement of dayside aurora in summer is mainly a result of

an increase in the number flux of precipitating electrons. It is strongly suggested that

ionospheric conductance and plasma density in the acceleration regions play an impor-

tant role in the auroral acceleration mechanism. The day-night asymmetric response

of auroras to season suggests a voltage generator for the dayside magnetosphere and a

current generator for the nightside magnetosphere.

The magnetospheric proton and electron precipitation boundaries are summarized

in Fig. 20. Starting from lower latitudes there is region 1, see Fig. 20, of the adiabatic,

trapped ring current particles on dipole-like field lines. These ions are trapped and

have no precipitating signatures and cannot be seen in the aurora. At higher latitudes

there is the “isotropic boundary” between the adiabatic and stochastic particle motion

(Sergeev and Malkov 1988) separating the region of proton precipitation (region 2 in

Fig. 20). Further poleward, region 3, see Fig. 20, was found from comparison of the data

between the FAST (Fast Auroral Snapshot Explorer) and IMAGE spacecraft (Mende

et al. 2003). Poleward of this boundary in region 3, see Fig. 20, there can be weak

fluxes of protons, which can only be seen by in situ particle detectors on satellites such

as FAST. This region, containing diffuse and structured auroras with minimal proton

precipitation, maps into the plasma sheet containing closed field lines (Feldshtein and

Galperin 1993). The next region (region 4, see Fig. 20) is the polar cap, which is the

region of open field lines, identified usually by the lack of energetic proton and electron

precipitation and by the presence of polar rain when the conditions are favorable.

The mean intensity and probability of occurrence of precipitation as a function of

magnetic latitude (ML) and magnetic local time (MLT) was established statistically

from the analysis of satellite data (Hardy et al. 1987, 1991; Newell et al. 1996). Auroral

regions and their boundaries have been extensively classified from DMSP (Defense
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Meteorological Satellite Program) satellite measurements (Newell et al. 1996). The

region equatorward (illustrated in blue in Fig. 20) is the plasma sheet, characterized

by structured and diffuse electron auroral activity. The region containing intense proton

precipitation (illustrated in red in Fig. 20) was not specifically classified by Newell et al.

(1996). This region presumably is the result of strongly precipitating magnetospheric

protons due to proton isotropization by the highly stretched field lines in the tail.

This region is separated by the isotropic boundary (IB) (Sergeev et al. 1993) or the

boundary (Newell et al. 1996) from the equatorward ring current region, where there

is no significant precipitation.

Newell et al. (2010) used a combination of global EUV images and DMSP particle

observations to investigate how various types of aurora evolve over the course of a sub-

storm cycle. A substorm onset results in an increase in all types of auroral activity. The

diffuse electron (80%) and ion precipitation (28%) increase after onset. The authors

(Newell et al. 2010) showed, on the basis of a superposed epoch analysis of 4861 sub-

storms, broadband electron acceleration precipitating power jumps 182% within the

first 10-16 min after an onset. This easily surpasses the 79% increase in monoenergetic

aurora, or the diffuse auroral increases. It was also mentioned that the wave auroral

power is more concentrated shortly after onset, with relatively little power before on-

set, and reverting more quickly after the post onset peak. However the diffuse auroral

power is increasing until about 50 min after onset, perhaps as the reconfiguration of

the magnetotail to a more dipolar status is gradually completed. By that time broad-

band acceleration is close to resuming its quite low pre onset values. Although both

the number of spectra showing broadband acceleration and the characteristic energy

of acceleration increase, it is the latter effect that is most responsible for the jump in

precipitating power. The authors (Newell et al. 2010) concretize that the characteristic

energy of broadband acceleration rises from about 500 eV to about 1.4 keV over about

10 min (implying electron acceleration up to several keV to achieve that mean).

2.2.2 Recent measurements in the atmosphere

Many medium-scale aurorae were discovered from space because a ground-based ob-

server has to be at the right location at the right time in order to see those features.

Some of these features were first described in the 1970s or 1980s using observations

from the ISIS 2 (International Satellites for Ionospheric Studies) and Viking satellites.

What has changed dramatically over the past years is the almost continuous availabil-

ity of coincident solar wind data that now allow us to place recent observations into

context with the large-scale perspective of the solar wind-magnetosphere-ionosphere

interactions. This resulted in statistical investigations of large numbers of events and

helped in determining the preferred external conditions that favored or suppressed a

particular auroral display.

A limited number of dedicated balloon measurements of the energy spectrum of

X-rays generated by precipitating relativistic electrons have been conducted recently

(Millan et al. 2002). The first circumpolar balloon flight over Antarctica was performed

in 1990 with a hard X-ray spectrometer onboard which detected bremsstrahlung emis-

sion extending up to ≈300 keV (Smith et al. 1995). In the course of a 9-day long flight

six X-ray events were observed. The spectra of precipitating electrons were derived

from observation under assumption of uniform emission on the sky.

Foat et al. (1998) observed X-ray bremsstrahlung from relativistic electrons precip-

itation (REPs) with a balloon-borne Geiger detector at L=5.7 on August 20-th, 1996
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during low geomagnetic activity. Precipitation occurred at 1532–1554 UT, consisted of

seven peaks of 60–90s duration spaced by 100–200s, with quasi-periodic 10–20 s mod-

ulation. The observed modulation may be related to scattering of MeV electrons by

EMIC waves but this requires significantly enhanced plasma density. The precipitating

electron spectrum derived from the X-ray spectrum varied in the course of the event

but in general was very hard (E−1.6, from 100 to 250 keV), consistent with a model

of bremsstrahlung emission by monoenergetic 1.7 MeV electrons incident at the top of

the atmosphere. Foat et al. (1998) stressed that the precipitation mechanism should

be highly energy selective because the trapped electron spectrum is steep.

In January 2000 the MAXIS (MeV Auroral X-ray Imaging and Spectroscopy) bal-

loon payload performed an 18-day long flight over Antarctica (Millan et al. 2002).

Twenty five events of electron precipitation in the range of 20-1300 keV were observed.

The observed precipitation events lasted from ≈1 min to several hours and showed fast

temporal modulation in the range 10–140 s. Nine events lasting from minutes to hours

were characterized by an extremely flat spectrum (∝E−2), occurred at L= 3.8–6.7 but

only in the late afternoon/dusk sectors (1430-0000 MLT). This is consistent with scat-

tering by EMIC waves as a precipitation mechanism. The remaining 16 events have a

soft spectrum and occurred at all longitudes.

The first quantitative comparison of precipitating and geomagnetically trapped

electrons was presented by Millan et al. (2007) based upon MAXIS balloon measure-

ment at L=4.7 on 19-20 January 2000 (Millan et al. 2002). The REP energy spectrum

was estimated from observations as exponential with an e-folding energy of 290 keV

and a lower energy cut-off of 400 keV. The duration of the event implies precipitation

extended over at least 3 hours of MLT, assuming a source fixed in local time. Compar-

ison of the precipitation rate with the flux decrease measured at GPS implies that the

loss cone flux was only ≈1 % of the equatorial flux.

Simultaneous observations of MeV electron precipitation from multiple balloon-

borne spectrometers were performed in January 2005 during the MINIS balloon cam-

paign. Six small balloons were launched (4 from Antarctica and 2 from a northern polar

station) with the aim to study spatial extent and variation, north-south conjugacy, and

evolution as electrons drift over several hours of local time. presented initial results

from MINIS focusing on the hard-spectrum electron precipitation observed during the

magnetic storm of January 21, 2005 (Dst = -95). At the beginning of the storm, two

southern and one northern balloons observed precipitation although they were widely

separated in local time and L shell. Also, at 1844 UT a simultaneous (within ≈3 sec)

onset of rise in the high-energy flux occurred at two southern balloons despite them

being 660 km apart. The spectral shape observed at these two southern payloads was

similar to the precision of a few percent in a power-law fit from 150 to 600 keV, with

the indices -2.36 and -2.44. The derived electron energy spectra for the observed X-ray

spectra were most accurately modeled by an exponential electron spectra with the e-

foldings of 800±50 keV with one exception when the spectrum was harder, extended

to higher energies, and was best fit with the e-folding of ≈1.5 MeV. The loss rate,

averaged over 8 days of flight, of >500 keV electrons observed by MINIS balloons was

25–50 electrons/cm2/s comparing to the MAXIS average value of electrons/cm2/s for

a non-storm-time (Millan et al. 2002, 2007). The MINIS observations show an order-

of-magnitude lower average precipitation rate of >500 keV electrons during this obser-

vation period than was found during the January 2000 MAXIS campaign suggesting

storm-to-storm variability. Analysis of precipitation spatial distribution is complicated

because of balloon drift during the event.
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Fig. 21 Yearly numbers of REP recorded in the stratosphere alongside with sunspot numbers
and numbers of geomagnetic disturbances associated with corotating solar wind structures
(Richardson et al. 2001). It should be noted that some REP before early the 1970s may be
omitted.

Long-term regular observations of charged particles in the atmosphere have been

performed by the balloon measurements of the Lebedev Physical Institute since 1957

(Charakhchyan 1964). The main goal of the project is a study of charged particle

dynamics in the atmosphere. However the X-ray bursts in the atmosphere are also

recorded as the balloon-borne detector is sensitive to X-rays although with low effi-

ciency of about 1% (Bazilevskaya and Svirzhevskaya 1998). Observations are conducted

every day at two polar latitudes: Murmansk region (L=5.6) and Mirny, Antarctica

(L>10). More than 500 events of enhanced X-ray fluxes were detected over Murmansk

between 1958–2006, while only 11 events over Mirny were observed.

The rates of X-ray events recorded in the atmosphere exhibit a 27-day variation and

seasonal dependence with a maximum in spring and autumn (Makhmutov et al. 2003,

2005). Long-term variation of the X-ray event rates demonstrates an 11-year cycle with

maximum values at the descending phase of the sunspot cycle (1973, 1984, 1994 and

2002) (see Fig. 21). Similar temporal behavior is observed for geomagnetic disturbances

associated with corotating solar wind structures while the transient CME-related ge-

omagnetic storms occur in phase with solar activity (Richardson et al. 2001). The

correlation coefficient between the frequencies of X-ray events observed in the strato-

sphere during 1972–2000 and geomagnetic storms related to corotating solar wind

streams (Richardson et al. 2001) is 0.80 ± 0.07. It should be noted that a certain

amount of X-ray events occur during solar energetic particle intrusions into the strato-

sphere (Bazilevskaya and Svirzhevskaya 2002) and are associated with CME-related

disturbances. However these events are not numerous. Apparently, CME-related dis-

turbances do not contribute significantly to the temporal profile of the X-ray event

rate in the stratosphere that is mostly associated with high-speed solar wind streams.

It is known that relativistic electron fluxes in the outer magnetosphere also correlate

with high-speed solar wind streams from coronal holes (Baker and Pulkkinen 1997).
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One of the new orbiters missions is The Van Allen Probes, formerly known as the

Radiation Belt Storm Probes (RBSP), launched on 30th August, 2012. Two Earth

orbiters are dedicated to study of dynamics of Earth’s radiation belts and have already

published several important results, concerning the behavior of relativistic electrons

(Baker et al. 2014).

The problems of REP and related questions concerning the dynamics of the radia-

tion belt are subject of intense discussion in the scientific literature. Summarizing the

results of direct X-ray measurements, it is clear that more measurements are required

in order to understand the physical mechanisms of precipitation of electrons from the

radiation belts. Insufficient observations also mean that the most probable energy spec-

trum of REP and its variability is not known and the whole energy deposited in the

REPs and its spatial and temporal distribution are not clear as yet. Currently, there

are significant uncertainties surrounding the precipitating characteristics of medium

energy electrons (>20 keV), and even more uncertainties for relativistic electrons. In

terms of understanding potential REP and X-ray effects on atmospheric processes,

many more observations of these phenomena are required.
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3 ENERGETIC PARTICLES INFLUENCE ON ATMOSPHERIC

PROCESSES

In the previous Section 2, the nature of energetic particles (EPs) which can precipitate

into the atmosphere was discussed.

The next Section 3 will focus on how these particles can affect atmospheric process

in the atmosphere. We will consider separately EPP effects on atmospheric ion proper-

ties (Section 3.1); gas phase chemistry and the ozone layer (Section 3.2); atmospheric

electricity and the global electrical circuit, and cloud effects (Section 3.3).

3.1 Ions

3.1.1 Introduction to atmospheric ions

Ions exist in the atmosphere since the atmosphere is subject to both electromagnetic

and corpuscular ionizing radiation. The existence of the ionosphere and thus free elec-

trons in the atmosphere was originally detected by radio wave propagation experiments,

radiowaves are actually reflected by gradients in the electron concentration profile of

the ionosphere. At thermospheric altitudes we find positive ions and electrons, in the

collisional mesosphere also negative ions appear, and in stratosphere and troposphere

we do not find free electrons, since all negative charge is in the form of negative ions.

The continuum extreme ultraviolet (EUV) radiation ionizes the upper part of the iono-

sphere. At ionospheric F region altitudes from 150 km to 1000 km, the main positive

ions are molecular nitric oxide and atomic oxygen ions while above F region the ions

are lighter helium and hydrogen ions. In the E region, at 100 km to 150 km altitude,

ionization is caused by X-rays, Lyman beta, EUV continuum, as well as precipitating

electrons and protons (Ferguson et al. 1979). The main ions are molecular oxygen and

nitric oxide positive ions. In the D region from 60 km to 100 km ionizing agents are

X-rays, Lyman alpha, galactic cosmic rays (GCRs), energetic electrons and protons

and at night the scattered radiation. Main ions in the upper D region are the same as

in E region, but at lower altitudes we have formation of heavier positive cluster ions,

appearance of negative ions, as well as negative cluster ions. Below D region ionization

by GCRs dominates and the ions are clusters of positive and negative ions. Subse-

quent ion chemistry, charge and ion charge exchange reactions, electron attachment,

electron-ion and ion-ion recombination, dissociative recombination as well as electron

detachment further participate in determining the chemical composition ionized air.

Although ionization degree is generally very low, it turns out that ion chemistry may

significantly affect the concentrations of chemically active minor neutral constituents.

Therefore in detailed investigations one has to consider coupled neutral and ion chem-

istry. Photochemistry turns out to be important, lifetimes of constituents may vary

significantly between night and day. Also aerosols do play a role at various altitudes,

both in determining the charge balance and bringing in surface and heterogeneous

chemistry (Ferguson et al. 1979). Both primary and secondary ionization products have

important atmospheric effects. They influence atmospheric electrical properties, radio

wave propagation, trace gas formation, and aerosol particle formation. In addition,

atmospheric ions are also important by serving as powerful probes for the detection of

certain important atmospheric trace gases.
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This section will provide an introduction to atmospheric ions, their composition,

and vertical profile throughout the atmosphere. It will also summarize a potential

mechanism by which atmospheric ions may influence cloud formation, through ion

induced aerosol formation, see Enghoff and Svensmark (2008) for a full review.

3.1.2 Sources and sinks of atmospheric electrically charged species

Atmospheric ionization sources (shown schematically in Fig. 1), involve different types

of energetic photons and energetic particles. These enter the atmosphere from deep

space (solar EUV and X-rays, GCRs, SEPs/GLEs and energetic electrons precipitation

(EEP)), or are formed in the atmosphere (electric discharges), or stem from ground

level sources (mostly the radioactive noble gas radon). Removal of atmospheric ions

and free electrons proceeds preferably via neutralization (Harrison and Carslaw 2003)

by mutual recombination of positive ions and negative charged species in the gas-phase.

Only in air masses having a sufficiently large aerosol load, charged species may attach

(Harrison and Carslaw 2003) preferably to aerosol particles rather than experience

recombination in the gas-phase.

Recombination of charged species in the gas-phase is strongly influenced by the

charged species nature. The rate coefficient for positive ion recombination with free

electrons increases very strongly with increasing positive ion complexity, spanning 6

orders of magnitude. For atomic ions it is only about 10−11 cm3s−1, while for complex

cluster ions it is about 10−5 cm3s−1, see Arnold and Krankowsky (1977); Arijs and

Brasseur (1986); Harrison (2000). By contrast, recombination of positive ions with neg-

ative ions depends only relatively weakly on the ion nature, but varies markedly with at-

mospheric gas pressure. Therefore, understanding of atmospheric charged species sinks

and concentrations requires detailed knowledge of the recombining charged species na-

ture and chemical evolution. In most atmospheric conditions, charged species concen-

trations n+ and n− are determined by a steady-state of ionization and recombination:

Q = α · n+ · n− , where Q is the ionization rate and α is the effective recombination

coefficient. Due to charge neutrality one obtains n+ = n− =
√

(Q/α).

An atmospheric altitude region where ionization sources and sinks of electrically

charged species are particularly complex and variable extends between about 60 and

100 km (lower ionosphere). In this very cold region, ionization by energetic particles is

important and ion induced aerosol formation may take place. Due to the influence of

energetic particles on ionization, the processes of that region will be discussed in greater

detail. Figure 22 depicts daytime and nighttime ionization sources for that altitude re-

gion. At daytime, around 85 km, NO ionization by Ly-alpha radiation, ionization of

excited metastable O2 ionization by EUV, and ionization of air by energetic X-rays

are the mayor ioniozation sources. At night, ionization by energetic electron precipita-

tion (EEP) from the Earth’s radiation belts, NO ionization by Ly-alpha radiation and

ionization by X-rays from the astronomical source Scorpio XR1 are operative in the

lower ionosphere. Also in that region and in the upper stratosphere, dramatic tran-

sient ionization increases occur during sporadic SEP events, mostly between about 100

and 30 km. Figure 23 depicts ionization rates for a major SEP/GLE event in August

1972. Normally at altitudes from the mid-thermosphere up into 90 km, there is also

a contribution to ionization from auroral electrons. The flux of these particles varies

greatly with time, and can be enhanced by several orders of magnitude during strong

storms. During such events ionization rates in the upper atmosphere are significantly
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Fig. 22 Lower ionosphere ionization sources for daytime (top) and nighttime (bottom). Mod-
ified after (Arnold and Krankowsky 1977).
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Fig. 23 Ionization rates during a major SEP event on 4th August 1972. Also shown for
comparison are rates of ionization by solar UV and X rays as well as ionization by GCRs for
a geomagnetic latitude 70o and for minimum and maximum conditions of the 11 years solar
sunspot cycle. Modified from Chapter 7 of Brasseur and Solomon (2005).

enhanced, for example, at 70-150 km. However according to current knowledge, see

Figure 1, the ionization rate from electrons vary over nearly four orders of magnitude.

3.1.3 Ion composition: vertical structure and observations

The measured total concentration and composition of atmospheric charged species

varies markedly with altitude. This is illustrated by the schematic representation shown

in Fig. 24. Total daytime concentrations vary from about 4 ·102 to almost 1 ·106cm−3.

The maximum total concentration is observed at 200–300 km altitude, in the iono-

spheric F-region. The minimum concentration is observed at about 60 km, at the bot-

tom of the ionospheric D-region. Above about 60 km, total concentrations are larger

during the daytime, compared to nighttime, since daytime ionization by solar EUV and

X-rays is much stronger. Below 60 km, day and night total concentrations are equal,

since the dominant ionization source (GCRs) has no diurnal variation (Bazilevskaya

et al. 2008). Positive charged species are atomic ions, molecular ions, and cluster ions.

Negative charged species are mostly free electrons (above about 70–80 km) and negative

ions below these heights.

In the ionosphere, free electrons are present in concentrations sufficiently large

to influence radio waves. Early ionospheric research probed the ionosphere using radio

waves (mostly reflection and absorption). Therefore, the ionosphere may also be named

the electron-sphere. It extends from about 60 km to about 500 km and is divided into

three major sub-layers (Rishbeth and Garriott 1969), the F-layer (about 200 – 500
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Fig. 24 Schematic representation of total concentration and major ion species in the daytime
free atmosphere. Also indicated are ionospheric layers and their names (D, E, F layers and
Magn = magnetosphere layer). Highlighted in red are ions whose electrically neutral molecular
precursors or attached molecules are influenced by energetic particle radiations. Figure is
modified from Ferguson and Arnold (1981).

km), E-layer (about 85 – 200 km), and the D-layer (about 60 – 85 km). Below about 70

(day)–80 (night) km, the free electric charges are mostly positive and negative ions, but

free electrons are still present. Radio wave absorption occurs in the D-region where the

atmospheric gas density is already sufficiently large to cause free electrons, oscillating

in the radio wave field, to experience collisions with atmospheric gas molecules.

Next, details of the ion composition will be discussed, starting at the top of the

atmosphere and then working downwards in altitude.

At altitudes above about 400 km, where hydrogen and helium are the most abun-

dant gases, the dominant positive ions are the light atomic ions H+ and He+. At

heights between about 150 and 400 km the dominant positive ion is O+, reflecting the

fact that the dominant gas is atomic oxygen (Ferguson and Arnold 1981). At heights
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between about 150 and 85 km, during daytime and in most situations, the most abun-

dant positive ions are the molecular ions O2
+ and NO+. While O2

+ is formed by

ionization of the major atmospheric gas O2, NO+ formation involves the atmospheric

trace gas NO and ion molecule reactions of N+
2 and N+, see Section 3.2 for further

details. In addition, also ionized metal atom ions (mostly Fe+ and Mg+) are present,

and may occasionally be prominent even during daytime. By contrast at nighttime,

metal atom ions dominate. At heights below about 85 km, the positive ions are mostly

cluster ions, of which water cluster ions of the type H+(H2O)n are most abundant. At

heights below about 70 km (daytime) and 80 km (nighttime) negative ions are present

and become more abundant than free electrons. These heights define the bottom of the

electron-sphere (Ferguson and Arnold 1981).

The presence of major ion species (NO+, metal atom ions, cluster ions, negative

ions), which cannot be formed from major atmospheric gases (like O+
2 , N+

2 , O+, and

N+) clearly indicates the important role of ion chemistry.

Some more information on observations/formations of primary ions in the meso-

sphere/low thermosphere can be found in the review paper (Sinnhuber et al. 2012).

The mesosphere extends on average from about 50 to 85 km, although the exact

upper and lower boundaries vary with latitude and season. It contains the lowermost

ionospheric layer, the so called ionospheric D-region (about 60–85 km), which has been

discussed already in the above section dealing with the ionosphere. The lower meso-

sphere free charges are positive and negative ions. Their concentrations range from

about 5·102 to 1·103cm−3 for each charge sign and increase with decreasing height

(Ferguson and Arnold 1981). The dominant source of ionization is, in most condi-

tions, galactic cosmic rays (GCRs) and there is also a contribution from solar protons

during SEP/GLE events (Bazilevskaya et al. 2008). In addition, photoionization by

Lyman-alpha occurs above 70 km, as well as ionization from relativistic electrons. The

dominant sinks of positive and negative ions are mutual ion-ion recombination.

Using a rocket borne dropsonde-ion mass spectrometer, delveloped at MPIK-Heidelberg,

ion composition data were obtained at altitudes between 35 and 53 km. The positive ion

species detected in the lowermost mesosphere (above 50 km) were mostly H+(H2O)n
and the negative ion species are consistent with NO−

3 and NO−
3 HCl (Arnold 1980b,a,

1981, 1982).

The stratosphere extends from about 10 to 50 km on average. In the stratosphere,

free charges are positive and negative cluster ions. Total ion concentrations range from

about 5·102 to 5·103cm−3 (for each sign). They increase with decreasing height, reach-

ing a maximum of almost 104 per cm3 at about 15 km. In the stratosphere, the domi-

nant ionization source is galactic cosmic rays (GCRs), leading to free electrons and the

primary positive ions N+
2 (molecular nitrogen ions), O+

2 (molecular oxygen ions), N+

(atomic nitrogen ions), and O+ (atomic oxygen ions).

The major stratospheric ion sink is ion-ion recombination, whose rate coefficient

varies only little with the chemical nature of the recombining ions. The ion lifetime

with respect to ion-ion recombination varies with altitude, from about 102 to 104 sec-

onds. During this time span stratospheric ions undergo a chemical evolution involving

numerous ion molecule reactions with certain stratospheric trace gases.

Above heights of 33–30 km, the dominant ions are acidic cluster ions of the type

NO−
3 (HNO3)n and below these heights acidic cluster ions of the type HSO−

4 (H2SO4)a(HNO3)n
become prominent. The transition occurs in a relatively narrow layer, extending from

about 30–33 km. The acidic cluster ions are formed from precursor ions by ion molecule

reactions involving the atmospheric acidic trace gases nitric acid (HNO3) and sulfu-
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Fig. 25 Simplified representation of atmospheric ion-induced particle formation, from particle
growth through to CCN. Numbers denote approximate diameters (in nm) of ions and particles.
X denotes nucleating gas molecules and Y denotes condensing gas molecules (Arnold 2008).

ric acid (H2SO4). The abrupt transition is due to the steep decrease of atmospheric

gas-phase H2SO4 at these heights (see below).

In the troposphere, extending from the surface to about 6–18 km (depending on

latitude and season), the dominant charged species are positive and negative cluster

ions. However, in polluted tropospheric air masses with large total aerosol surface area

concentrations, ion attachment to aerosol particles may become appreciable. In the

free troposphere, total ion concentrations mostly are around 2000 ions per cm3. The

dominant ionization source is GCRs. Over the continents at heights below about 1 km,

ionization by the radioactive noble gas radon becomes dominant (Harrison and Carslaw

2003). Radon is released from continental sources, but due to its rather limited lifetime

(half life against radioactive decay: about 3.8 days), influences preferably the continents

and continental outflow regions over the oceans.

At ground-level, ion composition measurements were originally been made by the

Georgia Institute of Technology group of Eisele (Eisele 1989) in a few selected locations.

More recently, such measurements have also been made by the University of Helsinki

group (Hirsikko et al. 2011).

Ion composition measurements have been made in the free troposphere from aircraft

by several groups including Ziereis and Arnold (1986) and at the surface by Eisele

(1989) and Hirsikko et al. (2011), The chemical nature of ions present in ground-level

in regions, where air is ionized preferably by cosmic rays (remote oceanic regions), is

not well known. Hardly any measurements have so far been reported.

3.1.4 Ion induced aerosol formation

Atmospheric aerosol particle formation by gas to particle conversion proceeds via nu-

cleation of certain trace gas molecules X (Fig. 25). Nucleation leads to a so called

critical molecular cluster, which is just stable in the given atmospheric conditions and

which represents already a stable aerosol particle. For a critical cluster the rate of at-

tachment of nucleating molecules equals the rate of thermal detachment of clustered
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molecules. The size of a critical cluster is determined mostly by atmospheric temper-

ature and volatility as well as partial pressure of the nucleating gas-phase molecules

X. As temperature decreases, thermal detachment of clustered molecules X from the

cluster decreases strongly. As the partial pressure of clustering gas-phase molecules

X increases, the clustering rate increases. Therefore, the diameter of a critical cluster

decreases with decreasing temperature and increasing partial pressure of X. In the at-

mosphere, an important if not the most important, nucleating gas X is sulfuric acid

(H2SO4). It undergoes binary (H2SO4/H2O) nucleation, leading to supercooled liq-

uid H2SO4/H2O aerosol droplets whose H2O mass fraction increases with increasing

relative humidity (RH). At low temperatures, prevailing in the upper troposphere, a

critical H2SO4/H2O cluster may contain only a few H2SO4 molecules and may have a

diameter of only about 1.5 nm.

By contrast to H2SO4, SO2 is much less sticky and therefore can experience long-

range transport in the atmosphere. At present, sources of SO2 are mostly fossil fuel com-

bustion, volcanoes, and atmospheric conversion of oceanic plankton generated sulfur-

bearing gases.

Sulfuric acid nucleation may also involve additional atmospheric clustering molecules

possessing much larger proton affinities than H2O. Examples are ammonia (NH3) and

amines. However, these gases do not seem to be sufficiently abundant, in the free tropo-

sphere and in remote regions of the planetary boundary layer (Ziereis and Arnold 1986)

ions may facilitate nucleation. If the molecular cluster carries one net electric charge,

it will also become more stable against thermal detachment of clustered molecules X.

In addition, the net charge also increases the rate at which molecules, particularly

polar molecules, collide with the cluster. Hence, a net charge has an influence some-

what resembling the combined action of decreasing the temperature and increasing

the number concentration of clustering gas-phase molecules. Both charge effects are

mostly due to charge-dipole interaction forces and tend to increase the nucleation rate.

Therefore, ion induced nucleation can become efficient in atmospheric conditions where

nucleation via electrically neutral molecular clusters is just not yet efficient, particu-

larly when the temperature is somewhat too high or when the concentration of the

nucleating gas molecules X is somewhat too low for neutral nucleation. However, in

typical atmospheric conditions, the rate of ion induced nucleation cannot exceed the

ionization rate.

Also, ion induced nucleation is limited by the limited ion lifetime, which in most

conditions is limited by charge recombination. During its limited lifetime, an ion must

collide with a sufficiently large number of clustering gas-molecules X. For example in the

upper troposphere, the ion lifetime against ion-ion recombination is about 200 seconds

(Harrison and Carslaw 2003), which requires a gas-phase H2SO4 number concentration

of about 2.5·106 cm−3 for an ion to collide during its lifetime with one H2SO4 molecule.

In the upper troposphere, gas-phase H2SO4 concentrations of up to about 6 ·106 cm−3

have been measured. Hence, several H2SO4 molecules may cluster to an ion before it

recombines with an oppositely charged ion (Arnold 2008). Atmospheric ions may also

promote growth of newly formed and still small molecular clusters. Ions may grow,

during their limited lifetime, to sizes sufficiently large to allow the neutral molecular

cluster formed by their mutual recombination, to be larger than the critical size of

a molecular cluster. An ion may also attach to a stable neutral cluster and thereby

increase the rate of collision of clustering molecules with the cluster. Furthermore, ion

attachment to small aerosol particles may increase coagulation of aerosol particles car-

rying opposite charges. An obvious and perhaps most direct way to obtain insights into
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atmospheric ion induced nucleation are measurements of the atmospheric ion composi-

tion. Additional insights can be obtained from laboratory measurements, atmospheric

measurements of nucleating gases, and model simulations. Regarding atmospheric ion

composition measurements, large cluster ions may serve as fingerprints of ion induced

nucleation. At least, the presence of large cluster ions should mark atmospheric layers

or air masses, which are primed for ion induced nucleation. In the following section, the

search for large cluster ions using airborne ion mass spectrometers will be reported, in

the sequence mesosphere, stratosphere, and free troposphere.

The largest atmospheric cluster ions have been measured in the coldest atmo-

spheric layer, the summer polar mesopause layer. There, temperatures may fall to

about 120 K. Also, H2O is relatively abundant, as was originally found by rocket

borne mass spectrometer measurements (Arnold and Krankowsky 1977). The large

cluster ions (Eichkorn et al. 2002), were of the type H+(H2O)n with n up to 21.

In reality, n may even be larger since, in the mass spectrometric measurement,

some H2O molecules may detach from the cluster ion, during ion sampling by electric

fields, due to electric field induced energetic collisions.

It has been suggested that these observed large H+(H2O)n cluster ions may induce

formation of aerosol particles (Arnold 1980a). These may contribute to the formation

of noctilucent clouds, see Section 3.4.1 and (Arnold 1980a), which are composed of

H2O. However, at the cold summer mesopause, water vapour may condense on meteor

smoke particles (Curtius et al. 2005).

Water vapor condensation on meteor smoke particles may prevent the built up of

sufficiently large water vapour supersaturations required for ion induced nucleation.

Therefore, at the cold mesopause, ion induced nucleation may take place preferably

in air masses experiencing sufficiently rapid cooling induced by atmospheric waves.

In such situations, the large water vapour supersaturation, required for ion induced

nucleation, may build up.

In the upper stratosphere, large negative cluster ions also have been detected (Hen-

schen and Arnold 1981; Arnold 1981, 1982; Arnold et al. 1982). These are most abun-

dant and largest in a layer at about 30–40 km altitude. Large cluster ions of the type

HSO4
−(H2SO4)a (a is the number of sulphuric acid molecules) have been detected

in an aged volcanic plume at about 25 km altitude (Arnold et al. 1982; Arnold and

Buehrke 1983; Arnold et al. 1990).

In the upper troposphere, large cluster ions have also been detected (Eichkorn et al.

2002). Most likely, these ions are cluster ions containing H2SO4 and H2O molecules

(Arnold 2008), formed in air masses containing elevated SO2 concentrations. Figure 26

depicts large cluster ion data obtained by an aircraft-based large ion-mass spectrome-

ter (LIOMAS) in the upper troposphere (Eichkorn et al. 2002; Arnold 2008). Plotted

is a time-series of LIOMAS ion composition data in cloud-free upper troposphere air

during one aircraft flight (Arnold 2008). While the aircraft was cruising mostly around

8000 m altitude it intercepted a large air mass containing large negative and positive

cluster ions with mass numbers larger than 600 amu. Negative and positive ions be-

have rather similarly which suggests that one or several trace gases X are present which

cluster to negative and positive ions. From the measured ions the concentrations of X

were inferred. These range between 1-4·106 cm−3 which is very similar to the gaseous

H2SO4 concentrations measured in the upper troposphere around 8000 m altitude.

This suggests at least that X is not more abundant than gaseous H2SO4 which implies

that most likely X can be identified as H2SO4. These measurements demonstrate that

in the cold upper troposphere GCR mediated ion induced nucleation can be very effi-
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Fig. 26 Fractional abundances of negative ions (upper panel) and positive ions (lower panel)
with mass numbers larger than 200 (green), 400 (yellow), and 600 (red) amu measured during
a Central European aircraft campaign. Also given is the flight altitude profile (Arnold 2008).

cient. Homogeneous nucleation is also efficient, however and circumstances may exist in

which it becomes even more efficient than ion induced nucleation. Charged nucleation

in the upper troposphere is also supported by the observations of Lee et al. (2003);

Laakso et al. (2004).

3.1.5 Laboratory investigations of ion induced nucleation

Laboratory investigations of H2SO4/H2O nucleation with unambiguous identification

of the chemical nature of the involved ion species have been reported by several inves-

tigators and are described in Arnold et al. (2000); Lovejoy et al. (2004). For a review

of recent laboratory based studies on ion induced nucleation, see Kazil et al. (2008);

Enghoff and Svensmark (2008).

More recently, laboratory measurements of ion induced nucleation were extended

by the CLOUD project at CERN (Kirkby et al. 2011) and the SKY experiment of

the Copenhagen group (Enghoff et al. 2011). CERN extended ion induced nucleation

investigations to ternary systems H2SO4/H2O/B, where B represents the high proton

affinity molecule NH3 (Kirkby et al. 2011). These data suggest that, in the planetary

boundary layer in most atmospheric situations, ion induced nucleation is most likely
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unimportant. Instead, nucleation proceeds by a ternary mechanism involving a large

proton affinity species like NH3 or dimethyl amine, which is efficient even without a net

electric charge. The Copenhagen group extended investigations further by conducting

underground measurements to shield the nucleation chamber from GCRs.

3.1.6 Model simulations of atmospheric ion induced nucleation

Building on atmospheric measurements of ion species and nucleating trace gases, labo-

ratory data of ion induced nucleation model simulations have been made of ion induced

nucleation in the mesosphere, stratosphere, and troposphere. Recently, attempts have

been made to incorporate tropospheric ion induced nucleation into a global climate

model (Kazil et al. 2006; Pierce and Adams 2009; Kazil et al. 2012). These model

studies show that although changes in cloud reflectivity occur from cloud condensa-

tion nuclei generated by ion induced nucleation, they are generally too small to play a

significant role in current climate change. These issues are discussed in more detail in

Section 3.4.3.

3.1.7 Growth of critical molecular clusters to CCN size

Critical clusters formed by nucleation may grow sufficiently to become water vapor

condensation nuclei (often termed cloud condensation nuclei (CCN). However, in most

atmospheric conditions, critical clusters have diameters of only about 1 nm, while a

CCN has a diameter of at least about 70 nm. This means that very substantial growth

and mutual coagulation of new aerosol particles is required. In turn, this requires

sufficiently large concentrations of condensing trace gases Y. Condensing gases Y can

be somewhat more volatile than nucleating gases X. If Y concentrations are sufficiently

large to account for the required growth, the rate of neutral nucleation would be much

larger than the rate of ion induced nucleation, which is limited by the ionization rate.

At least in the free atmosphere, sufficiently large concentrations of Y gases have so

far not been observed, despite intense searches (e.g., Arnold 2008). Therefore it seems

that there exists a severe bottleneck for free atmosphere ion induced CCN formation.
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3.2 Effects of energetic particles on neutral gas-phase chemistry and the

ozone layer

3.2.1 Introduction to EPPs effect on chemistry of the atmosphere

Ionization of the atmosphere by different energetic precipitating particles (EPPs) de-

scribed in Section 2 can directly affect chemical composition with implications for

further changes in dynamics and climate. Long term satellite observations and physi-

cally based parameterizations of the EPP effects on atmospheric chemistry have been

available since 1980s and the influence of EPPs on gas chemistry has been investi-

gated using both observational data analysis and numerical experiments with models

of different complexity. However, these studies were traditionally aimed at the mid-

dle atmosphere and addressed short term events such as SEPs to be consistent with

Section 2.1.4 and geomagnetic storms which are characterized by high signal to noise

ratio facilitating the clear detection of the response. Therefore EP effects have not been

taken into account for the modelling of either ozone (WMO 2011) or climate (IPCC

2007, 2013) change in the past and future. In these assessments the anthropogenic fac-

tors as well as volcanic eruptions and solar ultraviolet irradiance variability have been

considered as the major drivers of climate and ozone changes. It is only recently that

substantial advances in chemistry-climate models have made theoretical investigations

of the influence of EPPs on long term changes in atmospheric chemistry, ozone and

climate (e.g., Baumgaertner et al. 2011; Semeniuk et al. 2011; Rozanov et al. 2012).

The inclusion of solar protons and auroral electrons are also now recommended now

for the study of long term evolution of stratospheric ozone and climate (Eyring et al.

2013). In this subsection we describe the processes responsible for the ozone layer re-

sponse to different EPPs types, such as solar protons, galactic cosmic rays (GCR),

auroral and relativistic electron precipitations and illustrate them using observational

data and model results from available publications. Special attention is paid to the

parameterization of these processes for the atmospheric models.

3.2.2 The processes involved

All precipitating energetic particles ionize neutral molecules (e.g., N2 and O2) in the

Earth’s atmosphere and produce chemically active radicals as N, NO, H and OH which

can be further transformed by gas phase chemistry. The distribution of the ioniza-

tion rates in space and time depends on the particle type, due to interactions with

the variable heliomagnetic and geomagnetic fields. Despite this, the direct chemical

effects are considered to be more or less the same consisting of additional production

of reactive hydrogen (HOx=H+OH+HO2) and nitrogen (NOx=N+NO+NO2) oxides

which are able to accelerate catalytic ozone destruction cycles. The subsequent fate

of the reactive nitrogen and hydrogen species produced by particles depends on their

lifetime. The response of the short-lived HOx is highly localized in time and space and

can be observed only during the particle precipitation event in the region where the

ionization occurs. NOx is more stable and can be transported by atmospheric winds.

Therefore, NOx enhancement can be observed after the event and far from the pro-

duction area influencing the ozone balance with implications for the ozone layer. This

chain of processes was first discussed by Nicolet (1975), investigated using a global 2-D

model by Solomon et al. (1982) and was called an indirect EPP effect by Randall et al.
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(2007). In the following subsections we describe the direct and indirect effects of EPP

in the stratosphere, mesosphere and lower thermosphere as well as their representation

in models and observation data.

Direct chemical effects

In the lower thermosphere and upper mesosphere the heavy ion clusters do not play an

important role and the humidity is small. Therefore, the production of reactive hydro-

gen can be neglected and the reactive nitrogen production can be mostly described by

the following reactions (Nicolet 1975; Porter et al. 1976; Rusch et al. 1981; Sinnhuber

et al. 2012), see also the equations 7– 15.

N2 + e∗ => N+ +N(4S) + 2e−, (7)

N2 + e∗ => N∗ +N(4S) + e−, (8)

N2 + e∗ => N+
2 + 2e−, (9)

N+
2 +O => NO+ +N(4S), (10)

N2 +N+ => N+
2 +N(4S), (11)

N+
2 + e− => N∗ +N(4S), (12)

NO+ + e− => N(4S) +O, (13)

N+ +O => O+ +N(4S), (14)

N∗ +O2 => NO +O. (15)

The produced reactive nitrogen can be also destroyed via the so-called “cannibalistic”

reaction N(4S) + NO => N2 + O. In the presence of the solar light the photolysis

of NO (NO + hν => N(4S) + O) followed by “cannibalistic” reaction also leads

to removal of reactive nitrogen species from the atmosphere. In order to represent

the reactive nitrogen source in the lower thermosphere the simplified subset of the

reactions involving five main ions is usually applied (Marsh et al. 2007), which however

is a good approximation only at altitudes above 100 km, see Nieder et al. (2014). For

the mesosphere and stratosphere all relevant reactions should be included in the model

(Egorova et al. 2011). The treatment of this process in the atmosphere below 60 km

can be also parameterized using careful consideration of the chemical balances. Porter

et al. (1976) suggested that 1.27 N atoms are produced per ion pair, of which 55%

are in exited (N∗) and 45% are in ground N(4S) states. It should be noted that this

parameterization is not accurate in the upper mesosphere/lower thermosphere because

of the increasing impact of ion chemistry (e.g., Sinnhuber et al. 2012; Nieder et al.

2014). It is also not clear how the parameterized production rate would be changed due

to neutral chemistry which tends to diminish the NOx production via “cannibalistic”

reaction.

As it was shown in Section 3.1, below 80 km the chemistry of the charged com-

ponents becomes more complicated due to the presence of water vapor, negative ions

and heavy ion clusters. The processes responsible for the reactive nitrogen produc-

tion in this layer are almost the same, but the additional source of active hydrogen

cannot be neglected. The main processes responsible for the HOx formation were con-

sidered by Solomon et al. (1981), Aikin (1994) and recently reevaluated by Sinnhuber
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et al. (2012). They pointed out that O2
+ is able to directly produce hydroxyl radical

via (O2
++H2O+H2O=>H+H2O+OH+O2) and facilitates further clustering of pro-

ton hydrates (H+(H2O)m) followed by dissociative recombination producing atomic

hydrogen (H+(H2O)m+e=>H+ m(H2O)). Fast reactions of atomic hydrogen with

oxygen and ozone almost immediately lead to the production of OH and HO2 radicals.

The latter process does not play an important role below 60-70 km, where the elec-

tron concentration is rather small. Besides these processes there are other ion reactions

producing HOx from hydrogen containing species (e.g., O2
++e =>O(3P)+O(1D) fol-

lowed by H2O+O(1D)=>OH+OH), which can also contribute to HOx production by

energetic particles. These processes may produce up to two HOx molecules per ion

pair and this number is used for the parameterization of the ion chemistry proposed by

Solomon et al. (1981), which suggested that below 60 km altitude two HOx molecules

are produced per ion pair formed, while above 80 km this number drops towards 1.2

HOx molecules and becomes very small above 85 km. As it was mentioned before the

life time of HOx is relatively short because it can be transformed back to H2O (e.g.,

OH+HO2=>H2O+O2). The recombination of heavy clusters can also complicate the

parameterization leading to the production of the nitric acid via the equations 16– 17.

H+(H2O)n +NO−
3 (HNO3)m => (m+ 1)(HNO3) + n(H2O), (16)

N2O5 +H+(H2O)n => HNO3 +HNO3 + (n− 1)(H2O). (17)

Aikin (1997) and Verronen et al. (2008) pointed out that the first reaction plays a

major role above 40 km, while the second reaction can substantially contribute only

around 30 km. The importance of these reactions was emphasized by Verronen et al.

(2011b), which showed that a proper treatment of HNO3 production is necessary to

obtain realistic simulation of HOx production and ozone response to EPP. Because

the HNO3 lifetime during polar winter is rather long the application of the above-

mentioned parameterization of HOx production by Solomon et al. (1981) could lead

to faster removal of additional HOx from the atmosphere and some underestimation

of the ozone depletion.

The treatment of the reactive nitrogen and hydrogen production by EPP can be

done using different approaches. The most straightforward way is to include a complete

description of the neutral and ion chemistry in the model. Despite some uncertainties

in the kinetic reaction coefficients and products of ion recombination reactions this

approach is the most solid and avoids any mentioned earlier problems related to the

separation of neutral and ion chemistry. On the other hand this approach is very com-

putationally expensive. The treatment of ion chemistry requires hundreds of additional

reactions and more than fifty species substantially reducing model performance and

limiting its application for climate studies. The extensive representation of the ion

chemistry has only been implemented in box models UBAIM (Kazil et al. 2003) and

UBIC (Winkler et al. 2009) as well as in 1-D SIC (Verronen et al. 2002) and MGO

(Ozolin et al. 2009) models which cannot be used for proper climate and ozone layer

studies and in 3-D CCM SOCOL (Egorova et al. 2011). However, the latter model

was exploited only for short term (up to 1 month) experiments due to very large

consumption of computer time. The other method of EPP treatment is to use the

parameterizations of the reactive nitrogen production based on Porter et al. (1976)

with an extension into the upper mesosphere and lower thermosphere provided only

recently by Sinnhuber et al. (2012) and Nieder et al. (2014), and parameterizations

of the HOx production rate based on Solomon et al. (1981) recommendations. The
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HNO3 production due to ion recombination can be parameterized as suggested by Ver-

ronen and Lehmann (2013). The implementation of these parameterizations is rather

easy and does not slow down model computations. The study of atmospheric effects of

the October 2003 SEP with a 3-D model using extensive description of ion chemistry

and parameterizations by Porter et al. (1976) and Solomon et al. (1981) did not show

dramatically different results (Egorova et al. 2011) which confirms that the above de-

scribed parameterizations or their modifications can be a reasonable way to include

ionization by solar protons to chemistry-climate models.

There are also a few observations available of a chemical impact of magnetospheric

electron precipitation into the middle atmosphere: an increase in OH for a number of

energetic electron precipiation events above 70 km (Verronen et al. 2011a; Andersson

et al. 2012) clearly mapping into geomagnetic latitudes connecting to the radiation

belts, and showing longitudinal inhomogeneities there (Andersson et al. 2014a). The

observation of a weak but significant increase of NO2 related to geomagnetic activity

in the upper stratosphere at 45–52 km altitude in Northern latitudes connecting to the

radiation belts (Friederich et al. 2014).

Indirect effects

The sequence of the indirect processes responsible for the influence of EPPs on ozone

consists of the chemical transformation of reactive nitrogen and hydrogen followed by

the transport of the relatively long-lived species out of the production area. As was

mentioned earlier the reactive nitrogen and hydrogen oxides formed by the EPP in-

duced ionization can be deactivated through the neutral chemistry. Both NOx and

HOx can be partially deactivated in the lower stratosphere by OH and NO2 recombi-

nation (OH+NO2+M=>HNO3+M). In the troposphere the removal of EPP products

occurs via the wet and dry deposition of hydrogen and nitrogen containing species. The

absence of the wet and dry deposition treatment in a model could lead to accumulation

of the EPP products in the troposphere.

For SEP and in particular for the magnetospheric electrons the ionization takes

place well above the maximum of the ozone distribution. In this case the downward

transport of relatively long-lived NOx plays a major role. This process is the most

effective inside the polar vortex area where the downward air motion prevails and during

the polar night when the deactivation of NOx by solar irradiance does not operate.

The downward transport of the NOx produced by SEP and relativistic electrons in

the mesosphere and upper stratosphere can be qualitatively well represented in most

of the available models. The simulation of production and downward propagation of

NOx produced by low energy auroral electrons in the thermosphere does not constitute

a technical problem for the models extending to the upper atmosphere and including

ion chemistry, however the quantitative representation of the downward propagation

is far from perfect. Additional parameterizations of the production and transport are

necessary for some of the existing low-top models because the vertical domain does not

cover the thermosphere.

The response of the ozone to the NOx and HOx enhancement caused by EPP

depends on the altitude. Above the tropopause the ozone can be destroyed via the

intensification of the well-known catalytical ozone destruction cycles involving HOx

and NOx (Brasseur and Solomon 2005; Lary 1997). The ozone depletion through the

HOx related cycles should be collocated with the ionization rates in space and time,
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while the ozone response to NOx enhancement can be observed in the remote areas and

with some time delay caused by the propagation of NOx out of the production area.

In the troposphere the magnitude and even the sign of the ozone response depends on

the background concentration of the ozone precursors. In the relatively clean environ-

ment with low level of NOx concentration the ozone production can be enhanced by

additional NOx due to photosmog reactions (Wang et al. 1998). The estimation of this

effect requires proper treatment of tropospheric chemistry including the removal of the

nitrogen and hydrogen containing species by wet and dry deposition.

The indirect effects of energetic particle precipitation and the downward transport

of NOx from the low thermosphere, based on data from several satellite instruments,

has been carefully demonstrated by Randall et al. (2007) using HALOE and POAM

observations and by Funke et al. (2014) using the complete MIPAS data set.

The variation of NOx flux formed by energetic particle precipitation over 1992-2005

was 0.1 - 2.6 Gmol/yr (Randall et al. 2007). The maximum values were obtained in

1994 and 2003. The interannual variability correlates well with several energetic particle

precipitation indices, including auroral hemispheric power and the hemispheric power

of moderate-energy electrons; the former - an energy flux in the lower thermosphere

- was estimated by electron fluxes of energy from 50 eV to 20 keV and the latter -

electron precipitation to the upper mesosphere - based on measurements of electrons

with energies between 35 keV and 2.5 MeV. These results are important in exploring

the interaction between the upper and lower atmosphere and assessing the effect of

energetic particle precipitation on ozone.

A wide variety of atmospheric models can be successfully used to study different

processes, however, only chemistry-climate models (CCM) have a potential to mimic

the entire chain of processes involved in the propagation of the signal from the ioniza-

tion by EPP to the resulting ozone response. The state-of-the-art CCMs (Morgenstern

et al. 2010) include detailed treatment of the neutral chemistry and photolysis as well

as transport of chemical species. The ability of CCM to simulate the response of the net

heating rates to the ozone changes (Forster et al. 2011) and translate the net heating

rate perturbation to the changes of general circulation and surface climate open a way

to study the entire chain of processes connecting EPP and climate variability.

3.2.3 Modeling and observations of ozone changes caused by EPP

Auroral electrons

Low energy (1-30 KeV) auroral electrons precipitate from the magnetospheric plas-

masheet (Brasseur and Solomon 2005). Their penetration depth is rather small and

the energy deposition occurs mainly in the lower thermosphere (above 90 km) and

confines to the auroral ovals located over 60-75o geomagnetic latitude band (Baker

2000; Barth et al. 2003). The overall intensity of the auroral electron precipitation

depends on the geomagnetic activity level maximizing during the declining phase of

the solar activity cycle (Emery et al. 2008; Marsh et al. 2007). The auroral electrons

represent one of the main sources of nitrogen oxides in the thermosphere. This theo-

retically expected effect was confirmed by the analysis of observations. The high level

of NO concentration in the auroral zone has been observed by the SNOE instrument

(Baker 2000) and is illustrated in the Fig. 27.
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Fig. 27 A comparison of SNOE nitric oxide measurements and SAMPEX electron (E>25
keV) measurements for days 123 of 1998 (3 May). SNOE data are plotted in a color scale
ranging ∼ 1 × 107cm−3 (blue) to ∼ 3 × 107cm−3(red) , while the SAMPEX electrons range
over about a factor of 1000 in intensity for the same color range. The nitric oxide density in
the auroral region is larger than the density in the equatorial region. The figure is adopted
from Baker (2000), with permission from Elsevier.

The figure shows that the measured NO concentration maximizes in the lower ther-

mosphere slightly below 110 km and in the location of the auroral ovals. During the

polar night thermospheric NOx can penetrate downward providing an important source

of nitrogen oxides for the mesosphere and stratosphere. The downward propagation of

the thermospheric NOx continuously occurs during the polar night due to the compli-

cated interaction between diffusive and advective transport (Smith et al. 2011), but

it is most pronounced during the recovery after major stratospheric warming events

(Funke et al. 2005) or during substantial geomagnetic perturbations caused by explo-

sive solar events. As it was mentioned before, the downward propagation of NOy has

been carefully demonstrated also by satellite observations (Randall et al. 2007; Funke

et al. 2014). Strong increase of NOx and subsequent ozone depletion were analyzed

by Seppälä et al. (2007) using the observation of NO2 and ozone by GOMOS and

POAM-III satellite instruments. The Figure 28 from Seppälä et al. (2007) illustrates

the ozone depletion caused by SEP event in November 2003 and by auroral electrons

in March 2004. Contrasting one year a large indirect effect in NOy suggests that the

low ozone values in spring of this year compared to the multi-annual mean are due to

the indirect effect, but does not really prove it. It is necessary to analyse an ensemble

of many years with varying NOy indirect effect to make a statement of the statistical

significance of this effect on ozone. Therefore, the observational evidences for the ozone

loss caused by auroral electrons are still very limited.

The NOx production by auroral electrons was included by Marsh et al. (2007) in

high-top CCM WACCM using the ionization rates prescribed as a function of geomag-

netic Kp index. For the low-top (Ztop < 90 km) models this approach cannot be used

due to the absence of the thermosphere. Therefore, alternative parameterization of the
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Fig. 28 Polar O3 mixing ratios in the Northern Hemisphere. The average long-term O3 mixing
ratio is presented at the 40 km level from the POAM average (green line) and together with
that from the FinROSE model (red line).These are to be contrasted with the O3 mixing ratios
measured during October 2003 to June 2004 by the GOMOS (black line, nighttime) The figure
is modified after Seppälä et al. (2007).

nitrogen oxides source due to auroral electron precipitation based on geomagnetic Ap

index was developed by Baumgaertner et al. (2009). This parameterization is based

on the HALOE data, which have a very sparse sampling in the high latitude winter,

therefore the magnitude of the indirect effect could be quite considerably underes-

timated. Using CCM EMAC with the parameterized influx of nitrogen oxides from

the thermosphere (Baumgaertner et al. 2011) studied the atmospheric response to the

level of geomagnetic activity and found significant ozone depletion in the polar winter

stratosphere (∼15–50 km). The ozone depletion due to auroral electrons simulated by

Baumgaertner et al. (2011) is illustrated in Figure 29.

The magnitude of the simulated stratospheric ozone depletion is around 0.5-1 ppmv

(or 10-20%) in the middle and upper stratosphere mostly over the polar area. Baum-

gaertner et al. (2011) also found total column ozone loss of up to 35 DU. Also Red-

dmann et al. (2010) used an upper boundary condition based on MIPAS observations

to derive the ozone loss due to the indirect effect. Similar parameterization of the NOx

production by auroral electrons was applied by Rozanov et al. (2012) to simulate the

effects of different particles on the chemistry and climate. They found that the annual

mean ozone depletion is the most pronounced in the mesosphere (more than 10%) but

it is also visible in the middle stratosphere reaching 3-4%. The potential importance of

solar activity for future climate was recently studied by Rozanov et al. (2012) using the

CCM SOCOL. They assume 60% drop of Ap in the future due to a potential decline of

the solar activity discussed by Abreu et al. (2008); Barnard et al. (2011). In addition to

the combined effects of the solar activity decrease presented by Rozanov et al. (2012)

we show here the response of NOy and ozone to the hypothetical decrease of geomag-

netic activity in the future. The simulated annual mean and zonal mean changes of

NOy are shown in Figure 30.

The annual decrease of the NOy caused by the future decline of solar activity is

evident and statistically significant in the entire stratosphere. The decrease of NOy

maximizes in the high-latitude mesosphere reaching almost 80%. In the middle strato-
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Fig. 29 Ozone mixing ratio difference (ppmv) between two 9-year long CCM EMAC model
runs with strong (Ap=25) and weak (Ap=0) geomagnetic activity level. The results are av-
eraged over boreal winter months. Red-yellow/blue colours indicate positive/ negative differ-
ences. The figure is from Baumgaertner et al. (2011).

sphere the decrease of NOy is around 10-20%. In agreement with the NOy the model

simulates ozone increase by up to 20% in the polar mesosphere and up to 2% in the mid-

dle stratosphere. The presented results suggest that the auroral electrons are important

for the stratospheric ozone balance. The magnitude of the obtained ozone response in

the high latitude stratosphere is comparable or even exceeds the ozone response to the

solar EUV irradiance changes (Austin et al. 2008). It should be noted, however, that

future solar activity can not be predicted therefore this can be considered only as a

possible “low active Sun” scenario (Usoskin 2013).

Radiation belt electrons

High-energy electrons, from about 30 keV up to several MeV, are produced from the

outer radiation belts, see (Bazilevskaya et al. 2008) and Section 2.2. Their precipitation

to the atmosphere (Rozanov et al. 2012) is caused by complex wave-particle interac-

tions and mostly confined to subauroral latitudes (Millan and Thorne 2007) with a

penetration depth from 90 km for 30 keV electrons and down to 50 km for 2 MeV elec-

trons. Meredith et al. (2011) mentioned that fluxes of radiation belt electrons can be

enhanced during geomagnetic perturbations. The possibility of mid-stratospheric inter-

annual ozone variations connected to radiation belt electrons is discussed in Sinnhuber

et al. (2006). Sinnhuber et al. (2012) in their last recent review paper summarized



62

Fig. 30 The simulated annual and zonal mean difference (%) of NOy (upper panel) and
ozone (lower panel) caused by 60% drop of Ap index. Hatching represent the areas where the
statistical significance exceed 90% level.

knowledge on atmospheric chemistry effects of variations of EPP as well as relativistic

electrons, from the radiation belt. Sinnhuber et al. (2012) noticed that there can be an

impact of relativistic electron precipitation on ozone in the mid-stratosphere, however

the coupling mechanism is still not clear.

Recent research (Andersson et al. 2014b) has shown that energetic electron precip-

itation (EEP), as mapped by the MEPED detector onboard NOAA/POES satellites

during 2002–2012, caused up to 90% (short-time scale) destructions of mesospheric
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ozone at 60–80 km altitudes and up to 34% (on solar cycle time scale) destructions of

mesospheric ozone at 70–80 km, as seen by 3 satellite instruments GOMOS, MLS and

SABER. Most studies so far on atmospheric effects of energetic particle precipitation

concentrated on the indirect particle precipitation effect caused by the production of

odd nitrogen (NOx) in the polar upper atmosphere, its subsequent transport to lower

altitudes inside the wintertime polar vortex, depletion of ozone in the stratosphere,

and effects on the radiative balance of the middle atmosphere, which may further cou-

ple to atmospheric dynamics and propagate downwards by changing polar winds and

atmospheric wave propagation through wave-mean flow interaction.

However in spite of some observation results (Andersson et al. 2014b) the current

knowledge related to electron precipitations and its impact on the atmosphere is still

an open issue, and should be discussed here.

The effects of precipitating relativistic electron fluxes have been analyzed by Callis

et al. (1991, 1996, 1998, 2002), based however mainly on model studies. The model

used in these papers model is driven by ionization rates which are quite uncertain in

the mesosphere and stratosphere.

The results presented in the paper (Callis et al. 1991) were based on the assumption

that 1/3 (which may be an overestimation) of the electron fluxes reach the middle

atmosphere and disturb ozone in the stratosphere and mesosphere via NOx production

(using model simulations). Because of the lack of measurements at lower altitudes

during geomagnetic storms, the variability of this assumption is unclear. Such possible

effects were studied by Pesnell et al. (1999, 2000) on the basis of observations from

onboard the UARS spacecraft. Details may be found also in the reviews of Krivolutsky

and Repnev (2012); Repnev and Krivolutsky (2010).

Atmospheric ionization and NO formation rates at auroral and sub-auroral latitudes

from 13th June 1979 to 4th June 1988 were calculated using the data on captured elec-

tron fluxes with energies from 30 keV to 15 MeV (Callis et al. 1991). Maxima in the

long-term NOy variation were measured in late 1984 and early 1985 (Fig. 31). Based

on 2-D modelling of NOy with the contribution of relativistic electron precipitation

allowed for, it was inferred that:

1. Relativistic electron precipitation (REP) from the magnetosphere to the middle at-

mosphere is a significant time-variable source of odd nitrogen accounting for about a

30-35% contribution due to N2O for 1979-1985.

2. Subsequent downward transport results in the global enhancement of stratospheric

odd nitrogen with a maximum in late 1984-early 1985 reaching a globally integrated

value of 35–40% of global value.

3. After 1985, the global NOy diminishes with the decreasing REP contribution.

4. Odd nitrogen enhancement in the mid- and high-latitude lower stratosphere (30o

- 60o) in both hemispheres could have significantly contributed to the large (up to

10%) ozone loss in an altitude range of 14-26 km at high latitudes of the Southern

Hemisphere and somewhat smaller high-altitude loss at high latitudes of the Northern

Hemisphere.

5. The results obtained suggest a clear and close connection between long-term so-

lar variations, the magnetosphere state, and the chemical state of the middle and

lower atmosphere (Callis et al. 1991). Callis et al. (1996) analyzed satellite measure-

ments of relativistic electron precipitation (REP) events in the Northern and Southern

Hemispheres). The calculated ionization and NO formation rates were compared with

direct satellite measurements of NO. The NO increase at 51–120 km altitude by (2.4-

3.5)·1014 molecule/cm2, which is 2.5–3.4% NOy in a column between 22 and 120 km,
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Fig. 31 Calculated hemispheric integral odd nitrogen changes normalized to values in the
absence of a relativistic electron precipitation source during the period from 1979 to January
1990. (a) Southern Hemisphere: integral between 2.1 and 53.6 km, 0-90oS; (b) Northern Hemi-
sphere: integral between 2.1 and 53.6 km, 0-90oN. Reprinted from Callis et al. (1991), with
permission from Wiley.

is assumed to have resulted from the NO enhancement above 80–85 km caused by

precipitating electrons of energy E ≤ 1.0 MeV. Callis et al. (2002) presented a com-

parison between the daily HALOE mesospheric ozone values and the ones calculated

with a 2-D chemistry and transport model for 1992–1997. The results agreed very well

when the model allowed for the effect of energetic electron precipitation (EEP) from

the outer electron capture magnetosphere region. The mesosphere largely contributed

(16%) to stratospheric NOy above 25 km at latitudes between 70oS and 70oN, which

was basically (74%) due to precipitating energetic electrons. The rest of the mesospheric

contribution (26%) was associated with the effect of auroral electron precipitation and

solar EUV and solar X-rays on NO formation (via the model upper boundary condi-

tion).

In spite of the material presented above, we need to remind that the impact of

radiation belt relativistic electrons on the stratosphere and mesosphere is unresolved.

However the observational evidence so far suggests that relativistic electrons have an

impact on the NOx budget of the middle atmosphere below ∼70 km (Sinnhuber et al.

2012; Rozanov et al. 2012). And there is newer observational evidence for the direct

impact of relativistic electrons on the NOx budget of the lower mesosphere and strato-

sphere (Sinnhuber et al. 2014; Friederich et al. 2014) which show that the impact of

EEP below 70 km must be low even at periods of very high geomagnetic activity

(Sinnhuber et al. 2014), though there is a significant, but small impact maximizing

around 48 km (Friederich et al. 2014). There is also clear evidence for an energetic

electron precipitating effect above 70 km altitude from OH observations as shown in

Verronen et al. (2011a); Andersson et al. (2012, 2014a).
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Solar protons

Satellite observations and rocket soundings have produced evidence that energetic par-

ticles influence ozone, other chemical species and atmospheric temperature. This sec-

tion now focuses on selected SEP events, which are covered by these observations.

It was found after polar ozone content analysis that ozone, measured by Nimbus-4,

was reduced strongly in the stratosphere after the SEP event in August 1972 (Heath

et al. 1977; Fabian et al. 1979). Following this, the results of rocket measurements of

middle atmosphere parameters, launched from a ship at mid-latitudes of the South-

ern Hemisphere during the SEP of October 1989 (Zadorozhnyi et al. 1992) showed

a strong increase in ion number density above 30 km and nitric oxide concentration

above 40 km. The ozone concentration above 35 km was reduced (maxima of deple-

tion was around 20–25% at 50 km). A corresponding temperature decrease between

40 and 60 km was also found in this rocket experiment (about 14 K near 50 km).

These measurements are in qualitative agreement with photochemical conceptions of

the influence of SEPs listed below. Several other SEP events which are of atmospheric

relevance are those of 14th July 2000 and 28th October 2003. The July 2000 SEP event

was covered by observations from UARS (HALOE instrument), and the October 2003

event by ENVISAT (MIPAS and other instruments). The SPE of 14th July 2000 was

studied quickly after the event (Jackman et al. 2001; Krivolutsky 2001) as it was the

first chance to study NOx response (not ozone only) and compare it with simulations,

where it was found that the models overestimate NOx increase induced by SEPs. The

SEP event of 28th October 2003 was accompanied by a wide list of species measured

by the MIPAS instrument. The results from MIPAS and its comparison with model

simulations was the basis to organize the international HEPPA Project (Funke et al.

2011).

It should be mentioned that all the interpretations in such a comparison are based

on the theory of photochemistry in the atmosphere (Crutzen 1974) and on fundamental

works, which established the efficiencies of atomic oxygen and nitrogen production

(Crutzen et al. 1975; Porter et al. 1976; Heaps 1978) and also HOx production (Solomon

and Crutzen 1981) by relativistic protons impact in the atmosphere.

Jackman et al. (1980) using GOES data and photochemical modelling determined

rates of NO formation by solar proton flares, during SEP events, on 12th July 1961

(6nJ/cm2s), 25th February 1969 (4nJ/cm2s), and 4th August 1972 (70nJ/cm2s). The

period of NO formation by solar proton flares can last from several hours to a couple of

days. The moderate event of 12th July 1961, with a relatively soft spectrum, produced

NO in the mesosphere at a rate of 200/cm3s, considerably exceeding the mean rate

of NO formation by N2O oxidation in the stratosphere (45/cm3s). The event of 25th

February 1969, though less intense, produced a larger effect on the budget of NO

formed in the stratosphere, where its lifetime is longer. The SEP event of 4th August

1972 caused NO formation in the stratosphere at a rate of 6·104/cm3s, which is nearly

three orders of magnitude higher than those due to any other events. This SEP event

accounted for 85% of the integral flux of energetic solar protons of a total 20-year solar

activity cycle. At 38 km altitude, the ionization rate was a factor of 30.000 greater

than that due to GCRs, releasing about 50nJ/cm3 between 30–70 km (Reagan et al.

1981).

Satellite measurements of minor gaseous constituents at altitudes from 6 to 68 km

with the MIPAS instrument aboard ENVISAT during and after the October-November

2003 SEP events showed perturbed chlorine chemistry (von Clarmann et al. 2005).
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ClO mixing ratios averaged over latitudes 70–90oN increased to 0.4 ppbv at night. The

amount of HOCl increased to over 0.3 ppbv above 32 km, which provides indirect evi-

dence of HOx increase even at low altitudes, due to the 27–31 October 2003 SEP. The

simultaneous increase of ClO and HOCl is indicative of HCl destruction either through

reaction with OH or due to cluster ion chemistry. This remains to be clarified in model

experiments. Measurements by HALOE also revealed HCl decrease during SPE of 14th

July 2000 (Winkler et al. 2009). As HOCl and ClO mixing ratios decreased in early

November (probably due to the HOx decrease), large amounts of ClONO2 were mea-

sured (a 0.4 ppbv average over the polar cap), indicating ClO transfer to a chlorine

reservoir. In Antarctica, above ∼40 km, ClO daytime amount reached 0.2 ppbv, with

the largest nighttime increase (0.3 ppbv) observed at 35 km altitude. The HOCl in-

crease in the stratosphere of the Southern Hemisphere was half that in the Northern

Hemisphere, while being the largest between 60-70oS. The October-November 2003

SEP events did affect HNO3, N2O5, and ClONO2 in the polar stratosphere, though

odd nitrogen formed by protons was transported downward to 30 km altitudes, simulta-

neously undergoing chemical conversion (López-Puertas et al. 2005). MIPAS observed

several HNO3 increases in the northern polar stratosphere, see Figure 32. The SEP was

immediately followed by a 1-2 ppbv increase accounted for by the gas-phase chemical

reaction NO2 +OH + M −→ HNO3 + M accelerated by OH due to the action of the

SEP. A second large increase (by 1-5 ppbv) started around 10th November 2000 and

continued until late December 2000. It is attributed to odd nitrogen, NOx, formed in

the mesosphere by the major SEPs in late October - early November and transported

downwards during November and December. In the upper stratosphere, NOx was par-

tially converted to N2O5, which eventually formed HNO3 via ion-cluster reactions. 1-3

days after the major SEPs, N2O5 increased by 0.1-0.4 ppbv and descended to 30 km

altitude. The second N2O5 increase up to 1.2 ppbv at 40 km occurred 12–13 days after

the major SEPs. ClONO2 started increasing to reach 0.4 ppbv (40%) at 32 km alti-

tude 1–2 days after the major SEPs. NOx enhancement in the Southern Hemisphere

was less pronounced (by not more than 0.2 ppbv at altitudes between 40 and 30 km)

(López-Puertas et al. 2005).

At least one of the three major mesospheric NO sources is associated with solar

activity (downward transport from thermosphere, photochemical NO production via

N2O + O(1D), and production by particle-induced ionization). The intensity of the

flux from the thermosphere varies, following changes in ionizing solar radiation. Spo-

radic events, such as SEP events and relativistic electron precipitation, do not seem

to cause significant NO changes over a solar activity cycle. Jackman et al. (1990) in

their summary paper gives the annual global odd nitrogen production (due common

SEPs) in the mesosphere and stratosphere for the period of 1955–1984. Jackman et al.

(1990) and Jackman et al. (2005) confirmed that SEPs cannot substantially change the

total amount of NOy, as major SEPs (or GLEs, see Section 2.1.4). NOy changes due to

SEPs are observed at high latitudes over a period from several months up to a year (for

proton CME of intensity comparable with the August 1972 major SEP or GLE event),

and then NOy relaxes to an unperturbed state. Jackman et al. (1995) showed that all

the NO changes caused by solar protons are much less than the background changes

due to N2O oxidation. It could be concluded that while globally the NOx production

due to GCRs and N2O oxidation prevails over the solar events, at high latitudes and for

time periods of several months, solar proton events can be the dominating NOx source.

Figure 33 shows a comparison between the August 1972 and October 1989 solar proton

events, revealing a remarkable difference in atmospheric ionization. During the SEP
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Fig. 32 The observed MIPAS temporal evolutions of the HNO3 enhancements with respect
to 26th October averaged over 70 N - 90N (Funke et al. 2011).

event of August 1972, the maximum particle production rate was about 1.2-1.3·109
ion/cm3 at altitudes around 45 and 70 km. In October 1989, ionization maximum of

about 1.8 ·119 ion/cm3 occurred near 30 km altitude. NOx formed by the proton flares

continued to affect polar ozone over about one and a half years.

After the October 1989 SEP the SAGE II satellite instrument recorded a substantial

increase in NO2 in March 1990, about half of which was thought to be due to the SEP

itself. The other half was probably due to the inter-annual differences between the

1990 and 1987 dynamic processes (Jackman et al. 1995). The different effects of the

August 1972 and October 1989 SEPs not only resulted from variations in intensity

and season, but also from the different atmospheric conditions, and specifically the

middle atmosphere composition, under which they occurred. Thus, the August 1972

stratosphere chlorine level was 1.2 ppbv, while in 1989, it was already 3 ppbv. The

interaction between ozone-depleting nitrogen and chlorine cycles caused the October

1989 SEP effect to be less than it could be with less chlorine present. The effect of the

1972 SEP was more pronounced in the winter Southern Hemisphere due to less solar

light causing NO dissociation and to predominantly descending atmospheric motions.

The 1989 SEP was more effective in the Northern Hemisphere autumn due to decreasing

solar irradiance and descending atmospheric motions beginning to prevail.

Observations made by the UARS HALOE instrument provided estimates of the

ozone and NOx response during the SEP events of 14th July 2000. Figures 34 – 36

compare the measurements with model calculations (Krivolutsky et al. 2008). The

model response presented at Fig. 34 was obtained by simulations with a 1D photo-

chemical model (Krivolutsky et al. 2005). This model describes interactions between

50 chemical species in 150 photochemical reactions in the range 0–90 km. The tech-
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Fig. 33 Estimated ion pair totals (ion pair/cm3) for the August 1972 and October 1989 SEPs.
Reprinted from Jackman et al. (1995), with permission from Wiley.

nique of “chemical families” was used in the model to solve the aeronomical part of

the basic equations. Turbulent transport by eddy diffusion was included at each step

of integration. Current photolysis rates have been calculated for each hour of inte-

gration to describe daily variations of photolysis rates. Model simulations with the

middle atmosphere GCM (General Climate Model) (Krivolutsky et al. 2006) yielded

the dynamical response of temperature and zonal wind caused by SEP-induced ozone

depletion. The magnitude of the zonal wind was reduced at all altitudes including lower

thermosphere levels. SEP-induced cooling caused by ozone depletion was found in the

middle polar atmosphere, but the temperature increased in the lower thermosphere.

Such unexpected results are the manifestation of the interaction between gravity waves

and the mean motions as initiated by changes of zonal wind at lower altitudes. Solar

protons play an important role during SEPs in the sense of photochemistry of ozone

and regime of dynamics in polar regions.

The dependence of NOy on the season (due to changes in EUV-radiation and

circulation) and the solar cycle (due to changes in EUV- and X-ray solar radiation and

in auroral sources), as well as an asymmetry of polar zones in both hemispheres were

revealed. A larger NOy increase was obtained for the Southern Hemisphere (50oS). An

increase of 3%, depending on the season and year, in the northern polar stratosphere

and 8% in the southern polar stratosphere (at latitudes between 50o and 90o and

altitudes from the tropopause to 50 km) was obtained. The amount of NOy at the

South Pole in the middle of July was found to increase by 10% to altitudes as low as 30

km, whilst at the North Pole in winter, NOy increased only above 40 km altitude. The

global budget of stratospheric NOy was enhanced by thermospheric sources by 1 to

2.5%. The August 1972 and October 1989 SEPs contributed 15% and 11%, respectively,



69

ppbvppbvkm

24 48 72 96 120
hours from 00-00 UT 14.07.2000

40

50

60

70

80

0

100

500

900

1300

MODEL

km

1 2 3 4 5

40

50

60

70

80

0

100

500

900

1300

300

50

500

700

UARS

80

70

60

50

40
24          48           72          96         120
hours from 00-00 UT 14.07.2000

Fig. 34 Changes in [NO] content (ppbv) at 70oN in comparison to non-disturbed conditions
of 13th July 2000 revealed from UARS observations (left) and obtained by photochemical
simulations. Figure is modified from Krivolutsky et al. (2008).
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to NOy in the southern polar region, with 6% and 11% contribution, respectively, in

the northern polar region.

Some of the latest SEP events (at the time of paper preparation), for cycle 24,

have taken place during 23-30th January and 7-11th March 2012. The latest of these

SEPs became a GLE event, see Section 2.1.4. These two SEPs were investigated by

Jackman et al. (2014). The SEP events lead to significant effects on the chemistry of

the middle atmosphere with impacts on mesospheric HOx, NOx, as well as on O3. The

Aura Microwave Limb Sounder (MLS) observations of HO2 displayed enhancements up

to 1 ppbv due to the January 2012 SEPs period and up to 0.8 ppbv due to the March
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2012 SEP events period in the Northern polar mesosphere. The Goddard Space Flight

Center (GSFC) 2D atmospheric model and Global Modeling Initiative (GMI) three-

dimensional (3D) chemistry and transport model (CTM) were used to predict medium-

term impacts (months) from the January and March 2012 events. Stratospheric ozone

was impacted in the polar regions by these solar events due to the transport of solar

energetic particles produced NOy to lower altitudes. The downward transport moved

NOy produced by the SEPs to lower altitudes and led to predicted modest destruction

of ozone (5-13%) in the upper stratosphere days to weeks after the March 2012 event.

Polar total ozone reductions were predicted to be a maximum of 1.5% in 2012 due to

these SEPs.

A large number of simulations as well as observations of atmospheric changes of

HOx and NOx caused by SEPs have been performed using models of different com-

plexity (e.g., Rozanov et al. 2012; Funke et al. 2011; Krivolutsky et al. 2008; Jackman

et al. 2014). It should be mentioned that there are rather few direct observations of

HOx increase exist, since NOx species and ozone are much more readily observable

than HOx species. The productions of NOx and HOx by GCR is still under confir-

mation by observation due to the small magnitude of the enhancement in the polar

upper troposphere/lower stratosphere region, where the effects of GCRs should be the

most pronounced (Rozanov et al. 2012). In spite of this some model studies have been

already performed, see explanation below.

Galactic cosmic rays

The influence of GCRs on atmospheric ozone has been investigated mostly using models

of different complexity. Recently, the influence of the ionization by GCR on the atmo-

sphere has been quantified using the results of several numerical experiments with the
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Chemistry-Climate models CMAM (Canadian Model of the Middle Atmosphere) (Se-

meniuk et al. 2011), and SOCOL (Calisto et al. 2011). The ionization rates from GCR

in both models were calculated using the state-of-the-art parameterization by Usoskin

et al. (2010) (see also Section 2). The numerical experiments were carried out with

similar transient set-up, when models were ran for about 30 years in transient mode

with the ionization by GCR switched off (reference run) and on (experiment run). The

results are presented in Fig. 37 and Fig. 38 as the relative difference of zonal mean

NOx and ozone concentrations between experiment and control runs.

The pattern of the NOx response to the ionization of the atmosphere by GCR is

similar in the both models and consists of the NOx enhancement in the troposphere

and lower stratosphere induced by the NOx production by GCR. The magnitude and

statistical significance of the NOx response are substantially different. The NOx en-

hancement simulated with the CCM SOCOL reaches 20% and is significant mostly

in the southern troposphere and tropical upper troposphere, while CMAM results re-

veal statistically significant NOx increase in the entire troposphere/lower stratosphere

reaching up to 100%. The reasons for such a substantial disagreement between the sim-

ulated NOx responses are not clear yet. It may be explained by different background

NOx fields in the troposphere and lower stratosphere. The absence of anthropogenic and

natural NOx emissions together with oversimplified tropospheric chemistry in CMAM

(Semeniuk et al. 2011) could lead to very small background NOx abundance and strong

impact of the GCR induced source. This hypothesis is partially supported by closer

agreement in the troposphere over the southern high latitudes, where the influence of

anthropogenic and natural sources of NOx is the smallest.

The agreement of the patterns and different magnitude/significance of the ozone

responses simulated with CMAM and SOCOL models is also evident. The enhancement

of the NOx concentration by GCR activates ozone production via “photo-smog” reac-

tions (e.g., Wang et al. 1998). The effectiveness of the ozone production by additional

NOx strongly depends on the background NOx field. In the NOx-poor environment

the ozone production can be very large, while for the relatively high level of NOx the

ozone production by additional NOx is limited. Presumably the low background NOx

mixing ratio in CMAM model is the reason of the large (up to 15%) ozone enhance-

ment in the entire troposphere, while in the CCM SOCOL significant ozone response

is confined to the relatively clean southern hemisphere and reaches only 2-3%. The

ozone depletion in the polar lower stratosphere is simulated by both models with much

better agreement of the magnitude and location. The ozone depletion is driven by the

enhancement of the ozone oxidation cycles caused by additional NOx and HOx pro-

duced by GCR and similar treatment of the stratospheric chemistry by both models

leads to similar pattern and magnitude of the ozone response. The presented results

illustrate the upper limit of GCR effects because in the reference runs the ionization

by GCR is completely eliminated. Therefore, these effects cannot be observed, however

the 11-cycle variability in the GCR intensity over the polar areas (see Section 2) can

reach 50%, therefore it would be possible to find 11-year cycle signal in tropospheric

NOx over southern high latitudes if long term time series of proper measurements are

available. Another alternative is to analyze the response of NOx to short-term events

such as Forbush decreases.
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Fig. 37 The simulated annual mean zonal mean NOx (upper panel,%) and ozone (lower
panel,%) response to the ionization of the atmosphere by GCR. Hatched areas indicate changes
with at least 95% statistical significance. The results are from Calisto et al. (2011).

3.3 Atmospheric electricity

3.3.1 Introduction to the global electric circuit

Electrification of the lower atmosphere results directly from ionization from GCRs,

and near the surface, also from Earth’s natural radioactivity. Ionization occurs when

an electron is separated from a molecule, leaving it positively charged, e.g., N+
2 . The



73

k
m
)

(%) (%)NOx NOx

A
lt
it
u
d
e
(k

A

O3 O3

(k
m
)

A
lt
it
u
d
e

Latitude Latitude

Fig. 38 The simulated zonal mean NOx (upper panel, %) and ozone (lower panel, %) response
to the ionization of the atmosphere by GCR. The areas inside solid lines indicate changes with
at least 95% statistical significance. The results are from Semeniuk et al. (2011) for boreal
winter (left column) and boreal summer (right column).

electron is then quickly captured by electrophilic molecules, creating a negative ion,

e.g., O−
2 . The primary ions stabilize through clustering with other polar molecules such

as ammonia, water, and organics, and are then known as cluster ions (Hoppel et al.

1986).

The presence of bipolar cluster ions gives rise to the electrical conductivity, σ, of

the atmosphere. This finite conductivity permits a small vertical current density, Jz ,

to flow between the conducting regions of the ionosphere and Earth’s surface, due to

the large potential difference, VI (250 kV) between them. This potential difference

occurs due to charge transfer mainly from 1000 thunderstorms active around the globe

at any instant, in a framework known as the global electric circuit (GEC) (e.g., Wilson

1920; Roble 1986). Fig. 39 shows the various processes involved in generation (i.e.

thunderstorms and electrified shower clouds) and maintenance (ionization processes)

of the circuit.

A fair weather vertical electric field is developed from the currents flowing in the

ionospheric potential difference. This electric field is usually referred to as the potential

gradient (PG) so that it is positive in fair weather. The vertical conduction current

density is related to the ionospheric potential by the columnar resistance, Rc, the total

resistance of a unit area air column from the ionosphere to the surface

Jz =
VI
Rc

, (18)
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Rc can be found by integrating the resistance of atmospheric layers from the surface

to the conductive the ionosphere, and is given by

Rc =

∫ ∞

0

dz

σ(z)
, (19)

where σ(z) is the air conductivity at altitude z (Gish 1944). Most of the contribution

to Rc is from the lowest 5 km of the atmosphere, where the air conductivity is reduced

by ion loss to aerosol.

3.3.2 Global electric circuit variability

Variability in the GEC can result from modulation of any of the parameters in Eq. 18.

The major effects are from changes in the global charging current to the ionosphere, but

changes in the global conductivity/columnar resistance profiles can also be significant.

These processes act over timescales from seconds to years. One of the most widely

studied variations in the GEC is the daily variation (Harrison 2013), which is due
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to a diurnal variation in the global charging current to the ionosphere, caused by

thunderstorm and electrified shower cloud activity. This variation manifests itself as a

minimum at 0400 UT and maximum at 1800 UT, and is evident in VI and Jz data, as

well as surface measurements of electric field. This diurnal variation, often referred to

as the Carnegie curve, was first detected from measurements made by the geophysical

survey ship Carnegie in the early 20th century, the PG measurements from which

showed the same diurnal variation irrespective of the location of the ship, providing

support for the global nature of the electric circuit (Torreson et al.).

Near the geomagnetic poles there is an additional diurnal variation in GEC param-

eters, caused by interaction of the solar magnetic field and the geomagnetic field. This

generates an electric field, creating an additional potential distribution which is super-

imposed on VI . During geomagnetically quiet periods, the potentials on the dawn side

of the polar cap are 20-30 kV higher than on the dusk side, which increases to a differ-

ence of 150-200 kV during geomagnetically disturbed periods (Boyle et al. 1997). This

effect generally only extends to within 30 degrees of the north and south geomagnetic

poles.

The Carnegie and dawn-dusk polar cap diurnal variations in GEC parameters re-

sult from a change in the global charging current to the ionosphere, however, changes

can also occur due to variations in the conductivity profiles. Conductivity increases

with height from the surface, due to the increase in GCR ionization with height (up

to a maximum at ∼15 km). Since GCRs are deflected by the geomagnetic field, the

GCR ionization rate, and therefore conductivity varies with magnetic latitude, with

maximum σ near the geomagnetic poles, and minimum near the equator (Hu and Holz-

worth 1996). Changes in the vertical profile of conductivity result from variations in the

ionization rate (i.e. from GCR flux, SEPs, relativistic electrons), and the presence of

aerosol particles (e.g. from volcanic eruptions) and clouds, which decrease conductivity

by ion-aerosol attachment.

The global electric circuit acts to couple the space environment with the lower

atmosphere, as discussed in Roble (1985) and Rycroft et al. (2012). Energetic particle

(EP) effects on the global circuit can therefore indirectly impact the atmosphere. In

particular, Jz can have effects on clouds as it flows through and around them (see

Section 3.4). The effect of energetic particles on the fair weather part of the circuit will

be discussed in detail below, as well as the possibility of energetic particles modulating

the charging part of the circuit by triggering lightning.

3.3.3 Effect of energetic particles on the global electric circuit

The global atmospheric electric circuit is driven by different atmospheric processes

as well as by energetic particles of extraterrestrial origin. There are some evidences

that magnetospheric electrons can indirectly affect electrical processes in atmosphere

(Rycroft et al. 2012), however the main driver is CRs of galactic and solar origins.

As GCRs entering the Earth’s atmosphere are the main source of ionization above

the surface, both periodic and transient GCR variations are expected to modulate the

strength of the global circuit, as outlined below.
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measured from 1966-1972 by Mülheisen (Mühleisen 1977), for months having 4 or more VI

measurements available (error bars represent two standard errors). Reprinted from Rycroft
et al. (2012), with permission from Elsevier.

Periodic variations

Markson (1978) suggested that GCRs would reduce the columnar resistance over thun-

derclouds, increasing the global circuit charging current from lightning. Positive corre-

lations between ionospheric potential and neutron counter measurements of CRs during

the late 1960s and early 1970s Mühleisen (1977); Markson and Muir (1980) were used

to support this argument. The data (Mühleisen 1977) is summarised in Fig. 40 which

shows a positive sensitivity of 15% in VI (measured by Mühleisen (1977)) to a 10%

increase in neutron count rate measured from Climax, Colorado. Similarly, Markson

(1981) found a 22% increase in VI for a 10% increase in the Mt. Washington neutron

rate.

In addition to the observed solar cycle variation in VI , there is evidence of solar

modulation of Jz . Markson and Muir (1980) reported a 30% solar cycle variation in

Jz in phase with the GCR variation, whilst Harrison and Usoskin (2010) found Jz
at Lerwick, Shetland, to be 17% lower, and the PG to be 12% lower during solar

maximum.

As almost all of the columnar resistance originates from lower tropospheric aerosol,

it is difficult to see how GCRs could have any appreciable effect on the upper tro-

posphere columnar resistance. Harrison and Usoskin (2010) argue that GCRs reduce

the columnar resistance everywhere, rather than just over thunderclouds. The reduced
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columnar resistance therefore affects the conduction current density and potential gra-

dient via the “fair weather” (non-thunderstorm) part of the global atmospheric electric

circuit. Combined with the geomagnetic change in cosmic ray ionization, it is likely that

the combination of source term (thunderstorm current generation), load term (colum-

nar resistance), and load term spatial variation (geomagnetism) all contribute to the

observed changes.

Transient energetic particle effects

Short term irregular variations in the solar output also perturb the GEC. Solar flares,

which release large amounts of energy from the sun, accelerate solar energetic particles

(SEPs) to high speeds, which interact with Earth’s atmosphere via the geomagnetic

field. SEPs access to the atmosphere is restricted by magnetic rigidity cutoff, in a

similar way to GCRs, see Bazilevskaya (2005) and Section 2, whereby SEPs are gen-

erally restricted to polar regions. SEPs create an additional source of ionization in the

stratosphere, perturbing the vertical conductivity profile and local electric field at high

geomagnetic latitude (e.g., Holzworth and Mozer 1979). The largest SEP emissions

produce ground level event enhancements (GLE) where the secondary energetic parti-

cles produced by GeV protons can be detected by surface cosmic ray detectors away

from the poles.

Coronal Mass Ejections (CMEs) are usually associated with solar flares, which

transport the sun’s magnetic field, and often arrive at Earth several days after the

parent flare. CME’s create magnetic disturbances, as well as often intensifying the

magnetic barrier to GCRs, causing a decrease in the incoming GCR flux, known as a

Forbush decrease. Forbush decreases usually have an onset time of a day or so, with a

slow recovery lasting about a week. They generally result in a decrease in the cosmic ray

induces ionization (CRII) rate measured by neutron monitors of 10% (although larger

events, up to 30% have occurred). Their effects can reach down to the mid latitudes.

The time difference between the arrival at Earth of SEPs from a solar flare and

the CME shock impact can be several days, potentially allowing attribution of certain

GEC changes to particular processes, however the additional influence of geomagnetic

storms, which can occur throughout the duration of the event, and alter the geomag-

netic cutoff energies for GCR penetration complicate matters somewhat. Such magnetic

variability has been shown to perturb the ionospheric potential, VI at high latitudes

as well as the surface electric field, even down to mid latitude locations (e.g., Olson

1971; Kleimenova et al. 2008).

3.3.4 Surface measurements

Evidence of short term solar effects on the GEC can be seen in surface measurements

of atmospheric electric parameters, but only when measurements are made during fair

weather conditions, from sites that are not polluted. This is essential as local influences

such as adverse weather conditions for observations (e.g. fog, cloud, precipitation, high

winds) can mask the subtle signals generated by solar induced changes in the GEC.

Such observations have been made by Cobb (1967) (20oN geomagnetic latitude) and

Reiter (1969) (40oN geomagnetic latitude) who showed electric field and/or Jz changes

at mountain observatories associated with solar flares. Using data for 28 SEPs and a
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Fig. 41 (a) Nagycenk mean PG (values 1 UT to 5 UT only, with at least 3 hourly values
between 40 and 200 V/m), composited on Forbush changes 10% or greater (inter-event gap at
least 5 days) at the Oulu neutron monitor, for the day before (“day -1”) or after (“day 1”) the
event day (day 0).(b) The measurements used in (a) are presented as individual values, but
with a summarising box plot overlain, in which the thick line represents the median PG and
the boxes give the inter-quartile range.

superposed epoch analysis, Cobb (1967) found an increase in Jz of up to 11% on the first

day following the flare. Similar results were found by Reiter (1969) from the Zugspitze

in Germany, who observed increases in Jz of about 20% following large solar flares.

Although an effect on atmospheric electrical parameters is evident from these data

sets, the responses are to a mixture of events including SEP events, Forbush decreases

and geomagnetic activity.

Changes in surface electric field due to short term solar influences are also evident

from the measurements of Märcz (1997) who demonstrated a decrease in PG in Hun-

gary (geomagnetic latitude 47oN) following Forbush events, using a superposed epoch

analysis technique. This is illustrated in Fig. 41.

Conversely, measurements of PG and Jz from several mid latitude stations compiled

by Sheftel et al. (1994) during six Forbush events both showed an increase immedi-

ately following the onset of the Forbush decrease. The largest increase in PG and Jz
occurred at the minimum point in the Forbush event , when the GCR ionization rate

was lowest. Provided Eq. 18 holds, the simultaneous increase in PG and Jz in the

presence of the expected decrease in σ appears to indicate an increase in VI during

these measurements.

The inconsistent results discussed above demonstrate the difficulty of detecting

a small solar signal in atmospheric electric field data, which can be readily domi-

nated by local effects. Another approach would be to analyse the effects of GLEs from

surface-based instruments, but the number of events available for analysis is small

(Bazilevskaya 2005), before exclusion of meteorological effects and quasi-coincident

Forbush decreases.
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3.3.5 Airborne measurements

Although evidence of solar influences on atmospheric electric parameters can be seen

from the surface, detection is easier at higher altitudes where signals are larger, well

above cloud systems or other sources of complicating variability. Such measurements

have been made from a high altitude balloon flight (Holzworth et al. 1987) during an

SEP event, which detected a decrease in the magnitude of electric field and increase in

σ, where both polarities of conductivity were enhanced by a factor of two (see Fig. 42).

Ionization was also measured during the same balloon flight (altitude 26 km, 44.6oS,

142.7oE), with count rates increasing from ≈ 30 to 100 counts per minute, coincident

with the SEP event. A second balloon at similar altitude but different geomagnetic

latitude (38.7oS, 65.7oE) showed no detectable change in electric field and σ, allowing

the spatial extent of the SEP event on the electrical environment to be determined.

Thus the rigidity cutoff at the poleward balloon enabled SEPs to perturb the electrical

environment, but not at lower latitudes. Similar measurements at high altitudes during

SEP events have also been made by Holzworth and Mozer (1979), whose observations

during the August 1972 SEP event agreed well with model calculations of the same

event by Reagan et al. (1983) and Kokorowski et al. (2006), who also observed increases

in local σ and reductions in electric field.

The high altitude balloon flights described above provide long duration measure-

ments at constant altitude, however, free balloons are required to obtain a vertical

profile of conditions throughout the atmosphere, such as the balloon measurements by

Gringel (1978) which demonstrate how the vertical conductivity profile changes from

the surface up to 30 km in the days following a solar flare. Figure 43(a) shows measure-

ments made on the 8th August 1972 from Germany after a period of intense solar flares

on the 2nd, 4th and 7th of August. The observed reduction in conductivity compared

to normal background levels was most likely due to the intense Forbush decrease in

the GCR flux (20% at Oulu, Finland), which began on 4th August and was still in the

recovery phase during the period of balloon measurement. A similar reduction in con-

ductivity was also observed during a balloon flight from Germany on 14th April 1978

following a Forbush decrease on 10th April (Fig. 43(b)). Such balloon measurements

have been instrumental in demonstrating that local conductivity can be both increased

(due to extra ionization from SEPs), as well as decreased (from reduction in the GCR

flux during a Forbush event), depending on geomagnetic latitude and altitude.

Changes in Jz have also been observed to occur during solar flare events, as found

by the balloon measurements of Cobb (Cobb 1978) from the Antarctic. From a series

of regular balloon ascents (one a day for five consecutive days), Cobb observed an

increase in Jz above altitudes of 25 km approximately 17 hours after a solar flare event.

During the following day, the entire Jz profile was enhanced by 70% above pre-flare

conditions, with a return to pre-flare conditions three days after the flare onset. These

measurements are in agreement with model calculations by Reagan et al. (1983) who

found that following a large SEP event, the current density carried by solar protons

and electrons can greatly exceed that carried by Jz at high altitudes (> 15km), but

only within the polar caps. Thus it is likely that the increase in Jz observed by Cobb

(1978) was a response to the additional locally generated current created by enhanced

ionization at high altitudes.

Although the effects of SEP’s on atmospheric electrical parameters can be signif-

icant at high altitudes and at high latitudes, the magnitude of their effects on the

global electric circuit are questionable. As suggested by Holzworth and Mozer (1979)
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Fig. 42 Measurements of atmospheric electrical parameters from a high altitude balloon at
26 km during a SEP event on 16th February 1984, 44.6oS, 142.7oE). Positive and negative
relaxation time constants (τ+ and τ -) are shown on the upper left-hand axis, with correspond-
ing polar conductivities on the upper right-hand axis. Vertical electric field, Ez is shown on
the lower left-hand axis. The vertical line at 0910UT denotes the start of the solar energetic
particle event. Reprinted from Holzworth et al. (1987), with permission from Wiley.

Fig. 43 (a) Balloon profile of positive conductivity measured on 8th August 1972 (solid line)
after solar flares on 2nd, 4th and 7th August 1972, compared to profiles measured during quite
sun conditions (crosses and triangles). (b) Balloon profiles of positive and negative conductivity
measured during quite and active solar conditions. Lines represent active solar conditions,
measured on 14th April 1978 after a series of solar flares on the 10th and 11th April 1978
(solid line positive conductivity, dashed line negative conductivity), whilst shapes represent
quiet solar conditions (crosses positive and triangles negative conductivity). All profiles were
measured over Germany. Taken from Gringel (1978).
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and supported by model simulations of the August 1972 SEP event by Reagan et al.

(1983) and Tzur et al. (1983), the largest changes in GEC parameters (10% in VI , Jz
and PG) are related to the change in GCR flux during the Forbush decrease, with little

effect of the SEP event on the GEC.

One coupling mechanism that could be influenced by SEP events is the response

of the thunderstorm generator part of the GEC. The GEC current is dependent on

stratospheric/mesospheric resistance above a thunderstorm, which varies with ioniza-

tion rate (Markson 1978). Increases in ionization rate from SEPs penetrating to low

latitudes (> several hundred MeVs) can potentially decrease the resistance above thun-

derstorms sufficiently to increase the upward charging current to the ionosphere. Model

calculations by Farrell and Desch (2002) find that during large SEP events, this can

occur, in turn affecting Jz as well as the surface electric field, however, changes in PG

for even the biggest SEP events are only expected to be of the order of 5%.

3.3.6 GCR and lightning

Energetic GCR may directly trigger lightning through a mechanism known as “runaway

breakdown”, when electrons are accelerated to relativistic energies by a high electric

field, and lose some of their energy by ionization (and also Bremsstrahlung, when

gamma-rays are emitted which are detected as “Terrestrial Gamma Ray Flashes”). If

the electrons generated are energetic enough, then an electron avalanche develops lead-

ing to breakdown (Roussel-Dupré et al. 2008). This mechanism needs a single electron

of energy 1–10 keV to start the breakdown, which can be provided by GCR. The elec-

tric fields needed to start runaway breakdown are an order of magnitude lower than

the 2 MVm−1 needed to initiate conventional breakdown. This, and the paucity of

observations of adequate electric fields in thunderclouds for conventional breakdown,

has led to the suggestion that lightning is triggered by electrons from GCR initiating

runaway breakdown (Roussel-Dupré et al. 2008). Further evidence for the existence of

runaway breakdown is provided by the numerous recent observations of energetic pho-

tons from thunderstorms, which are predicted by runaway breakdown theory (Gurevich

and Zybin 2005).

If this mechanism is a significant source of lightning, there should be a positive

relationship between GCRs and lightning. However, studies investigating this effect

are difficult and often inconclusive due to the high levels of natural variability in

thunderstorm occurrence and lightning flash rates (Schlegel et al. 2001). There are

also difficulties with obtaining reliable and consistently calibrated lightning data. In a

study using 16 years of lightning data over the USA, Chronis (2009) found that light-

ning activity dropped 4-5 days after a Forbush decrease in GCRs. He also identified

a positive correlation between lightning and GCRs during the winter. Although these

effects are of the right sign to support a GCR-lightning triggering mechanism, clearly

more work is needed, in particular to understand the timescales involved.

In summary, although evidence of a solar influence on atmospheric electrical pa-

rameters exists, the solar-electrical coupling mechanisms are not well understood. Over

longer timescales such as the 11-year solar cycle, the sign of the relationship between

cosmic ray ionization, Rc and Jz is as expected from theory. The magnitude of the

effect and the exact mechanisms acting are not as well understood. GCRs ionization

changes by 10% over a solar cycle, which, based on a simple consideration of Eq. 18,
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would lead to a 5% drop in columnar resistance. The work reported in Section 3.3 above

shows that the response is several times larger than expected, implying the GEC is

acting as an amplifier. More data is needed at different geomagnetic latitudes to cor-

roborate this finding, but if it is global, one explanation for the amplification could be

that GCR affect both the “fair weather” and “disturbed weather” parts of the global

circuit. In the first case this is through generation of conduction currents, and in the

other, through direct triggering of lightning.

On shorter timescales, EPs generate a multitude of effects, of which the atmospheric

electrical responses can be divided into several components:

1. Response to increased SEP flux. This increases ionization, usually only at high lati-

tudes. GLEs are a subset of the strongest SEP events, that precipitate particles down

to the surface.

2. Response to Forbush decrease in GCRs flux. This decreases ionization globally.

3. Response to precipitation of particles from the radiation belts during geomagnetic

storms.

4. Change in GCRs cutoff rigidity during geomagnetic storms. This may only be a

locally detectable effect.

5. Downward mapping of ionospheric electric fields associated with solar wind/magnetosphere

dynamo, generally only at high latitudes.

Each of these components has its own distinctive features, and every event is a

complicated superposition of these disturbances. Local effects add further variability,

although they can be averaged or minimised with careful data analysis. To more fully

understand the effects of solar influences on the GEC, more measurements of atmo-

spheric electrical responses to short term solar perturbations are required, with high

temporal resolution measurements, over a wide range of geomagnetic latitudes. Further

work is required to understand the role of changes in the source term (thunderstorm

current generation), load term (columnar resistance), and load term spatial variation

(geomagnetism) all of which are likely to contribute to the observed changes in atmo-

spheric electrical parameters.
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3.4 Clouds

3.4.1 Mesospheric clouds

The clouds occurring at the greatest heights in the atmosphere are mesospheric clouds,

at about 80 km. They consist of ice, and their presence depends on the water vapour

present despite the ultra-low humidity environment of the mesosphere. For the ice par-

ticles to nucleate, the atmospheric conditions must be very cold, which means they are

most common in polar regions, and when the mesosphere is coldest. Some mesospheric

clouds become visible from the surface at mid- to high latitudes after sunset, when

they are illuminated by sunlight from below the horizon, and are known as noctilucent

clouds (NLC). NLC nucleate initially in the summer mesopause, sedimenting until they

dissipate by sublimation. NLC were probably first observed from the late eighteenth

century (Fogle and Haurwitz 1966) perhaps in 1885 or 1886 (Dalin et al. 2012), which,

despite changes in observing practices, therefore provides some long term information

on their occurrence. Satellite observations for up to about the past 30 years have also

become available (Shettle et al. 2009) which utilise ultraviolet backscatter for detection

of polar mesospheric clouds.

Figure 44 shows a 43 year time series of the number of nights during which NLC

were observed from the UK and Denmark, as tabulated by Kirkwood et al. (2008).

For both the total NLC incidence and that of the brightest nights, an approximately

11-year cycle is evident. This cycle is in antiphase with the solar cycle, as observed

using the 10.7 cm wavelength solar radio noise (Fig. 44b). This variation has been

explained as resulting from breakdown of water molecules by the ultraviolet (EUV)

component of the solar radiation. This is supported by the anti-correlation between

polar mesospheric clouds and the solar Lyman-alpha irradiance (DeLand et al. 2003).

Hence, during solar maximum when EUV flux is greatest, much reduced molecular

water is available and NLC become rarer. Kirkwood et al. (2008) report a lag of 13-17

months between NLC occurrence maxima and the 10.7 cm solar radio flux, and find

that, by allowing for this and the duration of the summer conditions, that 40% of

the year to year variation in NLC numbers can be explained. The study of satellite

data from 1978–1992 of DeLand et al. (2003) found a 0.5 year phase lag for Northern

Hemisphere polar mesospheric cloud data, but no lag in the Southern Hemisphere.

In the context of energetic particle effects, however, the anti-phase variation of NLC

occurrence with the solar cycle indicates an in-phase variation with galactic cosmic rays.

Figure 44 accordingly shows the Oulu neutron counter variation during the same time

interval. The possibility of aerosol formation from cosmogenic ions at 90 km has previ-

ously been suggested (Witt 1969), which has some support from the short-timescale of

NLC disappearance associated with geomagnetic disturbance (Arnold 1980a). Distin-

guishing between cosmic ray and solar ultra-violet effects within atmospheric variability

is a general problem confronting the understanding solar-influenced processes in the

troposphere (Harrison and Tammet 2008). This may be aided by the new range of

parameters encountered from the decrease in solar activity currently occurring (Lock-

wood et al. 2011). A more direct effect of energetic particles is now understood to arise

from solar proton events (SPEs), during which the NLC occurrence rate decreases. For

example, a reduction in the NLC occurrence rate exceeding the background variability

was observed during SPE of January 2005 (von Savigny et al. 2007). The NLC reduction

is now understood to result from an associated increase in mesospheric temperatures

(Winkler et al. 2012).
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Fig. 44 (a) Number of nights annually on which noctilucent clouds (NLC) were observed over
the UK (excluding northern Ireland) or Denmark (Kirkwood et al. 2008), with the number of
nights classified as “bright” marked with the dashed line. (b) Solar radio output at 10.7 cm
(in solar flux units, 1 SFU = 10−22 m−2 Hz−1), and (c) Oulu neutron counts, for the same
interval.

3.4.2 Stratospheric clouds

The absence of appreciable water vapour in the stratosphere largely prevents cloud

formation, but thin, nacreous clouds, which are almost invisible from the surface do

form as a result of local cooling from upward-propagating gravity waves or flow over

mountains. The synoptic-scale of polar stratospheric clouds can fill essentially the whole

polar vortex area. Stratospheric clouds at the poles, however, receive close attention,

because of their role in generating active chlorine which leads to ozone depletion. Polar

stratospheric clouds (PSC) are classified according to their composition: PSC Type 1

contain nitric acid and in some cases sulphuric acid as well as water or ice, and PSC

Type 2 consist solely of ice. Cosmic ray ionization has been suggested to initiate the

freezing which forms large nitric acid trihydrate (NAT) particles (Yu 2004), through the

reorientation of polar solution molecules into the crystalline configuration with strong

electric fields. Polar stratospheric aerosols may also be affected by major solar proton

events. It was found that major SEP/GLE events during January 2005 (Mironova et al.

2008, 2012) and during September 1989 (Mironova and Usoskin 2013) may have led to

formation of new particles and/or growth of preexisting ultrafine particles in the polar

stratospheric region. The extra aerosol mass formed under the decreasing temperature
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allows attributing most of the changes. The continuation of study of SEP/GLE events

of July 2000, April 2001 and October 2003 suggests that an enhancement of ionization

rate by a factor of about two in the polar region with night/cold/winter conditions can

lead to the formation/growing of aerosol particles in the altitude range of 10–25 km

(Mironova and Usoskin 2014).

3.4.3 Troposphere

Any responses in clouds to energetic particles within the lower troposphere are, in prin-

ciple, of great interest because of their importance to the planetary radiative balance.

Gray et al. (2010) review some of the observational studies which argue for and against

this possibility of a CR effect on clouds. In general, various different methods of cloud

observation (global satellite, surface radiometers, manual observation or cloud prox-

ies such as the diurnal temperature range) have been compared with neutron counter

time series, and statistical relationships extracted (e.g., Marsh and Svensmark 2000).

Because solar irradiance and GCRs vary closely together, attention has been focussed

on specific signatures unique to cosmic rays, in particular Forbush decreases, in an at-

tempt to study changes dominated by cosmic ray changes. A range of results have been

found, such as no global cloud effect (Calogovic et al. 2010), a combination of aerosol

and cloud transient responses in response to selected Forbush events (Svensmark et al.

2009) and weak cloud property responses in limited areas (Kristjánsson et al. 2008).

As Forbush decreases are rare, many events must be averaged together if their effects

are to overcome natural variability in clouds (Harrison and Ambaum 2010). Accom-

panying some Forbush decreases however, there are also precursory changes in total

solar irradiance (Laken et al. 2011), which potentially complicate their conventional

interpretation as events unique to cosmic rays. Although on average these changes in

irradiance are proportionally small (∼0.03%) compared with the Forbush decreases,

see Fig. 45, some irradiance changes can, individually, be greater, especially for large

Forbush decreases. As direct (“Wilson”) nucleation of droplets cannot occur at the

water super-saturation levels of the troposphere, and a spontaneous freezing response

of supercooled water droplets to CRs is not observed under laboratory conditions (See-

ley et al. 2001), two physical frameworks have instead been suggested which do offer

potentially plausible mechanisms linking cosmic rays and clouds (Carslaw et al. 2002).

They consider non-thunderstorm clouds, as thunderstorms are intensively electrified,

but only occur over a small fraction of the planet’s surface. Smaller effects on the more

abundant clouds have been considered to be more likely to generate a global effect.

In the first of these mechanisms, (the “clear-air”) effect, cosmic ray induced ionization

(CRII) is considered to generate new ultrafine aerosol particles, which are assumed to

contribute to the formation of clouds as cloud condensation nuclei (CCN), and in the

second (the “near-cloud”) effect, charging at cloud edges influences cloud microphysical

processes and, in turn, cloud properties.

Clear-air effect

Experimental work continues to investigate the role of ions in the formation of new

atmospheric particles at low ionization rates and trace gas concentrations. For exam-

ple, Enghoff et al. (2011) have used an electron beam to generate ions for nucleation of
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sulphuric acid aerosol, and Kirkby et al. (2011) have shown that surface cosmic ray ion-

ization could substantially increase the nucleation rate of sulphuric acid and sulphuric

acid ammonia particles, by two to ten times in some circumstances. Model calculations

have not, however, demonstrated an appreciable effect on climate through this mech-

anism. Kazil et al. (2006) applied the Lovejoy model (Lovejoy et al. 2004) to average

ambient conditions appropriate to the troposphere over the oceans. These simulations

predicted negligible charged and neutral nucleation of H2SO4 and H2O in the tropical

lower troposphere, even in the absence of pre-existing aerosol, but, at mid-latitudes,

the charged nucleation exceeded neutral nucleation as long as the pre-existing aerosol

concentration was depleted, e.g. following precipitation. Kazil et al. (2006) estimated

an upper limit for the change in daily mean shortwave radiative forcing between solar

maximum and minimum from charged nucleation cloud cover changes, of 0.24 Wm−2.

Independently, Pierce and Adams (2009) found less than 0.1% change in CCN con-

centrations despite a 15% change in galactic cosmic rays during a solar cycle, which

is found to be equivalent to a change of 5 mWm−2 in solar radiation reflected from

clouds. Subsequently, Kazil et al. (2012) found asymmetry in hemispheric responses

to solar modulation of ions with peak values of 0.14 Wm2 in the southern and 0.06

Wm−2 in the northern mid-latitudes, and globally -0.05 Wm−2.

Near-cloud effect

The small radiative changes predicted from the clear air effect have increased atten-

tion on the near-cloud effect, through which droplets on the edges of horizontal layer

clouds become electrified from the conduction current flowing in the global atmospheric

electric circuit. The amount of charging is proportional to the gradient of droplets con-

centration and the conduction current density, Jc. Observations show that Jc varies

with CRII, as increased conductivity from increased cosmic ray ionization facilitates

increased current flow; in turn a modulation with cloud edge charging is expected.

Measurements support the existence of modest droplet charges, and even within strong

updrafts which are expected to reduce the peak charge through collisions, mean droplet

charges of ∼100 e (elementary charges) have been observed (Beard et al. 2004). Re-

cently, cloud edge measurements have been made directly using radiosondes (Nicoll

and Harrison 2010) and, using such techniques charging is apparent (Rycroft et al.

2012), yielding 10e per droplet. The charge effects on the cloud microphysics are still

being investigated, but they divide into effects concerned with particle (or droplet)

collection by other droplets, and droplet formation or evaporation. These effects may

also be combined, such as the evaporation of highly-charged droplets leaving highly-

charged particles with greatly enhanced collision efficiencies with other liquid droplets

(Tinsley 2000). In general, charge effects are likely only modifying the behaviour of

the smallest droplets and particles, because of the smaller proportional inertial effects.

For the first group of mechanisms, theory and experiments show that aerosol charging

considerably enhances the collection of aerosol by water droplets (Wang et al. 1978;

Tripathi et al. 2006), which, in the case of supercooled water clouds, could increase

freezing by enhancing the rate of contact nucleation (Tinsley et al. 2000). For the sec-

ond mechanism, Harrison and Tammet (2008) suggest that droplet charging facilitates

droplet formation by inhibiting evaporation.

Figure 46 summarizes these different mechanisms schematically, and provides an

indication of the charge levels required to affect the cloud process concerned, each of
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Fig. 45 Composites (thick lines) of changes in Climax neutron counter (a) and (b) the Total
Solar Irradiance (TSI) formed on changes of 5% or greater in the neutron counter data, sepa-
rated by at least 10 days. In (a) the individual events are shown as grey lines, with the thick
line the mean; in (b) the thick line is again the mean, but with the grey band representing
95% confidence limits on the mean. The TSI data in the figure are from PMOD/WRC, Davos,
Switzerland (version 24, (Fröhlich and Lean 1998)) include unpublished data from the VIRGO
Experiment on the cooperative ESA/NASA Mission SOHO. The Climax neutron counter was
supported by National Science Foundation Grant ATM-9912341.

which is effectively considered in isolation. It should be noted that, in a real cloud, these

and many other processes occur simultaneously, in competition, hence this approach is

for comparison purposes only. In Fig. 46(a), the charge effect on the droplet evaporation

is evaluated. This is presented in terms of critical supersaturation, which expresses the

local water vapour concentration needed for a droplet to grow rather than evaporate. If

the critical supersaturation is reduced, such as through charging, the droplet becomes

stable with a smaller critical supersaturation. It is apparent that, even for the pure

droplets considered to maximize the effect, charging of at least 100 e per droplet is

required for an effect.

Particle and droplet collection can be appreciably influenced by small amounts

of charge as the electrostatic force can dominate over inertial forces at short ranges.

Collision efficiency quantifies how readily a collision occurs between a drop (or particle)

as it moves in the flow field around another object, by measuring how far off axis the

moving particle can begin moving, yet still be captured. Deriving this quantity requires

repeated trajectory calculations (Wang et al. 1978; Klimin et al. 1994; Tinsley et al.

2000) to determine the boundary between capture and loss. For collection of charged

particles by droplets (Fig. 46b), the collision efficiency with submicron particles can
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of charge (adapted from Rycroft et al. (2012)), with schematic interactions of neutral droplets
(grey), charged droplets (larger circles, blue and red), and charged aerosol (smaller circles,
blue and red). (a) Droplet formation. Plot shows variation of critical supersaturation (the
supersaturation at which a droplet becomes activated, and grows) with droplet charge, for a
pure water droplet containing 2.5·10−21kg of sodium chloride (from Harrison and Ambaum
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charge (Tripathi et al. 2006). (c) Droplet collection. Plot shows collision efficiency between
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et al. 1994).
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be increased by about an order of magnitude for ∼50 e per particle. But for droplet-

droplet interactions, when both droplets are small (∼ micron size or smaller), only

a few elementary charges are needed. Their collision efficiency is greatly enhanced

if the charges on interacting droplets are of opposite signs; the very large collision

efficiency values shown result from the formulation of collision efficiency, when droplets

are deflected well away from their otherwise independent motions by the electrostatic

attraction. These effects fall off rapidly with increasing droplet size. A cloud droplet

population model is needed for the electrostatic effects to be evaluated simultaneously

with other droplet and particle interactions rather than in isolation, and thereafter to

allow the radiative effect on the cloud to be evaluated. Even so, it is clear from these

considerations that there are processes which, in principle, can be affected by modest

amounts of charge, associated with cosmic influences on atmospheric ionization.
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4 SUMMARY

In this section we distil the discussions of the previous sections into tables to summarise

the state of our knowledge. These tables attempt to represent the state of knowledge

of the different effects of energetic particles on processes throughout the atmosphere.

The definitions used in the tables are also summarised after the tables.

SUMMARY Table 2 considers the energetic particles effect on the thermospheric

and mesospheric layers of the atmosphere. Here we summarize effects of electrons and

SEPs on the chemistry of these layers. The role of auroral electrons as well as SEPs

in the chemistry of these layers is well established. However, understanding the role of

radiation belt electrons remains unresolved. In the thermosphere, precipitating auroral

electrons generate reactive nitrogen, as confirmed by observations and models. Pro-

duction of NOx and HOx by solar proton events is also well-established theoretically

and observationally. However production of HOx is observed only indirectly by the

subsequent ozone loss during the event. However, this ozone loss is generally very well

reproduced by models including the HOx production parameterized due to Solomon

et al. (1981). The chemical role of radiation belt electrons in the mesosphere is rarely

observed and there is also no realistic model study of these effects because the ionization

rates required are unknown. Downward propagation of NO produced from energetic

particles is observed, but not well understood. Models do not reproduce this propa-

gation quantitatively and the dynamical coupling is not well understood, especially

that following a large stratospheric warming. The quantitative amount of stratospheric

ozone loss is therefore still uncertain. Downward propagation of NO produced by en-

ergetic particles may nevertheless be important for climate, with a potential effect on

the polar surface temperature.

SUMMARY Table 3 concentrates on the energetic particle effect on the strato-

spheric layer of the atmosphere. Effects of electrons, SEPs as well as GCRs on the polar

vortex are summarised, together with effects on stratospheric aerosol, polar strato-

spheric clouds and chemical effects of cosmic rays. The ionization effect of energetic

particles mostly occur for regions where ozone destruction leads to cooling of the polar

vortex, with the possibility of an effect on the Arctic Oscillation. There may also be an

indirect link to climate because of an associated effect on polar surface temperature.

Stratospheric aerosol and polar stratospheric clouds can also be affected by ionization

generated from major SEPs or GLEs, with associated effects on temperature. In the

stratosphere ionization from GCRs is a source of chemical changes. Nitric acid pro-

duction during polar winters can affect polar clouds and lead to indirect influences on

climate.

SUMMARY Tables 4 to 7 provide an assessment of troposphere responses, and

specifically that of tropospheric clouds to cosmic rays and cosmogenic ions.

SUMMARY Table 4 concentrates on energetic particles’ effects on the tropo-

spheric atmosphere through the direct effect infrared influence on cluster ions. This

may generate a radiative effect which is global in extent but currently is unquanti-

fied. Some models studies (Calisto et al. 2012; Semeniuk et al. 2011) also show NO

production arising from GCRs ionization, which may impact on climate.

Effects of the EPs on atmospheric electricity can occur through cosmic ray trigger-

ing of lightning and conductivity changes which affect the global atmospheric electric

circuit.

SUMMARY Tables 5 to 7 concentrate on the GCRs and global atmospheric

electric circuit effect on clouds, which principally concerns the troposphere, considered
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at length in Section 3.4.3. The theory of GCRs triggering of lightning is well-established,

see Section 3.3.6, suggesting a positive relationship between cosmic rays and lightning.

However there is not yet robust evidence for this effect - in part because of the short

length of the data record from stable lightning detection networks - and some studies

are contradictory. A GCR effect on the global atmospheric electric circuit is suggested

from evidence on solar cycle and daily timescales. Taken together, the atmospheric elec-

trical pathways may lead to an impact on global production of NOx, O3 from lightning

and through an indirect radiative effect by modulation of clouds. All these effects are,

however, mostly contentious, or even controversial, and of unknown magnitude.

Definitions used in the Tables below

(See SUMMARY Tables 2– 7)

Well established - theory and observations confirm the presence of the effect quantita-

tively; Observed - observations support the existence of an effect; Expected from theory

- accepted theory predicts the effect; Probable - Theory or physical reasoning is likely

to explain a hypothesized or observed effect; Possible - Theory or physical reasoning

indicates there should be an effect, without confirmatory observations; Suggested - pos-

tulated concept which lacks detailed theory or confirmatory observations; Contentious

- constructively discussed effect under active debate; Controversial - strongly differing

opinions held which are yet to be resolved; Unlikely - theory or physical reasoning

yields a low likelihood of an effect occurring; Not known - investigations from basic

theory or observations remain to be made.



92

T
a
b
le

2
S
U
M
M
A
R
Y

T
a
b
le.

A
ssessm

en
t
o
f
lo
w
er

th
erm

o
sp

h
ere

a
n
d

m
eso

sp
h
ere

a
tm

o
sp

h
eric

resp
o
n
ses

to
en

erg
etic

p
a
rticles

a
n
d

co
sm

ic
ra
y
s
w
ith

p
o
ssib

le
clim

a
te

relev
a
n
ce.

T
O
P
IC

A
S
P
E
C
T

A
S
S
E
S
S
M

E
N
T

C
O
M

M
E
N
T

IM
P
O
R
T
A
N
C
E

fo
r
C
L
IM

A
T
E

L
O
W

E
R

T
H
E
R
M

O
S
P
H
E
R
E

A
N
D

M
E
S
O
S
P
H
E
R
E

C
h
em

ica
l
eff

ects
o
f

a
u
ro
ra
l
a
n
d
m
a
g
n
eto

sp
h
eric

electro
n
s
a
n
d
so
la
r
p
ro
to
n
s

p
recip

ita
tio

n
(see

S
ectio

n
3
.2
)

S
ig
n
ifi
ca

n
t
O
H

p
ro
d
u
ctio

n
a
b
o
v
e
7
0
k
m

a
ltitu

d
e
a
n
d
v
ery

sm
a
ll

N
O

x
p
ro
d
u
ctio

n
in

th
e
u
p
p
er

stra
to
sp

h
ere.

O
b
serv

ed
Im

p
a
ct

o
n
th

e
m
eso

sp
h
ere

a
n
d
stra

to
sp

h
ere

is
still

u
n
certa

in
A
u
ro
ra
l
electro

n
p
recip

ita
tio

n
g
en

era
tes

rea
ctiv

e
n
itro

g
en

in
th

e
th

erm
o
sp

h
ere

W
ell

esta
b
lish

ed
C
o
n
fi
rm

ed
b
y
o
b
serv

a
tio

n
s

a
n
d
m
o
d
el

resu
lts

N
O

x
a
n
d
H
O

x
a
re

p
ro
d
u
ced

b
y

so
la
r
p
ro
to
n
ev

en
ts

in
th

e
m
eso

sp
h
ere

a
n
d
stra

to
sp

h
ere

W
ell

esta
b
lish

ed
C
o
n
fi
rm

ed
b
y
o
b
serv

a
tio

n
s

a
n
d
m
o
d
el

resu
lts

D
o
w
n
w
a
rd

p
ro
p
a
g
a
tio

n
o
f
N
O

p
ro
d
u
ced

fro
m

en
erg

etic
p
a
rticles

(see
S
ectio

n
3
.2
)

N
O

x
p
ro
d
u
ced

in
th

e
lo
w
er

th
erm

o
sp

h
ere,

m
eso

sp
h
ere

a
n
d
u
p
p
er

stra
to
sp

h
ere

a
re

a
b
le

to
p
en

etra
te

d
o
w
n
to

th
e
stra

to
sp

h
ere

P
ro
b
a
b
le

T
h
ere

a
re

o
b
serv

a
tio

n
s

a
n
d
m
o
d
el

resu
lts.

T
h
ey

a
g
ree

q
u
a
lita

tiv
ely

w
ell,

b
u
t
n
o
t
q
u
a
n
tita

tiv
ely.

T
h
e
eff

ect
o
ccu

rs
m
o
stly

d
u
rin

g
p
o
la
r
n
ig
h
t

a
n
d
d
ep

en
d
s
o
n
th

e
sta

te
o
f
p
o
la
r
v
o
rtex

.
P
o
ten

tia
l
eff

ect
o
n
p
o
la
r
su

rfa
ce

tem
p
era

tu
re

N
O

x
a
n
d
H
O

x
en

h
a
n
ce

o
zo

n
e
d
ep

letio
n

in
th

e
m
id
d
le

a
tm

o
sp

h
ere

W
ell

esta
b
lish

ed
T
h
ere

a
re

o
b
serv

a
tio

n
s

a
n
d
m
o
d
el

resu
lts



93

T
a
b
le

3
S
U
M
M
A
R
Y

T
a
b
le
.
A
ss
es
sm

en
t
o
f
st
ra
to
sp

h
er
e
a
tm

o
sp

h
er
ic

re
sp

o
n
se
s
to

en
er
g
et
ic

p
a
rt
ic
le
s
a
n
d
co

sm
ic

ra
y
s
w
it
h
p
o
ss
ib
le

cl
im

a
te

re
le
v
a
n
ce
.

T
O
P
IC

A
S
P
E
C
T

A
S
S
E
S
S
M

E
N
T

C
O
M

M
E
N
T

IM
P
O
R
T
A
N
C
E

fo
r
C
L
IM

A
T
E

S
T
R
A
T
O
S
P
H
E
R
E

P
o
la
r
v
o
rt
ex

(s
ee

S
ec
ti
o
n
3
.2
)

O
zo

n
e
d
ep

le
ti
o
n
le
a
d
s
to

co
o
li
n
g

o
f
p
o
la
r
v
o
rt
ex

in
te
ri
o
r
a
n
d
a
cc
el
er
a
ti
o
n

o
f
p
o
la
r
n
ig
h
t
je
t

P
ro
b
a
b
le

P
re
d
ic
te
d
b
y
re
su

lt
s

o
f
so
m
e
m
o
d
el
s

P
o
te
n
ti
a
l
eff

ec
t

o
n
p
o
la
r
su

rf
a
ce

te
m
p
er
a
tu

re
A
cc
el
er
a
ti
o
n
o
f
th

e
p
o
la
r

v
o
rt
ex

le
a
d
s
to

p
o
si
ti
v
e
sh

if
t

o
f
th

e
A
rc
ti
c
O
sc
il
la
ti
o
n

(A
O
)
p
h
a
se

P
ro
b
a
b
le

P
re
d
ic
te
d
b
y
re
su

lt
s

o
f
so
m
e
m
o
d
el
s;

m
ec
h
a
n
is
m

u
n
cl
ea

r
S
tr
a
to
sp

h
er
ic

a
er
o
so
l

(s
ee

S
ec
ti
o
n
3
.4
.2
)

F
re
ez
in
g
o
f
st
ra
to
sp

h
er
ic

a
er
o
so
ls

(n
it
ri
c
a
ci
d
tr
ih
y
d
ra
te

(N
A
T
)

p
a
rt
ic
le
s)

S
u
g
g
es
te
d

O
b
se
rv
ed

in
la
b
o
ra
to
ry

fo
r
so
m
e
sy
st
em

s
E
ff
ec
t
th

ro
u
g
h
p
o
la
r
a
er
o
so
l

a
n
d
te
m
p
er
a
tu

re
d
ec
re
a
si
n
g

O
b
se
rv
ed

O
b
se
rv
ed

u
n
d
er

eff
ec
t

o
f
m
a
jo
r
S
E
P
/
G
L
E

ev
en

ts
In
fl
u
en

ce
o
n

p
o
la
r

st
ra
to
sp

h
er
ic

cl
o
u
d
s

C
h
em

ic
a
l
eff

ec
t

o
f
g
a
la
ct
ic

co
sm

ic
ra
y
s

(s
ee

S
ec
ti
o
n
3
.2
.3
)

N
O

x
a
n
d
H
O

x
a
re

p
ro
d
u
ce
d
b
y
G
C
R

in
th

e
lo
w
er

st
ra
to
sp

h
er
e/

/
u
p
p
er

tr
o
p
o
sp

h
er
e

P
o
ss
ib
le

P
re
d
ic
te
d
b
y
m
o
d
el

re
su

lt
s

N
it
ri
c
a
ci
d
p
ro
d
u
ct
io
n

(s
ee

S
ec
ti
o
n
3
.1
.2
)

P
ro
d
u
ct
io
n
o
f
n
it
ri
c
a
ci
d

fr
o
m

G
C
R

W
el
l

es
ta
b
li
sh

ed
S
o
u
rc
e
o
f
st
ra
to
sp

h
er
ic

n
it
ri
c
a
ci
d
,

w
h
ic
h
a
re

p
re
cu

rs
o
rs

o
f
p
o
la
r
st
ra
to
sp

h
er
ic

cl
o
u
d
s

In
fl
u
en

ce
o
n

p
o
la
r

st
ra
to
sp

h
er
ic

cl
o
u
d
s



94

T
a
b
le

4
S
U
M
M
A
R
Y

T
a
b
le.

A
ssessm

en
t
o
f
tro

p
o
sp

h
ere

a
tm

o
sp

h
eric

resp
o
n
ses

to
en

erg
etic

p
a
rticles

a
n
d
co

sm
ic

ra
y
s
w
ith

p
o
ssib

le
clim

a
te

relev
a
n
ce.

T
O
P
IC

A
S
P
E
C
T

A
S
S
E
S
S
M

E
N
T

C
O
M

M
E
N
T

IM
P
O
R
T
A
N
C
E

fo
r
C
L
IM

A
T
E

T
R
O
P
O
S
P
H
E
R
E

D
irect

eff
ect

o
f
co

sm
o
g
en

ic
io
n
s

(see
S
ectio

n
3
.1
.2
)

In
fra

-red
in
fl
u
en

ce
o
f
clu

ster
io
n
s

P
ro
b
a
b
le

R
a
d
ia
tiv

e
eff

ect
u
n
q
u
a
n
tifi

ed
.

E
x
p
ected

to
b
e
g
lo
b
a
l
in

ex
ten

t.
N
O

p
ro
d
u
ctio

n
b
y
en

erg
etic

p
a
rticles

(see
S
ectio

n
3
.2
.3
)

N
O

x
a
n
d
H
O

x
p
ro
d
u
ced

b
y
G
C
R

en
h
a
n
ce

o
zo

n
e
p
ro
d
u
ctio

n
in

th
e
tro

p
o
sp

h
ere

P
o
ssib

le
P
red

icted
b
y
m
o
d
el

resu
lts

E
ff
ect

o
n
p
o
la
r
su

rfa
ce

tem
p
era

tu
re

A
tm

o
sp

h
eric

electricity
(see

S
ectio

n
3
.3
)

C
o
sm

ic
ra
y

trig
g
erin

g
o
f
lig

h
tn

in
g

P
o
ssib

le
T
h
eo

ry
w
ell-esta

b
lish

ed
fo
r
lig

h
tn

in
g
trig

g
erin

g
b
y
co

sm
ic

ra
y
s.

E
x
istin

g
d
a
ta

a
n
a
ly
sis

su
g
g
estiv

e
o
f
a
p
o
sitiv

e
rela

tio
n
sh

ip
b
etw

een
co

sm
ic

ra
y
s

a
n
d
lig

h
tn

in
g
,
b
u
t
n
o
ro
b
u
st

ev
id
en

ce
a
n
d
so
m
e
stu

d
ies

co
n
tra

d
icto

ry
P
o
ten

tia
l
im

p
a
ct

o
n
g
lo
b
a
l
p
ro
d
u
ctio

n
o
f

N
O

x
a
n
d
O
zo

n
e,

a
n
d
in
d
irect

ra
d
ia
tiv

e
eff

ect
th

ro
u
g
h
m
o
d
u
la
tio

n
o
f
clo

u
d
s

C
o
sm

ic
ra
y
eff

ect
o
n
g
lo
b
a
l
a
tm

o
sp

h
eric

electric
circu

it
O
b
serv

ed
E
v
id
en

ce
o
n
so
la
r
cy

cle
tim

esca
les;

eff
ects

a
lso

o
b
serv

ed
o
n
tra

n
sien

t
(d

a
y
to

d
a
y
)
tim

esca
les



95

T
a
b
le

5
S
U
M
M
A
R
Y

T
a
b
le
.
A
ss
es
sm

en
t
o
f
cl
o
u
d
s
re
sp

o
n
se

to
en

er
g
et
ic

p
a
rt
ic
le
s
a
n
d
co

sm
ic

ra
y
s
w
it
h
p
o
ss
ib
le

cl
im

a
te

re
le
v
a
n
ce
.B

eg
in
n
in
g
.

T
O
P
IC

A
S
P
E
C
T

A
S
S
E
S
S
M

E
N
T

C
O
M

M
E
N
T

IM
P
O
R
T
A
N
C
E

fo
r
C
L
IM

A
T
E

C
L
O
U
D
S

C
o
sm

ic
ra
y

eff
ec
t
o
n
cl
o
u
d
s

(I
o
n
a
er
o
so
l

cl
ea

r
a
ir

eff
ec
t)

(s
ee

S
ec
ti
o
n
3
.4
.3
)

Io
n
-i
n
d
u
ce
d
n
u
cl
ea

ti
o
n

o
f
u
lt
ra
-fi
n
e
a
er
o
so
l

b
y
h
ig
h
en

er
g
y
p
a
rt
ic
le
s

O
b
se
rv
ed

M
a
n
y
o
b
se
rv
a
ti
o
n
s

o
f
ra
d
io
ly
ti
c
a
n
d
G
C
R

g
en

er
a
ti
o
n
o
f

u
lt
ra
fi
n
e
p
a
rt
ic
le
s

M
o
d
el
li
n
g
st
u
d
ie
s

u
n
d
er

o
p
ti
m
is
ti
c
a
ss
u
m
p
ti
o
n
s

o
n
ly

sh
o
w

a
sm

a
ll

(<
0
.1

W
m

−
2
)
p
o
ss
ib
le

ra
d
ia
ti
v
e
eff

ec
t

G
ro
w
th

o
f
u
lt
ra
-fi
n
e

co
sm

o
g
en

ic
a
ll
y

p
ro
d
u
ce
d
a
er
o
so
l
to

cl
o
u
d

co
n
d
en

sa
ti
o
n
n
u
cl
ei

C
o
n
te
n
ti
o
u
s

O
b
se
rv
a
ti
o
n
s
o
f
co

m
p
le
te

(o
r
p
a
rt
ia
l)

fo
rm

a
ti
o
n
p
ro
ce
ss

fr
o
m

u
lt
ra
fi
n
e
p
a
rt
ic
le
s

to
C
C
N

n
o
t
y
et

m
a
d
e

in
a
tm

o
sp

h
er
ic

co
n
d
it
io
n
s

E
ff
ec
t
o
n
cl
o
u
d
s
fr
o
m

co
sm

o
g
en

ic
io
n
-i
n
d
u
ce
d
n
u
cl
ea

ti
o
n

C
o
n
tr
o
v
er
si
a
l

S
u
g
g
es
te
d
a
n
d
re
p
re
se
n
te
d

in
m
o
d
el

st
u
d
ie
s

b
u
t
n
o
t
co

n
fi
rm

ed
to

o
cc
u
r
in

th
e
a
tm

o
sp

h
er
e

E
ff
ec
t
o
n
p
re
ci
p
it
a
ti
o
n

fr
o
m

co
sm

o
g
en

ic
io
n
-i
n
d
u
ce
d
n
u
cl
ea

ti
o
n

N
o
t
k
n
o
w
n

D
ep

en
d
s
o
n
d
em

o
n
st
ra
ti
n
g

a
p
p
re
ci
a
b
le

eff
ec
t

o
n
C
C
N

p
ro
d
u
ct
io
n

o
r
IN

co
ll
ec
ti
o
n
,

a
n
d
th

en
su

b
se
q
u
en

t
eff

ec
t

o
n
p
re
ci
p
it
a
ti
o
n
p
ro
ce
ss
es



96

T
a
b
le

6
S
U
M
M
A
R
Y

T
a
b
le.

A
ssessm

en
t
o
f
clo

u
d
s
resp

o
n
se

to
en

erg
etic

p
a
rticles

a
n
d
co

sm
ic

ra
y
s
w
ith

p
o
ssib

le
clim

a
te

relev
a
n
ce.C

o
n
tin

u
e.

T
O
P
IC

A
S
P
E
C
T

A
S
S
E
S
S
M

E
N
T

C
O
M

M
E
N
T

IM
P
O
R
T
A
N
C
E

fo
r
C
L
IM

A
T
E

C
L
O
U
D
S

G
lo
b
a
l
a
tm

o
sp

h
eric

electric
circu

it
eff

ect
o
n
clo

u
d
s
(Io

n
a
ero

so
l

n
ea

r-clo
u
d
eff

ect)
(see

S
ectio

n
3
.4
.3
)

V
ertica

l
cu

rren
t
fl
o
w

th
ro
u
g
h
la
y
er

clo
u
d
s

O
b
serv

ed
G
lo
b
a
l
circu

it
ca

n
co

u
p
le

co
sm

ic
ra
y
ch

a
n
g
es

in
to

th
e
w
ea

th
er-p

ro
d
u
cin

g
reg

io
n
s
o
f
th

e
lo
w
er

tro
p
o
sp

h
ere

P
o
ten

tia
l
fo
r
g
lo
b
a
l

eff
ect

o
n

stra
tifo

rm
clo

u
d
s

E
lectrifi

ca
tio

n
o
f

la
y
er

clo
u
d
ed

g
es

O
b
serv

ed
E
lectrifi

ca
tio

n
a
t
a
b
o
u
t

1
0
e
to

1
0
0
e
ch

a
rg
es

p
er

d
ro
p
let

o
n
th

e
clo

u
d
ed

g
e

m
a
y
b
e
a
co

m
m
o
n
o
ccu

rren
ce

C
h
a
rg
e
eff

ect
o
n

d
ro
p
let

a
ctiv

a
tio

n
E
x
p
ected

fro
m

th
eo

ry
O
n
ly

d
ro
p
lets

w
ith

u
ltra

-lo
w

d
isso

lv
ed

sa
lt

co
n
cen

tra
tio

n
s,

ca
rry

in
g
>

1
0
0
e
ch

a
rg
es

w
ill

h
a
v
e

th
eir

critica
l

su
p
er-sa

tu
ra
tio

n
red

u
ced

C
h
a
rg
e
eff

ect
o
n
d
ro
p
let-d

ro
p
let

co
llisio

n
s

E
x
p
ected

fro
m

th
eo

ry
C
o
llisio

n
effi

cien
cy

b
etw

een
sm

a
ll
(
1
µ
m
)
d
ro
p
lets

a
re

sh
o
w
n

th
eo

retica
lly

to
b
e
en

h
a
n
ced

(o
r
red

u
ced

)
b
y
sm

a
ll
electrifi

ca
tio

n
(>

1
0
e
ch

a
rg
e)

C
h
a
rg
e
eff

ect
o
n

d
ro
p
let

sca
v
en

g
in
g
o
f
a
ero

so
l

O
b
serv

ed
L
a
b
o
ra
to
ry

m
ea

su
rem

en
ts

sh
o
w

in
crea

sed
co

llectio
n
o
f
ch

a
rg
ed

a
ero

so
l.

In
th

e
a
tm

o
sp

h
ere,

in
crea

sed
co

llectio
n
o
f

electrifi
ed

a
ero

so
l
a
lso

ca
p
a
b
le

o
f
ice

n
u
clea

tio
n
m
a
y

in
crea

se
ice

fo
rm

a
tio

n
in

su
p
erco

o
led

clo
u
d
s



97

T
a
b
le

7
S
U
M
M
A
R
Y

T
a
b
le
.
A
ss
es
sm

en
t
o
f
cl
o
u
d
s
re
sp

o
n
se

to
en

er
g
et
ic

p
a
rt
ic
le
s
a
n
d
co

sm
ic

ra
y
s
w
it
h
p
o
ss
ib
le

cl
im

a
te

re
le
v
a
n
ce
.C

o
n
ti
n
u
e.

T
O
P
IC

A
S
P
E
C
T

A
S
S
E
S
S
M

E
N
T

C
O
M

M
E
N
T

IM
P
O
R
T
A
N
C
E

fo
r
C
L
IM

A
T
E

C
L
O
U
D
S

C
o
sm

o
g
en

ic
a
ll
y
-

in
d
u
ce
d
fr
ee
zi
n
g

(s
ee

S
ec
ti
o
n
3
.4
.2
)

F
re
ez
in
g
o
f

su
p
er
co

o
le
d
d
ro
p
le
ts

b
y
io
n
iz
in
g
ra
d
ia
ti
o
n

U
n
li
k
el
y

L
a
b
o
ra
to
ry

ex
p
er
im

en
ts

h
a
v
e
n
o
t
sh

o
w
n
a
n
eff

ec
t

N
it
ri
c
a
ci
d

tr
ih
y
d
ra
te

fr
ee
zi
n
g

P
o
ss
ib
le

D
en

it
ri
fi
ca

ti
o
n
o
f
lo
w
er

st
ra
to
sp

h
er
e

a
n
d
a
ss
o
ci
a
te
d
o
zo

n
e
d
es
tr
u
ct
io
n

N
o
ct
il
u
ce
n
t
cl
o
u
d
s

(s
ee

S
ec
ti
o
n
3
.4
.1
)

In
fl
u
en

ce
o
f
co

sm
ic

ra
y
s

U
n
li
k
el
y

O
cc
u
rr
en

ce
o
f
n
o
ct
il
u
ce
n
t
cl
o
u
d
s

co
rr
el
a
te
s
p
o
si
ti
v
el
y
w
it
h
G
C
R
,

b
u
t
th

o
u
g
h
t
to

o
ri
g
in
a
te

fr
o
m

a
n
in
v
er
se

re
sp

o
n
se

to
so
la
r
E
U
V

v
a
ri
a
ti
o
n
s

In
fl
u
en

ce
o
f

so
la
r
p
ro
to
n
ev

en
ts

P
o
ss
ib
le

C
o
m
p
le
x
p
h
y
si
ca

l
p
ro
ce
ss
es

re
m
a
in

to
b
e
u
n
ra
v
el
le
d



98

Abbreviations used in the manuscript

ACR - anomalous cosmic ray

CR - cosmic ray

CRAC - cosmic ray atmospheric cascade

CME - coronal mass ejection

CRII - cosmic rays induced ionization

CIR - corotating interaction region

CCN - cloud condensation nucleair

CCM - chemistry climate model

CGL - corrected geomagnetic latitude

EAS - extensive air showers

EPP - energetic particle precipitation

EPPs - energetic precipitating particles

EP - energetic particle

EEP - energetic electron precipitation

EMIC - electromagnetic ion cyclotron

EUV - extreme ultraviolet

GCR - galactic cosmic ray

GLE - ground level enhancement

GMIR - global merged interaction region

GEC - global electrical circuit

HCS - heliospheric current sheet

IMF - interplanetary magnetic field

NM - neutron monitor

NLC - noctilucent clouds

PSC - Polar stratospheric clouds

REP - relativistic electron precipitation

SA - solar activity

SCR - solar cosmic ray

SEP - solar energetic partcile

SPE - solar proton event

(SEPs event ≡ SPE ≡ SCRs)
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D.A. Plummer, E. Rozanov, J.F. Scinocca, D. Smale, H. Teyssèdre, M. Toohey, W. Tian,
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