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Summary We consider a finite element approximation of the sixth or-
der nonlinear degenerate parabolic equationut = ∇.( b(u)∇∆2u), where
genericallyb(u) := |u|γ for any givenγ ∈ (0,∞). In addition to showing
well-posedness of our approximation, we prove convergencein space di-
mensionsd ≤ 3. Furthermore an iterative scheme for solving the resulting
nonlinear discrete system is analysed. Finally some numerical experiments
in one and two space dimensions are presented.

Mathematics Subject Classification (1991):65M60, 65M12, 35K55, 35K65,
35K35

1 Introduction

Degenerate diffusion problems of the typeut = (−1)k∇.(|u|γ∇∆ku), for
givenγ ∈ (0,∞) and nonnegative integerk, occur in mathematical models
of many physical processes. The second order case,k = 0, leading to the
porous medium equation has been widely studied by analysts and numerical
analysts. Several mathematical models in fluid dynamics andmaterial sci-
ence have lead to the fourth order case (k = 1); e.g. lubrication approxima-
tion for thin viscous films (γ = 3), Hele Shaw flow and the Cahn-Hilliard
equation with degenerate mobility (γ = 1). Over the last decade there has
been a huge amount of work among analysts on this fourth ordercase, see
the survey paper [7]. From the numerical analyst viewpoint,there has been
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very little work on this fourth order problem. A fully practical finite element
approximation based on a variational inequality formulation was proposed
and analysed in [4]. For extensions of this approach to degenerate fourth or-
der systems arising in Cahn-Hilliard models of phase separation, see [5,6,
3]. Schemes making use of entropy type estimates have also been proposed
and analysed for the fourth order problem in [16] and [12]. The sixth order
case,k = 2, with γ = 3 arises in a mathematical model of the oxidation
of silicon in superconductor devices, see [13]. As stated there, withγ = 3
the casek = 2 is in the hierarchy of degenerate nonlinear parabolic equa-
tions describing the motion of thin viscous droplets under different driving
forces: gravity (k = 0), surface tension (k = 1) and an elastic plate (k = 2).
There are a few papers which include numerical experiments on the sixth
order case, see for example [11]. This was restricted to one space dimen-
sion and moreover no attempt was made to analyse their finite difference
approach. Our goal in this paper is to develop and analyse a fully practical
scheme that works in all space dimensions. Our proposed scheme is the
natural extension of the scheme for the corresponding fourth order problem
in [4].

We consider the initial boundary value problem for the sixthorder case,
k = 2: (P) Find a functionu : Ω × [0, T ]→ R such that

∂u
∂t = ∇.(b(u)∇∆

2u) in ΩT := Ω × (0, T ), (1.1a)

u(x, 0) = u0(x) ≥ 0 ∀ x ∈ Ω, (1.1b)
∂u
∂ν =

∂∆u
∂ν = b(u)

∂∆2u
∂ν = 0 on ∂Ω × (0, T ); (1.1c)

whereΩ is a bounded domain inRd, d ≤ 3, with a Lipschitz boundary
∂Ω, ν is normal to∂Ω andT > 0 is a fixed positive time. To simplify our
presentation we restrict ourselves to the case

b(u) := |u|γ, γ ∈ (0,∞), (1.2)

but our results extend to more general mobilities of the formb(u) :=
b0(u)|u|

γ with a positive and sufficiently smoothb0.
Degenerate parabolic equations of higher order (k ≥ 1) exhibit some

new characteristic features which are fundamentally different to those for
second order degenerate parabolic equations. The key pointis that there is
no maximum or comparison principle for parabolic equationsof higher or-
der. This drastically complicates the analysis since a lot of results which are
known for second order equations are proven with the help of comparison
techniques. Related to this, is the fact that there is still no uniqueness result
known for such problems. Although there is no comparison principle, one
of the main features of these degenerate equations is the fact that one can
show existence of nonnegative solutions if given nonnegative initial data.
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This is in contrast to linear parabolic equations of higher order, where so-
lutions which are initially positive may become negative incertain regions.

Let us review what is known for problem (P). Existence of Hölder con-
tinuous nonnegative solutions to (P) in one space dimension(d = 1) has
been established in [8]. They used a very weak solution concept, which
basically says that a functionu solves (P) if for allη ∈ L2(0, T ;H1(Ω))

∫ T

0
〈∂u∂t , η〉 dt+

∫

{|u|>0}
b(u)∇∆2u∇η dx dt = 0. (1.3)

They showed that there exists a nonnegative solution

u ∈ L∞(0, T ;H2(Ω)) ∩C
1, 1
5

x,t (ΩT ) with ux ∈ C
1
2
, 1
12

x,t (ΩT ). (1.4)

As stated above, there is no uniqueness result for (P) and as far as we are
aware there are no other theoretical results on problem (P) in the literature.

In the caseγ = 1, (P) has a source type similarity solution

u(x, t) = 1

5040(t+ϑ)
1
7

[
ω2 − x2

(t+ϑ)
2
7

]3
+
, (1.5)

whereϑ andω are arbitrary positive constants, see [15]. Therefore, as to be
expected with such degenerate diffusion problems, there exist “strong” so-
lutions which have a finite speed of propagation property. This implies that
the boundaries of whereu is positive can be viewed as moving free bound-
aries. Hence, we require our numerical algorithm to be able to efficiently
resolve such free boundaries.

In order to formulate a fully practical finite element approximation of
problem (P), we extend the approach in [4] for the fourth order case by
introducing potentialsv andw. We then write the sixth order parabolic
equation as the system of equations

∂u
∂t = ∇.(b(u)∇w), w = −∆v, v = −∆u in ΩT .

On the discrete level, the nonnegativity of the approximation to u is not
guaranteed when we discretise the above system in a naive way. We there-
fore impose the nonnegativity of the discrete solution as a constraint. Using
a semi-implicit time discretisation we solve a discrete variational inequality
at each time step.

The layout of this paper is as follows. In§2 we formulate our finite ele-
ment approximation to (P) and prove its well-posedness, andderive stability
bounds. The above results are direct analogues of those established for the
corresponding fourth order problem in [4]. In§3 we establish convergence
of our approximation. Unlike the numerical approximationsof degenerate
fourth order problems, see [4,5,12,6,3], where convergence is only estab-
lished in one space dimension; we are able, by exploiting thefact that the
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operator is of higher order, to show convergence in all spacedimensions
(1 ≤ d ≤ 3) to a solutionu satisfying the solution concept (1.3) of [8].
This, in particular, extends the existence and regularity results of [8] from
one space dimension to higher space dimensions.

In §4 we introduce an algorithm, based on the general splitting algo-
rithm of [14], to solve the discrete variational inequalityat each time level.
Moreover, we prove convergence of this algorithm. Finally in §5 we present
some numerical computations in one and two space dimensions.

Notation and Auxiliary Results

We have adopted the standard notation for Sobolev spaces, denoting the
norm ofWm,q(G) (m ∈ N, q ∈ [1,∞] andG a bounded domain inRd

with a Lipschitz boundary) by‖ · ‖m,q,G and the semi-norm by| · |m,q,G.
For q = 2,Wm,2(G) will be denoted byHm(G) with the associated norm
and semi-norm written, as respectively,‖ · ‖m,G and | · |m,G. For ease of
notation, in the common case whenG ≡ Ω the subscript “Ω” will be
dropped on the above norms and semi-norms. Throughout(·, ·) denotes
the standardL2 inner product overΩ and〈·, ·〉 denotes the duality pairing
between

(
H1(Ω)

)′
andH1(Ω). In addition we define

∫
− η := 1

m(Ω)(η, 1)

for all η ∈ L1(Ω), wherem(Ω) denotes the measure ofΩ. We require also
the standard Hölder spaceC0,α(Ω) and the Hölder spaceCα,βx,t (ΩT ) for
α, β ∈ (0, 1], which denotes those functions whose time(spatial) deriva-
tive(s) is(are) Hölder continuous overΩT with exponentβ(α).

For later purposes, we recall the following well-known Sobolev inter-
polation results, e.g. see [1]: Letq ∈ [1,∞] andm ≥ 1, then for all
z ∈Wm,q(Ω) the inequality

|z|0,r ≤ C|z|
1−σ
0,q ‖z‖

σ
m,q holds forr ∈





[q,∞] if m− dq > 0,

[q,∞) if m− dq = 0,

[q,− d
m−(d/q) ] if m− dq < 0;

(1.6)

whereσ = d
m

(
1
q −

1
r

)
andC is a constant depending only onΩ, q, r and

m.
It is convenient to introduce the “inverse Laplacian” operator G : F →

Z such that
(∇Gz,∇η) = 〈z, η〉 ∀ η ∈ H1(Ω), (1.7)

whereF :=
{
z ∈ (H1(Ω))′ : 〈z, 1〉 = 0

}
and Z := {z ∈ H1(Ω) :

(z, 1) = 0}. The well-posedness ofG follows from the Lax-Milgram theo-
rem and the Poincaré inequality

|η|0,q ≤ C(|η|1,q + |(η, 1)|) ∀ η ∈W
1,q(Ω) and q ∈ [1,∞]. (1.8)
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ThroughoutC denotes a generic constant independent ofh andτ , the
mesh and temporal discretisation parameters. In additionC(a1, · · ·, aI) de-
notes a constant depending on the arguments{ai}Ii=1.

2 Finite Element Approximation

We consider the finite element approximation of (P), firstly,under the fol-
lowing assumptions on the mesh:

(A1) LetΩ be a polyhedral domain. LetT h be a regular partitioningofΩ into
disjoint open simplicesκ with hκ := diam(κ) andh := maxκ∈T h hκ,
so thatΩ = ∪κ∈T hκ.

Associated withT h is the finite element space

Sh := {χ ∈ C(Ω) : χ |κ is linear∀ κ ∈ T h} ⊂ H1(Ω).

We introduce also the closed convex sets

Kh := {χ ∈ Sh : χ ≥ 0 in Ω} ⊂ K := {η ∈ H1(Ω) : η ≥ 0 a.e. inΩ}.

LetJ be the set of nodes ofT h and{pj}j∈J the coordinates of these nodes.
Let {χj}j∈J be the standard basis functions forSh; that isχj ∈ Kh and
χj(pi) = δij for all i, j ∈ J. We introduceπh : C(Ω) → Sh, the inter-
polation operator, such that(πhη)(pj) = η(pj) for all j ∈ J. A discrete
semi-inner product onC(Ω) is then defined by

(η1, η2)
h := (πh[η1 η2], 1) ≡

∑
j∈J ωj η1(pj) η2(pj), (2.1)

whereωj := (1, χj). The induced semi-norm is then|η|h := [ (η, η)h ]
1
2 ,

whereη ∈ C(Ω).
Let 0 ≡ t0 < t1 < . . . < tN−1 < tN ≡ T be a partitioning

of [0, T ] into variable time stepsτn := tn − tn−1, n = 1 → N . Let
τ := maxn=1→N τn. We then consider the following fully practical finite
element approximation of (P):
(Ph,τ ) For n ≥ 1, find {Un, V n, Wn} ∈ Kh × [Sh]2 such that for all
χ ∈ Sh and for allηh ∈ Kh

(
Un−Un−1

τn
, χ
)h
+ (πh[b(Un−1)]∇Wn,∇χ) = 0 , (2.2a)

(∇Un,∇χ) = (V n, χ)h , (2.2b)

(∇V n,∇(ηh− Un)) ≥ (Wn, ηh− Un)h ; (2.2c)

whereU0 ∈ Kh is an approximation ofu0, e.g. U0 ≡ πhu0.
(Ph,τ ) is the natural extension of the finite element approximation of the

corresponding fourth order nonlinear degenerate parabolic equation, which
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was proposed and analysed in [4]. The only minor difference to this exten-
sion is thatπh[b(Un−1)] is used instead ofb(Un−1) in (2.2a) to be more
practical.

Introducing the “discrete Laplacian” operator∆h : Sh → Zh such that

(∆hzh, χ)h = −(∇zh,∇χ) ∀ χ ∈ Sh, (2.3)

whereZh := {zh ∈ Sh : (zh, 1) = 0} ⊂ Z; (2.2b,c) can be rewritten as
V n ≡ −∆hUn with

(∆hUn, ∆h(χ− Un))h ≥ (Wn, χ− Un)h ∀ χ ∈ Kh. (2.4)

Below we recall some well-known results concerningSh and the above
operators. For anyκ ∈ T h and form = 0 or 1, we have that
∣∣∫
κ(I − π

h)(zh χ) dx
∣∣ ≤ Ch1+m‖zh‖m,κ‖χ‖1,κ ∀ zh, χ ∈ Sh; (2.5)

∫
κ χ
2 dx ≤

∫
κ π
h[χ2] dx ≤ (d+ 2)

∫
κ χ
2 dx ∀ χ ∈ Sh; (2.6)

lim
h→0
|(I − πh)η|0,∞ = 0 ∀ η ∈ C(Ω); (2.7)

|(I − πh)η|m,r,κ ≤ Ch
σ|η|2,κ ∀ η ∈ H2(κ), (2.8)

provided eitherσ := 2−m− d2 > 0 if r =∞ orσ := 2−m−d( 12−
1
r ) ≥ 0

if r ∈ [2,∞).
Similarly to (1.7), we introduce the operatorGh : F → Zh such that

(∇Ghz,∇χ) = 〈z, χ〉 ∀ χ ∈ Sh. (2.9)

In addition to (2.9) we introducêGh : Fh → Zh ⊂ Fh such that

(∇Ĝhz,∇χ) = (z, χ)h ∀ χ ∈ Sh, (2.10)

whereFh := {z ∈ C(Ω) : (z, 1)h = 0}. A Young’s inequality yields for
all z ∈ Fh, for all χ ∈ Sh and for allα > 0

(z, χ)h ≡ (∇Ĝhz,∇χ) ≤ |Ĝhz|1 |χ|1 ≤
1
2α |Ĝ

hz|21 +
α
2 |χ|

2
1 . (2.11)

Finally, it follows from (2.3) and (2.11) that for allzh ∈ Zh

|zh|21 = −(z
h, ∆hzh)h ≤ |zh|h |∆

hzh|h ≤ |Ĝ
hzh|

1
2
1 |z

h|
1
2
1 |∆

hzh|h

≤ |Ĝhzh|
2
3
1 |∆

hzh|
4
3
h . (2.12)

We now adapt the approach taken in [4] to establish the existence of a
solution{Un, V n, Wn}Nn=1 to (Ph,τ ). Firstly, we need to introduce some
notation. In particular we define setsZh(Un−1) in which we seek the up-
dateUn − Un−1. Givenqh ∈ Kh, we setJ0(qh) ⊂ J such that

j ∈ J0(q
h)⇐⇒ (πh[b(qh)], χj) = 0. (2.13)
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All other nodes we call active nodes and they can be uniquely partitioned so
thatJ+(qh) := J \ J0(qh) ≡

⋃M
m=1 Im(q

h),M ≥ 1; whereIm(qh),m =
1 → M , are mutually disjoint and maximally connected in the following
sense:Im(qh) is said to be connected if for allj, k ∈ Im(qh), there exist
{κℓ}Lℓ=1 ⊆ T

h, not necessarily distinct, such that

(a) pj ∈ κ1, pk ∈ κL, (b) κℓ ∩ κℓ+1 6= ∅ ℓ = 1→ L− 1,

(c) qh 6≡ 0 onκℓ ℓ = 1→ L. (2.14)

Im(q
h) is said to be maximally connected if there is no other connected

subset ofJ+(qh), which containsIm(qh). We then set

Zh(qh) := { zh ∈ Sh : zh(pj) = 0 ∀ j ∈ J0(q
h)

and(zh, Ξm(q
h))h = 0, m = 1→M }, (2.15)

whereΞm(qh) :=
∑
j∈Im(qh)

χj ,m = 1→M .

For later reference we state that anyzh ∈ Sh can be written as

zh ≡ zh +
∑

j∈J0(qh)

zh(pj)χj +

M∑

m=1

(zh, Ξm(q
h))h

(1, Ξm(qh))
Ξm(q

h), (2.16a)

where

zh :=

M∑

m=1

∑

j∈Im(qh)

[
zh(pj)−

(zh, Ξm(q
h))h

(1, Ξm(qh))

]
χj ∈ Z

h(qh) (2.16b)

is the projection with respect to the(·, ·)h scalar product ofzh ontoZh(qh).
In order to expressV n andWn in terms ofUn andUn−1 we introduce for
all qh ∈ Kh the discrete anisotropic Green’s operatorĜh

qh
: Zh(qh) →

Zh(qh) such that

(πh[b(qh)]∇Ĝhqhz
h,∇χ) = (zh, χ)h ∀ χ ∈ Sh. (2.17)

The well-posedness of̂Gh
qh

follows immediately from (2.13) and (2.15),

see [4,§2] for details in the case whenπh[b(qh)] in (2.17) is replaced by
b(qh). Finally, note that for allqh ∈ Kh, Zh(qh) ⊆ Zh and in addition that
Zh(qh) defined in (2.15) is equal toZh if qh is strictly positive.

Theorem 2.1Let the assumptions (A1) hold andU0 ∈ Kh. Then for allh
and all time partitions{τn}Nn=1, there exists a solution{Un, V n, Wn}Nn=1
to (Ph,τ ). Moreover{Un, V n}Nn=1 are unique andUn − U0 ∈ Zh, n =
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1 → N . In additionWn(pj) is unique if(πh[b(Un−1)], χj) > 0; for all
j ∈ J, n = 1→ N . Furthermore, the following stability bounds hold

max
n=1→N

‖Un‖21 + max
n=1→N

|V n|20 +
N∑

n=1

(τn)
2
[
‖U

n−Un−1

τn
‖21 + |

V n−V n−1

τn
|20

]

+

N∑

n=1

τn

[
|(πh[b(Un−1)])

1
2∇Wn|20 + [b

n−1]−1 |Ĝh[U
n−Un−1

τn
]|21

]

≤ C
{
|V 0|20 + [ (U

0, 1) ]2
}
, (2.18)

wherebn−1 := |b(Un−1)|0,∞ andV 0 := −∆hU0; andC is independent
of T , as well as the mesh parameters.

Proof It follows from (2.2a) and (2.17) that forn ≥ 1, givenUn−1 ∈ Kh,
we seekUn ∈ K̃h(Un−1), where

K̃h(Un−1) := Kh ∩ Z̃h(Un−1)

and Z̃h(Un−1) := {χ ∈ Sh : χ− Un−1 ∈ Zh(Un−1) }. (2.19)

In addition a solutionWn to (2.2a) can be expressed in terms ofUn, on
noting (2.17) and (2.16a,b), as

Wn ≡ −ĜhUn−1 [
Un−Un−1

τn
]+
∑

j∈J0(Un−1)

µnj χj+

M∑

m=1

λnmΞm(U
n−1), (2.20)

where{µnj }j∈J0(Un−1) and{λnm}
M
m=1 are arbitrary constants. Hence on not-

ing (2.20) and (2.4), (Ph,τ ) can be restated as:
For n ≥ 1, find Un ∈ K̃h(Un−1) and constant Lagrange multipliers
{µnj }j∈J0(Un−1), {λ

n
m}
M
m=1 such that for allχ ∈ Kh

aUn−1(U
n, χ− Un) ≥ (

∑

j∈J0(Un−1)

µnj χj +

M∑

m=1

λnmΞm(U
n−1), χ− Un)h,

(2.21)
whereaUn−1(·, ·) : Z̃

h(Un−1)×Sh→ R is defined for allzh ∈ Z̃h(Un−1)
andχ ∈ Sh by

aUn−1(z
h, χ) := (∆hzh, ∆hχ)h + (ĜhUn−1[

zh−Un−1

τn
], χ)h.

It follows from (2.21), (2.19) and (2.15) thatUn ∈ K̃h(Un−1) is such that

aUn−1(U
n, z̃h − Un) ≥ 0 ∀ z̃h ∈ K̃h(Un−1). (2.22)
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There existsUn ∈ K̃h(Un−1) satisfying (2.22), since this is the Euler-
Lagrange variational inequality of the minimization problem

min
z̃h∈K̃h(Un−1)

{
|∆hz̃h|2h +

1
τn
|(πh[b(Un−1)])

1
2∇ĜhUn−1(z̃

h − Un−1)|20

}
.

Following an identical argument to that in [4,§2], (2.22) yields existence
of a solution to (2.21) with

µnj =
a
Un−1(U

n,χj)

(1,χj)
≡
(∆hUn,∆hχj)

h

(1,χj)
∀ j ∈ J0(U

n−1)

and λnm =
a
Un−1(U

n,πh[Un Ξm(Un−1)])

(Un,Ξm(Un−1))h
m = 1→M.

Hence, on noting (2.4), (2.21) and (2.20), we have existenceof a solution
{Un, V n, Wn}Nn=1 to (Ph,τ ) with Un − U0 ∈ Zh, n = 1→ N .

For fixedn ≥ 1, if (2.21) has two solutions{Un,i, {µn,ij }j∈J0(Un−1),

{λn,im }Mm=1 }, i = 1, 2; then it follows from (2.22) and (2.17) thatU
n
:=

Un,1 − Un,2 ∈ Zh(Un−1) ⊂ Zh satisfies

|∆hU
n
|2h +

1
τn
|
(
πh[b(Un−1)]

)1
2 ∇(Ĝh

Un−1
U
n
)|20 ≤ 0. (2.23)

Therefore the uniqueness ofV n ≡ −∆hUn follows directly from (2.23).
Uniqueness ofUn then follows from (2.2b) and (1.8). For anyδ ∈ (0, 1),
choosingχ ≡ Un ± δ πh[UnΞm(Un−1)] ≡ πh[ (1 ± δ Ξm(Un−1))Un ]
in (2.21), form = 1 → M , yields uniqueness of the Lagrange multipliers
{λnm}

M
m=1. Hence the desired uniqueness result onWn follows from noting

(2.20) and (2.13).
We now prove the stability bound (2.18). For fixedn ≥ 1 choosing

χ ≡Wn in (2.2a),χ ≡ Un−1 in (2.2c) and combining yields that

(∇V n,∇(Un− Un−1) ) + τn (π
h[b(Un−1)]∇Wn,∇Wn) ≤ 0.

Noting (2.2b), forn = 0 as well as forn ≥ 1, and using the identity

2s (s− r) = s2 − r2 + (s − r)2 ∀ r, s ∈ R; (2.24)

we have that

1
2 |V

n|2h+
1
2 |V

n−V n−1|2h+τn (π
h[b(Un−1)]∇Wn,∇Wn) ≤ 1

2 |V
n−1|2h.

Summing this fromn = 1 → m, for m = 1 → N , and noting (2.1)
and (2.6) yields the bounds involvingV n andWn in (2.18). The first two
bounds involvingUn in (2.18) then follow from those involvingV n, (2.2b),
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(2.1), (2.6) and (1.8). Finally choosingχ ≡ Ĝh(U
n−Un−1

τn
) in (2.2a) and

noting (2.10) yields forn ≥ 1 that

|Ĝh[U
n−Un−1

τn
]|21 = −(π

h[b(Un−1)]∇Wn,∇Ĝh[U
n−Un−1

τn
])

≤ bn−1 |(πh[b(Un−1)])
1
2∇Wn|20. (2.25)

Summing (2.25) fromn = 1 → N and noting the bound involvingWn in
(2.18) yields the desired final bound in (2.18).⊓⊔

3 Convergence

In this section we adapt and extend the techniques in [4] and [3] to prove
convergence of our finite element approximation (Ph,τ ). The main differ-
ence is that for the above fourth order degenerate systems, we established
convergence only in one space dimension(d = 1). For the present sixth
order problem one can establish convergence in one, two and three space
dimensions(d ≤ 3). In order to achieve this, as in the references above, we
need further restrictions on the mesh.

(A2) In addition to the assumptions (A1), we assume thatΩ is convex and
thatT h is a quasi-uniform partitioning ofΩ into regular simplices.

AsΩ is convex, we have the following well-known results form = 0 or 1

‖Gz‖2 ≤ C|z|0 ∀ z ∈ L2(Ω) ∩ F , (3.1)

|(G − Gh)z|m ≤ Ch
2−m|z|0 ∀ z ∈ L2(Ω) ∩ F . (3.2)

The above quasi-uniformity condition onT h yields, for anyκ ∈ T h, the
inverse inequality for1 ≤ r1 ≤ r2 ≤ ∞ and form = 0 or 1

|χ|m,r2,κ ≤ Ch
d(r1−r2)
r1r2 |χ|m,r1,κ ∀ χ ∈ Sh . (3.3)

A simple consequence of (2.5), (2.8) and (3.3) is that for allz ∈ C(κ) and
for all η ∈ H2(κ)
∣∣∣∣
∫

κ
(I − πh)(z η) dx

∣∣∣∣

=

∣∣∣∣
∫

κ
[ (I − πh)( (πhz) (πhη) ) + (πhη) (I − πh)z + z (I − πh)η ] dx

∣∣∣∣

≤ C
[
|(I − πh)z|0,κ + h |z|0,κ

]
‖η‖2,κ . (3.4)

It follows from (2.1), (2.6), (2.3) and (3.3) that

|∆hzh|20 ≤ |∆
hzh|2h = −(∇z

h,∇(∆hzh) ) ≤ |zh|1|∆
hzh|1

≤ Ch−1|zh|1|∆
hzh|0 ≤ Ch

−2|zh|21 ≤ Ch
−4|zh|20. (3.5)
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Lemma 3.1Let the assumptions (A2) hold. Then we have for allzh ∈ Sh

that

|(I −
∫
− )zh|0,∞ ≤ C|z

h|
1−d

4
0 |∆hzh|

d
4
0 ; (3.6)

|zh|1,r ≤ C|∆
hzh|0, where




r =∞ if d = 1,
r <∞ if d = 2,
r = 6 if d = 3.

(3.7)

Proof It follows from (2.3), (2.10) and (2.9) that for allzh ∈ Sh

(I −
∫
− )zh = −Ĝh(∆hzh) = −Ghξh, (3.8)

whereξh ∈ Zh is such that

(ξh, χ) = (∆hzh, χ)h ∀ χ ∈ Sh (3.9)

From (3.9), (2.1) and (2.6) we have that

|ξh|0 ≤ C|∆
hzh|h ≤ C|∆

hzh|0 ≤ C|ξ
h|0. (3.10)

It follows from (3.8), (1.6), (2.8), (3.3), (3.2), (3.1), (3.10) and (3.5) that

|(I −
∫
− )zh|0,∞ ≤ |Gξ

h|0,∞ + |(I − π
h)Gξh|0,∞ + |(π

hG − Gh)ξh|0,∞

≤ C|Gξh|
1−d

4
0 ‖Gξh‖

d
4
2 +Ch

2(1−d
4
)|Gξh|2 +Ch

−d
2 |(πhG − Gh)ξh|0

≤ C|zh|
1−d
4

0 ‖Gξh‖
d
4
2 + Ch

2(1−d
4
)|Gξh|2

≤ C|zh|
1−d
4

0 |∆hzh|
d
4
0 +Ch

2(1−d
4
)|∆hzh|0 ≤ C|z

h|
1−d

4
0 |∆hzh|

d
4
0 .

Hence the desired result (3.6).
With r ≥ 2 as defined in (3.7), we have from (3.8), (1.6), (2.8), (3.3),

(3.2), (3.1) and (3.10) that

|zh|1,r ≤ |Gξ
h|1,r + |(I − π

h)Gξh|1,r + |(π
hG − Gh)ξh|1,r

≤ C‖Gξh‖2 + Ch
d(2−r)
2r |(πhG − Gh)ξh|1

≤ C(1 + h
d(2−r)+2r

2r )‖Gξh‖2 ≤ C|∆
hzh|0.

Hence the desired result (3.7).⊓⊔

Lemma 3.2Letu0 ∈ H2(Ω)∩K with ∂u
0

∂ν = 0 on∂Ω. Let the assumptions
(A2) hold. IfU0 ≡ πhu0 ∈ Kh, then it follows that

|∆hU0|20 + | (U
0, 1) |2 ≤ C (3.11a)

and ‖u0 − U0‖1, |u
0 − U0|0,∞ → 0 ash→ 0. (3.11b)
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Proof It follows from (3.10), (2.3), (2.8) and (3.3) that

C |∆h(πhu0)|20 ≤ |∆
h(πhu0)|2h = −(∇(π

hu0),∇(∆h(πhu0)))

= −(∇u0,∇(∆h(πhu0))) + (∇(I − πh)u0,∇(∆h(πhu0)))

≤ |∆u0|0 |∆
h(πhu0)|0 +Ch|u

0|2|∇(∆
h(πhu0))|0 ≤ C|u

0|22 ≤ C.

Hence the first bound in (3.11a). The remaining results in (3.11a,b) follow
directly from (2.8). ⊓⊔

Given{χn}Nn=0, χ
n ∈ Sh, we introduce forn ≥ 1

χ(·, t) := t−tn−1
τn
χn(·) + tn−tτn χ

n−1(·) t ∈ [tn−1, tn] (3.12a)

and χ+(·, t) := χn(·), χ−(·, t) := χn−1(·) t ∈ (tn−1, tn] . (3.12b)

We note for future reference that

χ− χ± = (t− t±n )
∂χ
∂t t ∈ (tn−1, tn) n ≥ 1, (3.13)

wheret+n := tn andt−n := tn−1. We introduce also

τ(t) := τn t ∈ (tn−1, tn) n ≥ 1. (3.14)

Using the above notation, (2.2a–c) can be restated as:
Find{U, V, W} ∈ H1(0, T ;Sh)× [L2(0, T ;Sh)]2 such thatU(·, t) ∈ Kh

and for allχ ∈ L2(0, T ;Sh), ηh ∈ L2(0, T ;Kh)
∫ T

0

[ (
∂U
∂t , χ

)h
+
(
πh[b(U−)]∇W+,∇χ

)]
dt = 0 , (3.15a)

∫ T

0

[
(∇U+,∇χ)− (V +, χ)h

]
dt = 0 , (3.15b)

∫ T

0

[
(∇V +,∇(ηh − U+))− (W+, ηh − U+)h

]
dt ≥ 0 . (3.15c)

Lemma 3.3Let u0 satisfy the assumptions of Lemma 3.2. In addition to
the assumptions (A2), we assume thatU0 ≡ πhu0 andτ → 0 ash → 0.
Adopting the notation (3.12a,b), there exists a subsequence of{U, V }h and
a function

u ∈ L∞(0, T ;K)∩Cα,βx,t (ΩT ), where





α = 1, β = 1
4 if d = 1

α < 1, β = 1
6 if d = 2

α = 1
2 , β =

1
12 if d = 3

,

(3.16)
with
∫
− u(·, t) =

∫
− u0 for all t ∈ [0, T ] and a function

v ∈ L∞(0, T ;L2(Ω)) (3.17)
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such that ash→ 0

U, U± → u uniformly onΩT , weak-∗ in L∞(0, T ;H1(Ω)); (3.18)

V, V ± → v weak-∗ in L∞(0, T ;L2(Ω)). (3.19)

Proof Noting the definitions (3.12a,b), (3.14), (2.18), (3.11a) and (1.8) we
have that

‖U‖2L∞(0,T ;H1(Ω)) + ‖V ‖
2
L∞(0,T ;L2(Ω)) + ‖τ

1
2 ∂U
∂t ‖

2
L2(0,T ;H1(Ω))

+ ‖τ
1
2 ∂V
∂t ‖

2
L2(ΩT )

+ ‖(πh[b(U−)])
1
2∇W+‖2L2(ΩT )

+ ‖Ĝh ∂U∂t ‖
2
L2(0,T ;H1(Ω)) ≤ C. (3.20)

Furthermore, we deduce from (3.13) and (3.20) that

‖U − U±‖2L2(0,T ;H1(Ω)) + ‖V − V
±‖2L2(ΩT )

≤ ‖τ ∂U∂t ‖
2
L2(0,T ;H1(Ω))

+ ‖τ ∂V∂t ‖
2
L2(ΩT )

≤ C τ. (3.21)

The next step is to show that the discrete solutionsU are uniformly
Hölder continuous. Firstly we note from (3.20), (3.12a),V ≡ −∆hU , (3.6),
(3.7) and the imbedding resultW 1,r(Ω) ⊂ C0,1−

d
r (Ω), r > d, that

‖U‖C([0,T ],C0,α(Ω)) ≤ C‖U‖C([0,T ],W 1,r(Ω)) ≤ C, (3.22)

wherer andα are as in (3.7) and (3.16), respectively, andC is independent
of T . Secondly it follows from∂U∂t ∈ Z

h, (3.6), (2.1), (2.6), (2.11), (2.12),
V ≡ −∆hU and (3.20) that

|U(x, tb)− U(x, ta)| =

∣∣∣∣
∫ tb
ta

∂U
∂t (x, t) dt

∣∣∣∣ ≤
∣∣∣∣
∫ tb
ta

∂U
∂t (·, t) dt

∣∣∣∣
0,∞

≤ C

∣∣∣∣
∫ tb
ta

∂U
∂t (·, t) dt

∣∣∣∣
1−d

4

h

∣∣∣∣∆
h

[∫ tb
ta

∂U
∂t (·, t) dt

]∣∣∣∣

d
4

0

≤ C

∣∣∣∣ Ĝ
h

[∫ tb
ta

∂U
∂t (·, t) dt

] ∣∣∣∣

2
3
(1−d

4
)

1

∣∣∣∣∆
h

[∫ tb
ta

∂U
∂t (·, t) dt

]∣∣∣∣

2
3
(1−d

4
)

h

≤ C

(∫ tb
ta

∣∣∣Ĝh ∂U∂t
∣∣∣
1
dt

) 2
3
(1−d

4
) (
2
∥∥∥∆hU

∥∥∥
L∞(0,T ;L2(Ω))

)1
3
(1+d

2
)

≤ C(tb − ta)
1
3
(1−d

4
)

(∫ tb
ta

∣∣∣Ĝh ∂U∂t
∣∣∣
2

1
dt

) 1
3
(1−d

4
)

≤ C(tb − ta)
β ∀ tb ≥ ta ≥ 0, ∀ x ∈ Ω, (3.23)

whereβ is defined as in (3.16) andC is independent ofT .
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An immediate consequence of (3.23) is that

‖U − U±‖L∞(ΩT ) ≤ C τ
2
3
(1−d

4
). (3.24)

(3.22) and (3.23) imply that theCα,βx,t (ΩT ) norm ofU is bounded inde-
pendently ofh, τ andT . Hence, under the stated assumptions onτ , every
sequence{U}h is uniformly bounded and equicontinuous onΩT , for any
T > 0. Therefore by the Arzelà-Ascoli theorem there exists a subsequence
and au ≥ 0, asU(·, t) ∈ Kh, such that

U → u ∈ Cα,βx,t (ΩT ) uniformly onΩT ash→ 0. (3.25)

Combining (3.25) and (3.24) yields the Hölder continuity result in (3.16)
and the uniform convergence result in (3.18). As(U(·, t)− πhu0(·), 1) =
0 for all t ∈ [0, T ], it follows from (3.25) and (3.11b) that(u(·, t) −
u0(·), 1) = 0 for all t ∈ [0, T ]. Finally, (3.20) and (3.21) imply that a
further subsequence{U, V }h can be extracted such that the weak-⋆ conver-
gence result in (3.18), and (3.19) hold. Hence the first inclusion in (3.16),
on recalling thatu ≥ 0, and (3.17) hold. ⊓⊔

From (3.20), (3.18) and (2.8) we see that we can only control∇W+

on those sets whereu > 0. Therefore in order to construct the appropriate
limits ash→ 0, we introduce the following open subsets ofΩ andΩT . For
anyδ > 0, we set

Bδ := {(x, t) ∈ ΩT : u(x, t) > δ} and Bδ(t) := {x ∈ Ω : u(x, t) > δ}.
(3.26)

From (3.16), we have that there exist positive constantsCx andCt such that
for all y1, y2, x ∈ Ω

|u(y2, t)− u(y1, t)| ≤ Cx |y2 − y1|
α ∀ t ∈ [0, T ]; (3.27a)

|u(x, tb)− u(x, ta)| ≤ Ct |tb − ta|
β ∀ ta, tb ∈ [0, T ]. (3.27b)

As
∫
− u(·, t) =

∫
− u0 > 0 for all t ∈ [0, T ], it follows that there exists aδ0 ∈

(0,
∫
− u0) such thatBδ0(t) 6≡ ∅ for all t ∈ [0, T ]. It immediately follows

from (3.26) and (3.27a,b) for anyta, tb ∈ [0, T ]and for anyδ1, δ2 ∈ (0, δ0)
with δ1 > δ2 that

y1 ∈ Bδ1(ta) andy2 ∈ ∂Bδ2(tb) with y2 6∈ ∂Ω =⇒

Cx |y2 − y1|
α +Ct |tb − ta|

β ≥ u(y1, ta)− u(y2, tb) > δ1 − δ2, (3.28)

where∂Bδ(t) is the boundary ofBδ(t). Therefore (3.28) implies that for
anyδ ∈ (0, δ0), there exists anh0(δ) such that for allh ≤ h0(δ) there exist
collections of simplicesT hδ (t) ⊂ T

h such that

Bδ(t) ⊂ B
h
δ (t) := ∪κ∈T h

δ
(t)⊂T hκ ⊂ B δ

2
(t) ∀ t ∈ [0, T ]. (3.29)
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Similarly it follows from (3.28) that for anyδ ∈ (0, δ0), there exists aτ0(δ)
such that for allτ ≤ τ0(δ)

Bδ(t) ⊂ B δ
2
(tn) ⊂ B δ

4
(t) ∀ t ∈ (tn−1, tn], n = 1→ N. (3.30)

Clearly, we have from (3.29) and (3.30) thatδ2 < δ1 < δ0 implies that
h0(δ2) ≤ h0(δ1) andτ0(δ2) ≤ τ0(δ1). For a fixedδ ∈ (0, δ0), it follows
from (3.26), (3.18) and our assumption onτ in Lemma 3.3 that there exists
anĥ0(δ) ≤ h0(δ) such that forh ≤ ĥ0(δ)

0 ≤ U±(x, t) ≤ 2δ ∀ (x, t) 6∈ Bδ ,
1
2δ ≤ U

±(x, t) ∀ (x, t) ∈ Bδ
and τ ≤ τ0(δ). (3.31)

In order to prove convergence of our approximation (Ph,τ ), we make a
final restriction on the mesh.

(A3) In addition to the assumptions (A2), we assume thatT h is a quasi-
uniform partitioning ofΩ into generic right-angled simplices (ford = 3
this means that all tetrahedra have two vertices at which twoedges in-
tersect at right angles, see below for more details).

We note that a cube is easily partitioned into such tetrahedra.
Let {ei}di=1 be the orthonormal vectors inRd, such that thejth compo-

nent ofei is δij , i, j = 1→ d. Given non-zero constantsρi, i = 1→ d; let
κ̂({ρi}

d
i=1) be a reference simplex inRd with vertices{p̂i}di=0, wherep̂0 is

the origin andp̂i = p̂i−1 + ρiei, i = 1 → d. Given aκ ∈ T h with ver-
tices{pji}

d
i=0, such thatpj0 is not a right-angled vertex, then there exists a

rotation/reflection matrixRκ and non-zero constants{ρi}di=1 such that the
mappingRκ : x̂ ∈ Rd → pj0 + Rκx̂ ∈ R

d maps the vertex̂pi to pji ,
i = 0→ d, and hencêκ ≡ κ̂({ρi}di=1) toκ. For allκ ∈ T h an dη ∈ C(κ),
we set

η̂(x̂) ≡ η(Rκx̂) and (π̂hη̂)(x̂) ≡ (πhη)(Rκx̂) ∀ x̂ ∈ κ̂. (3.32)

AsRTκ ≡ R
−1
κ , we have for anyzh ∈ Sh andκ ∈ T h that

∇zh ≡ Rκ∇̂ẑ
h, (3.33)

wherex ≡ (x1, · · ·, xd)T , ∇ ≡ ( ∂∂x1 , · · ·,
∂
∂xd
)T , x̂ ≡ (x̂1, · · ·, x̂d)T and

∇̂ ≡ ( ∂∂x̂1 , · · ·,
∂
∂x̂d
)T . From (3.32) and (3.33), it follows for allκ ∈ T h,

ηj ∈ C(κ) andi = 1→ d that

∂
∂x̂i
(π̂h[η̂1 η̂2]) = ρ

−1
i [ η̂1(p̂i) η̂2(p̂i)− η̂1(p̂i−1) η̂2(p̂i−1) ]

= (2ρi)
−1 (η̂1(p̂i−1) + η̂1(p̂i)) [η̂2(p̂i)− η̂2(p̂i−1)]

+ (2ρi)
−1 (η̂2(p̂i−1) + η̂2(p̂i)) [η̂1(p̂i)− η̂1(p̂i−1)]. (3.34)
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Therefore (3.34) yields for allκ ∈ T h andηj ∈ C(κ) that

∇̂(π̂h[η̂1 η̂2]) = D̂s(π̂
hη̂1)∇̂(π̂

hη̂2) + D̂s(π̂
hη̂2)∇̂(π̂

hη̂1); (3.35)

where for anyzh ∈ Sh andκ ∈ T h, D̂s(ẑh) is thed × d diagonal matrix
with diagonal entries

[D̂s(ẑ
h)]ii :=

1
2

[
ẑh(p̂i−1) + ẑ

h(p̂i)
]

i = 1→ d. (3.36)

On combining (3.32), (3.33) and (3.35), we have for allηj ∈ C(Ω) that

∇(πh[η1 η2]) = Ds(π
hη1)∇(π

hη2) +Ds(π
hη2)∇(π

hη1); (3.37)

where for anyzh ∈ Sh,

Ds(z
h) |κ:= Rκ D̂s(ẑ

h)RTκ ∀ κ ∈ T h. (3.38)

Similarly to (3.35), we have for allηj ∈ C(Ω) that

∇(πh[η21 η2]) = Dp(π
h[η21])∇(π

hη2) + 2Ds(π
h[η1 η2])∇(π

hη1); (3.39)

where for anyzh ∈ Kh andκ ∈ T h,

Dp(z
h) |κ:= Rκ D̂p(ẑ

h)RTκ (3.40)

andD̂p(ẑh) is thed× d diagonal matrix with diagonal entries

[D̂p(ẑ
h)]ii := [ẑ

h(p̂i−1) ẑ
h(p̂i)]

1
2 ≤ [D̂s(ẑ

h)]ii i = 1→ d. (3.41)

We note for later purposes that the symmetric matricesDs(z
h
i ) andDp(zhi )

are such that

Ds(z
h
1 )Ds(z

h
2 ) = Ds(z

h
2 )Ds(z

h
1 ) ∀ zhi ∈ S

h, (3.42a)

Dp(z
h
1 )Dp(z

h
2 ) = Dp(π

h[zh1 z
h
2 ]) = Dp(z

h
2 )Dp(z

h
1 ) ∀ z

h
i ∈ K

h. (3.42b)

It is the results (3.37) and (3.39) that require the right angle constraint on
the partitioningT h in (A3).

We now derive bounds forW+ andV + locally on the set{u > 0}. For
anyδ ∈ (0, δ0), we introduce cut-off functionsθnδ ∈ C

∞(Ω), n = 1→ N ,
such that

θnδ ≡ 1 onBδ(tn), 0 ≤ θnδ ≤ 1 onB δ
2
(tn) \Bδ(tn),

θnδ ≡ 0 onΩ \B δ
2
(tn) and |∇θnδ | ≤ C δ

−2. (3.43)



Finite Element Approximation of a Sixth Order Degenerate Parabolic Equation 17

It follows from (3.28) that this last property can be achieved. Then for any
δ ∈ (0, 14δ0), we have from (3.43), (2.1), (3.29), (2.6), (3.30), (3.31) and

(3.12b) that for allh ≤ ĥ0(2δ)

N∑

n=1

τn |θ
n
δ χ
n|2h ≥

N∑

n=1

τn

∫

Bh2δ(tn)

πh[(θnδ χ
n)2] dx

≡
N∑

n=1

τn

∫

Bh2δ(tn)
πh[(χn)2] dx ≥

N∑

n=1

τn

∫

Bh2δ(tn)
|χn|2 dx

≥
N∑

n=1

τn

∫

B2δ(tn)
|χn|2 dx ≥

∫

B4δ

|χ+|2 dx dt, (3.44)

and similarly

N∑

n=1

τn (Ds(π
h[(θnδ )

2])∇χn,∇χn) ≥

∫

B4δ

|∇χ+|2 dx dt. (3.45)

Lemma 3.4Let u0, U0 and τ satisfy the assumptions of Lemma 3.3. In
addition let the assumptions (A3) hold. Then we have for anyδ ≤ 2δ0 and
for all h ≤ ĥ0( δ32) that, for allχ ∈ L2(0, T ;Sh) with supp(χ) ⊂ B δ

16
,

∫ T

0

[
(∇V +,∇χ)− (W+, χ)h

]
dx dt = 0; (3.46)

and

∫

B δ
8

|∇W+|2 dx dt ≤ C δ−γ , (3.47a)

∫

B δ
2

[
|∇V +|2 + |W+|2

]
dx dt ≤ C(δ−1). (3.47b)

Proof It follows from (3.20), (3.12b), (3.31), (3.29) and (3.30) that for all
h ≤ ĥ0(

δ
32)

C ≥

∫

ΩT

πh[b(U−)] |∇W+|2 dx dt ≡
N∑

n=1

τn

∫

Ω
πh[b(Un−1)] |∇Wn|2 dx

≥ C1δ
γ
N∑

n=1

τn

∫

Bh
δ
16

(tn)
|∇Wn|2 dx ≥ C1δ

γ

∫

B δ
8

|∇W+|2 dx dt. (3.48)

This yields the desired result (3.47a).
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From (3.31) we have for allh ≤ ĥ0( δ32) and forn = 1→ N thatχ :=
Un± δ

64 η
h/‖ηh‖L∞(Ω) ∈ K

h for anyηh ∈ Sh with supp(ηh) ⊂ B δ
32
(tn).

Choosing suchχ in (2.2c) yields for allh ≤ ĥ0( δ32) that

(∇V n,∇ηh) = (Wn, ηh)h ∀ ηh ∈ Sh with supp(ηh) ⊂ B δ
32
(tn).

(3.49)
The desired result (3.46) follows from (3.49), (3.30), (3.31) and (3.12b).

Noting (3.43) and (3.29) and ash ≤ ĥ0( δ32), we can chooseηh ≡
πh[(θnδ

8

)2 V n] in (3.49) to obtain for allε1 > 0, on recalling (3.37) and

(3.42a), that

(Ds(π
h[(θnδ

8

)2])∇V n,∇V n)

= ((θnδ
8

)2Wn, V n)h − 2 (Ds(π
hθnδ
8

)∇V n, Ds(V
n)∇(πhθnδ

8

) )

≤ ε1 δ
4 |(θnδ

8

)2Wn|2h + ε
−1
1 δ

−4 |V n|2h +
1
2 |Ds(π

hθnδ
8

)∇V n|2

+ 2 |Ds(V
n)∇(πhθnδ

8

)|2. (3.50)

It follows from (3.38), (3.36), (3.43), (2.1), (2.6) and (3.20) that

|Ds(π
hθnδ
8

)∇V n|2 ≤ (Ds(π
h[(θnδ

8

)2])∇V n,∇V n), (3.51a)

|Ds(V
n)∇(πhθnδ

8

)|2 ≤ C⋆ δ
−4 |V n|2h ≤ C δ

−4. (3.51b)

Combining (3.50) and (3.51a,b) yields forh ≤ ĥ0( δ32) and for allε1 > 0
that

(Ds(π
h[(θnδ

8

)2])∇V n,∇V n) ≤ 2 ε1 δ
4 |(θnδ

8

)2Wn|2h +C(1 + ε
−1
1 ) δ

−4.

(3.52)
Choosingηh ≡ πh[(θnδ

8

)4W+] in (3.49) yields on noting (3.39), (3.37),

(3.42a,b) (3.43), (3.40), (3.41), (3.38) and (3.51a,b) that for h ≤ ĥ0( δ32)
and for allε2 > 0

|(θnδ
8

)2Wn|2h = (∇V
n, Dp(π

h[(θnδ
8

)4])∇Wn)

+ 4 (Ds(π
hθnδ
8

)∇V n, Ds(π
h[(θnδ

8

)2Wn])∇(πhθnδ
8

) )

≤ (Dp(π
h[(θnδ

8

)2])∇V n,∇V n) + (Dp(π
h[(θnδ

8

)6])∇Wn,∇Wn)

+ 4 ε2 |Ds(π
h[(θnδ

8

)2Wn])∇(πhθnδ
8

)|2 + ε−12 |Ds(π
hθnδ
8

)∇V n|2

≤ 4C⋆ ε2 δ
−4 |(θnδ

8

)2Wn|2h + (1 + ε
−1
2 ) (Ds(π

h[(θnδ
8

)2])∇V n,∇V n)

+C

∫

Bh
δ
16

(tn)
|∇Wn|2 dx. (3.53)
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On choosingε2 = 1
8 C
−1
⋆ δ

4 in (3.53), then multiplying byτn, summing
from n = 1→ N and noting (3.48) we have that

N∑

n=1

τn |(θ
n
δ
8

)2Wn|2h

≤ 2 (1 + 8C⋆ δ
−4)

N∑

n=1

τn (Ds(π
h[(θnδ

8

)2])∇V n,∇V n) +C δ−γ . (3.54)

Multiplying (3.52) byτn, summing fromn = 1 → N , noting (3.54) and
choosingε1 = (8 δ4 + 64C⋆)−1, we obtain that

N∑

n=1

τn (Ds(π
h[(θnδ

8

)2])∇V n,∇V n) +
N∑

n=1

τn |(θ
n
δ
8

)2Wn|2h ≤ C(δ
−1).

(3.55)
The desired results (3.47a,b) then follow from (3.55) on noting (3.44) and
(3.45). ⊓⊔

Theorem 3.1Let the assumptions of Lemma 3.4 hold. Then there exists
a subsequence of{U, V,W}h and functions{u, v, w} satisfying (3.16),
(3.17) and

u ∈ L∞(0, T ;H2(Ω)) ∩H1(0, T ; (H1(Ω))′), (3.56)

∇v, w, ∇w ∈ L2loc({u > 0}), (3.57)

where{u > 0} := {(x, t) ∈ ΩT : u(x, t) > 0 }; such that ash → 0
(3.18), (3.19) hold and

∇V + → ∇v, W+ → w, ∇W+ → ∇w weakly inL2loc({u > 0}).
(3.58)

Furthermoreu, v andw fulfil u(·, 0) = u0(·) and are such that for all
η, z ∈ L2(0, T ;H1(Ω)), with supp(z) ⊂ {u > 0},

∫ T

0
〈∂u∂t , η〉 dt+

∫

{u>0}
b(u)∇w∇ηdx dt = 0, (3.59a)

∫

ΩT

[∇u∇η − v η ] dx dt = 0, (3.59b)

∫

{u>0}

[∇v∇z −w z ] dx dt = 0. (3.59c)

Proof For anyη ∈ L2(0, T ;H2(Ω)), we chooseχ ≡ πhη in (3.15b). From
(2.8), (3.18), (2.1), (3.4) and (3.19) we have for allη ∈ L2(0, T ;H2(Ω))
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that
∫ T

0
(∇U+,∇(πhη)) dt→

∫ T

0
(∇u,∇η) dt, (3.60a)

∫ T

0
(V +, πhη)h dt→

∫ T

0
(v, η) dt ash→ 0. (3.60b)

Combining (3.60a,b) yields (3.59b) by a density argument. AsΩ is convex
polyhedral, see (A2), (3.17), (3.59b) and elliptic regularity give rise to the
first regularity result in (3.56).

For anyη ∈ H1(0, T ;H2(Ω)) we chooseχ ≡ πhη in (3.15a) and now
analyse the subsequent terms. Firstly, we have that

∫ T

0

(
∂U
∂t , π

hη
)h
dt = −

∫ T

0

(
U, ∂(π

hη)
∂t

)h
dt+ (U(·, T ), πhη(·, T ))h

− (U(·, 0), πhη(·, 0))h.

We conclude from (2.1), (3.4) and (3.18) for allη ∈ H1(0, T ;H2(Ω)) that
ash→ 0
∫ T

0

(
∂U
∂t , π

hη
)h
dt→ −

∫ T

0
(u, ∂η∂t ) dt+(u(·, T ), η(·, T ))−(u(·, 0), η(·, 0)).

(3.61)
In view of (1.2), (3.12a,b), (3.20) and (3.6), and asV ≡ −∆hU we deduce
that
∣∣∣∣
∫

ΩT

πh[b(U−)]∇W+∇(I − πh)η dx dt

∣∣∣∣

≤ ‖U−‖
γ
2

L∞(ΩT )
‖(πh[b(U−)])

1
2∇W+‖L2(ΩT ) ‖(I − π

h)η‖L2(0,T ;H1(Ω))

≤ C ‖(I − πh)η‖L2(0,T ;H1(Ω)). (3.62)

We now consider a fixedδ ∈ (0, 12δ0). On noting (3.29), (3.31) and

(3.20) we have for allh ≤ ĥ0(2δ) andη ∈ L2(0, T ;H1(Ω)) that
∣∣∣∣∣

∫

ΩT \Bδ

πh[b(U−)]∇W+∇η dx dt

∣∣∣∣∣

≤‖πh[b(U−)]‖
1
2

L∞(ΩT\B
h
2δ)
‖(πh[b(U−)])

1
2∇W+‖L2(ΩT )‖η‖L2(0,T ;H1(Ω))

≤ C‖b(U−)‖
1
2

L∞(ΩT \B2δ)
‖η‖L2(0,T ;H1(Ω))

≤ Cδ
γ

2 ‖η‖L2(0,T ;H1(Ω)), (3.63)
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whereBhδ := {(x, t) ∈ ΩT : x ∈ B
h
δ (t)}. On noting (3.48), (1.2), (2.7)

and (3.18), we conclude that for allη ∈ L2(0, T ;H1(Ω))
∣∣∣∣
∫

Bδ

(πh[b(U−)]− b(u))∇W+∇η dx dt

∣∣∣∣

≤ ‖b(u)− πh[b(U−)]‖L∞(ΩT ) ‖∇W
+‖L2(Bδ) ‖η‖L2(0,T ;H1(Ω))

≤ C(δ−1)
[
‖(I − πh)b(u) + πh[b(u)− b(U−)]‖L∞(ΩT )

]
‖η‖L2(0,T ;H1(Ω))

(3.64)

will converge to0 ash → 0. Combining (3.20) and (3.47a,b), and noting
(3.12a,b) we have for allh ≤ ĥ0( δ32) that

‖V +‖L2(0,T ;H1(B δ
2
(t)))+ ‖W

+‖L2(0,T ;H1(B δ
2
(t))) ≤ C(δ

−1). (3.65)

The bounds (3.65) imply the existence of a subsequence of{U, V,W}h,
of the subsequence{U, V }h satisfying (3.18) and (3.19), and a function
w ∈ L2(0, T ;H1(B δ

2
(t))) such that ash→ 0

∇V + → ∇v, W+ → w, ∇W+ → ∇w weakly inL2(B δ
2
) . (3.66)

It follows from (3.66), (1.2) and (3.16) that for allη ∈ L2(0, T ;H1(Ω))
∫

Bδ

b(u)∇W+∇η dx dt→

∫

Bδ

b(u)∇w∇ηdx dt ash→ 0. (3.67)

Combining (3.62), (3.64) and (3.67), and noting (1.2), (2.7) and (3.18)
yields for allη ∈ L2(0, T ;H2(Ω)) that ash→ 0
∫

Bδ

πh[b(U−)]∇W+∇(πhη) dx dt→

∫

Bδ

b(u)∇w∇η dx dt. (3.68)

We now consider the inequality (3.15c) of (Ph,τ ). For any η ∈
L2(0, T ;H2(Ω)), with supp(η) ⊂ Dδ, we chooseηh ≡ πhη in (3.15c).
It follows immediately from (3.29) that for allη ∈ L2(0, T ;H2(Ω)) and
for all h ≤ h0(δ)

supp(η) ⊂ Bδ ⇒ supp(πhη) ⊂ Bhδ ⊂ B δ
2
. (3.69)

We now analyse the subsequent terms in (3.15c). From (2.1), (3.4), (3.69)
and (3.65) we deduce for allh ≤ ĥ0( δ32) andη ∈ L2(0, T ;H2(Ω)) with
supp(η) ⊂ Bδ that

∣∣∣∣
∫ T

0

[
(W+, πhη)h − (W+, η)

]
dt

∣∣∣∣
≤ Ch ‖W+‖L2(0,T ;H1(B δ

2
(t))) ‖η‖L2(0,T ;H2(Ω))

≤ C(δ−1) h ‖η‖L2(0,T ;H2(Ω)). (3.70)



22 John W. Barrett, Stephen Langdon, Robert Nürnberg

It follows from (3.70) and (3.66) that for allη ∈ L2(0, T ;H2(Ω)) with
supp(η) ⊂ Bδ
∫ T

0
(W+, πhη)h dt→

∫ T

0
(w, η) dt≡

∫

Bδ

w η dx dt ash→ 0. (3.71)

Similarly to (3.70) and (3.71), we deduce from (3.69), (2.8), (3.65) and
(3.66) that for allη ∈ L2(0, T ;H2(Ω)) with supp(η) ⊂ Bδ

∫ T

0
(∇V +,∇(πhη)) dt→

∫ T

0
(∇v,∇η) dt ash→ 0. (3.72)

Combining (3.72) and (3.71), noting (3.46) and (3.69), and applying a den-
sity argument yields that for allη ∈ L2(0, T ;H1(Ω)) with supp(η) ⊂ Bδ

∫

Bδ

[∇v∇η −w η ] dx dt = 0. (3.73)

Repeating (3.63)–(3.68) for allδ > 0, and noting (3.62) and (2.8) yields
the desired results (3.57), (3.58) and for allη ∈ L2(0, T ;H2(Ω)) that as
h→ 0
∫

ΩT

πh[b(U−)]∇W+∇(πhη) dx dt→

∫

B0

b(u)∇w∇η dx dt. (3.74)

Combining (3.61), (3.74) and (3.15a) we have for allη ∈ H1(0, T ;H2(Ω))
that
∫ T

0

(u, ∂η∂t ) dt−

∫

B0

b(u)∇w∇ηdx dt = (u(·, T ), η(·, T ))−(u(·, 0), η(·, 0)) .

(3.75)
As {πh[b(U−)]∇W+}h is uniformly bounded inL2(ΩT ), see (3.20), (1.2)
and (3.22), it follows thatb(u)∇w ∈ L2(B0). Therefore from (3.75) we
conclude the second regularity result in (3.56) and, on noting a density
argument, that
∫ T

0

〈
∂u
∂t , η
〉
dt+

∫

B0

b(u)∇w∇η dx dt = 0 ∀ η ∈ L2(0, T ;H1(Ω))

and hence the desired result (3.59a). Finally repeating (3.69)–(3.73) for all
δ > 0 yields that

∫
B0
[∇v∇η− w η] dx dt = 0 for all η ∈ L2(0, T ;H1(Ω))

with supp(η) ⊂ B0, and hence the desired result (3.59c).⊓⊔

Remark 3.1The identity (3.59c) and (3.57) imply thatw = −∆v in a weak
sense locally on{u > 0}. As v = −∆u, see (3.59b), (3.56) and (3.17),
we deduce thatw = ∆2u in a weak sense locally on{u > 0}. Hence we
conclude from (3.59a–c) that (1.3) holds with{|u| > 0} replaced by{u >



Finite Element Approximation of a Sixth Order Degenerate Parabolic Equation 23

0}. This is the weak formulation of (1.1a) introduced by [8] in one space
dimension. A weak formulation of the boundary conditionb(u)∂∆

2u
∂ν = 0

is also incorporated in (1.3). We note that (3.59b) implies that ∂u∂ν (x, t) = 0
for (x, t) ∈ ∂Ω × (0, T ), whereas (3.59c) implies that∂∆u∂ν (x, t) = 0 for

(x, t) ∈ ∂Ω×(0, T )wheneveru(x, t) > 0. In additionu ∈ C
1, 1
4

x,t (ΩT ), see

(3.16) whend = 1, improves onu ∈ C
1, 1
5

x,t (ΩT ), see (1.4), as proved in§7
of [8]. Moreover, the above extends their existence and regularity results to
higher space dimensions.

4 Solution of the Discrete System

We now consider an algorithm for solving the discrete systemat each time
level in (Ph,τ ). This is based on the general splitting algorithm of [14]; see
also [10,2,5] where this algorithm has been adapted to solvesimilar varia-
tional inequality problems arising from Cahn-Hilliard systems. We remark
that the alternative algorithm in§3 of [4] can also be adapted to the present
problem.

Forn fixed, multiplying (2.2c) byζ > 0, adding(Un, χ−Un)h to both
sides and rearranging on noting (2.2a) it follows that{Un, V n, Wn} ∈
Kh × [Sh]2 satisfy for allηh ∈ Kh, χ ∈ Sh

(
Un, ηh − Un

)h
≥ (Y n, ηh − Un)h, (4.1a)

(U
n−Un−1

τn
, χ)h+ bn−1(∇Wn,∇χ)= ([bn−1− πh[b(Un−1)] ]∇Wn,∇χ),

(4.1b)

whereY n ∈ Sh is such that

(Y n, χ)h := (Un, χ)h − ζ [ (∇V n,∇χ)− (Wn, χ)h ] ∀ χ ∈ Sh, (4.1c)

V n = −∆hUn andbn−1 := |b(Un−1)|0,∞. We introduce alsoXn ∈ Sh

such that

(Xn, χ)h := (Un, χ)h+ ζ [ (∇V n,∇χ)− (Wn, χ)h ] ∀ χ ∈ Sh (4.1d)

and note thatXn = 2Un − Y n. We use this as a basis for constructing our
iterative procedure:
Forn ≥ 1 set{Un,0, V n,0, Wn,0} ≡ {Un−1, V n−1, Wn−1} ∈ Kh×[Sh]2,
whereV 0, W 0 ∈ Sh are arbitrary ifn = 1. Fork ≥ 0we defineY n,k ∈ Sh

such that for allχ ∈ Sh

(Y n,k, χ)h = (Un,k, χ)h − ζ [ (∇V n,k,∇χ)− (Wn,k, χ)h ]. (4.2a)
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Then setUn,k+
1
2 = πh[Y n,k]+ ∈ Kh and find{Un,k+1, V n,k+1, Wn,k+1}

∈ [Sh]3 such that for allχ ∈ Sh

(U
n,k+1−Un−1

τn
, χ)h + bn−1(∇Wn,k+1,∇χ)

= ([bn−1 − πh[b(Un−1)] ]∇Wn,k,∇χ), (4.2b)

(Un,k+1, χ)h + ζ [ (∇V n,k+1,∇χ)− (Wn,k+1, χ)h ] = (Xn,k+1, χ)h;
(4.2c)

whereV n,k+1 = −∆hUn,k+1 andXn,k+1 := 2Un,k+
1
2 − Y n,k.

In order to establish the well-posedness of (4.2b,c), letRn,k ∈ Zh be
such that

(Rn,k, χ)h = (πh[b(Un−1)]∇Wn,k,∇χ) ∀ χ ∈ Sh.

It then follows from (4.2b), (2.10) and (4.2c) withχ ≡ 1 that

Wn,k+1 = (I −
∫
− )Wn,k − [bn−1]−1Ĝh(U

n,k+1−Un−1

τn
+ Rn,k)

+ 1ζ
∫
− (Un,k+1 −Xn,k+1).

Therefore (4.2b,c) may be written equivalently as findUn,k+1 ∈ Shm :=
{χ ∈ Sh :

∫
− χ =

∫
− U0} such that for allχ ∈ Sh

(Un,k+1, (I −
∫
− )χ)h

+ ζ [ (∆hUn,k+1, ∆hχ)h + ([bn−1]−1Ĝh[
Un,k+1 − Un−1

τn
], χ)h ]

= (Xn,k+1 + ζ(Wn,k − [bn−1]−1ĜhRn,k), (I −
∫
− )χ)h. (4.3)

Existence and uniqueness of{Un,k+1, V n,k+1, Wn,k+1} ∈ Shm × [S
h]2

then follows as (4.3) is the Euler-Lagrange equation of the strictly convex
minimisation problem

min
χ∈Shm

{
|χ|2h + ζ

[
|∆hχ|2h +

1
bn−1τn

|∇Ĝh(χ− Un−1)|20

]

− 2 (Xn,k+1 + ζ(Wn,k − [bn−1]−1ĜhRn,k), χ)h
}
.

Hence the iterative procedure (4.2a–c) is well-defined.

Theorem 4.1For all ζ ∈ R
+ and {Un,0, V n,0, Wn,0} ∈ [Sh]3 the se-

quence{Un,k, V n,k, Wn,k}k≥0 generated by the algorithm (4.2a–c) satis-
fies ask →∞

Un,k → Un, V n,k → V n and
∫

Ω
b(Un−1)|∇(Wn,k −Wn)|2 dx→ 0.

(4.4)
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Proof It follows from (4.1c,d), (4.2a,c) and the definition ofXn,k+1 that
for k ≥ 0

Un = 12(X
n+Y n), Un,k = 12 (X

n,k+Y n,k), Un,k+
1
2 = 12 (X

n,k+1+Y n,k).

We now introduce fork ≥ 0 the notation

EkU := U
n,k − Un, E

k+1
2

U := Un,k+
1
2 − Un, EkV := V

n,k − V n,

EkW :=W
n,k −Wn, EkY := Y

n,k − Y n, Ek+1X := Xn,k+1−Xn; (4.5)

and hence we have fork ≥ 0 that

E
k+1

2
U = 1

2(E
k+1
X +EkY ), Ek+1U = 1

2 (E
k+1
X +Ek+1Y ). (4.6)

Adding (4.1d) to (4.2c), and noting (2.3) and thatEk+1V ≡ −∆hEk+1U
yields for allχ ∈ Sh

(Ek+1U , χ)h + ζ [ (∆hEk+1U , ∆hχ)h − (Ek+1W , χ)h ] = (Ek+1X , χ)h. (4.7)

It follows from (4.7) and (4.6) that fork ≥ 0

|∆hEk+1U |2h − (E
k+1
W , Ek+1U )h = 1

ζ (E
k+1
X −Ek+1U , Ek+1U )

= 1
4ζ (|E

k+1
X |2h − |E

k+1
Y |2h). (4.8)

It is easily established from (4.1a),Un,k+
1
2 = πh[Y n,k]+ and (4.6) that for

k ≥ 0

(E
k+1

2
U −EkY , E

k+1
2

U )h ≤ 0 =⇒ |Ek+1X |2h ≤ |E
k
Y |
2
h. (4.9)

From (4.2b), (4.1b), (4.5) and (2.24) it follows fork ≥ 0 that

− (Ek+1W , Ek+1U )h = −(Ek+1W , (Un,k+1 − Un−1)− (Un − Un−1))h

= τn|(π
h[b(Un−1)])

1
2∇Ek+1W |20

+ τn([b
n−1 − πh[b(Un−1)] ]∇(Wn,k+1 −Wn,k),∇Ek+1W )

= τn|(π
h[b(Un−1)])

1
2∇Ek+1W |20 +

τn
2

[
|[bn−1 − πh[b(Un−1)] ]

1
2∇Ek+1W |20

+ |[bn−1 − πh[b(Un−1)] ]
1
2∇(Wn,k+1 −Wn,k)|20

− |[bn−1 − πh[b(Un−1)] ]
1
2∇EkW |

2
0

]
. (4.10)

Combining (4.8), (4.10) and (4.9) yields fork ≥ 0 that

|∆hEk+1U |2h + τn|(π
h[b(Un−1)])

1
2∇Ek+1W |20

+ τn2 |[b
n−1 − πh[b(Un−1)] ]

1
2∇Ek+1W |20 +

1
4ζ |E

k+1
Y |2h

≤ 1
2τn|[b

n−1 − πh[b(Un−1)] ]
1
2∇EkW |

2
0 +

1
4ζ |E

k
Y |
2
h. (4.11)
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We conclude from (4.11) that

|∆hEk+1U |2h + τn|(π
h[b(Un−1)])

1
2∇Ek+1W |20 → 0 ask →∞. (4.12)

As Ek+1V ≡ −∆hEk+1U and
∫
− Ek+1U = 0, the desired results (4.4) follow

from (4.12), (4.5), (2.3) and (1.8).⊓⊔

Remark 4.1We see from (4.2a–c) and (4.3) that at each iteration one needs
to solve only a fixed linear system with constant coefficients. On a uniform
mesh this can be done efficiently using a discrete cosine transform; see [9,
§5], where a similar problem is solved.

5 Numerical Experiments

Firstly, we present numerical experiments in one space dimension on a
uniform partitioning ofΩ = (0, 1) with mesh pointspj = (j − 1)h,
j = 1 → #J, whereh = 1/(#J − 1). In addition, we chose a uni-
form time stepτn ≡ τ := T/N , so thattn := nτ , n = 0 → N . Similarly
to [4], on recalling thatUn ∈ K̃h(Un−1), n = 1 → N , one characteristic
feature of the discretisation (Ph,τ ) is that

Un−1(pj−1) = U
n−1(pj) = U

n−1(pj+1) = 0 ⇒ Un(pj) = 0, (5.1)

so that the free boundary advances at most one mesh point locally from one
time level to the next. To be able to track a free boundary which moves with
a finite but a-priori unknown speed, one needs to chooseτ andh such that
τ−1h → ∞. If we choose the time step too large,e.g. if τ−1h → 0, the
solution we obtain in the limit ash, τ → 0 would not spread at all. This
gives the existence of non-spreading solutions for allγ ∈ (0,∞) and all
initial datau0 satisfying the assumptions of Lemma 3.2.

For the algorithm (4.2a–c) we choseV 0 = −∆hU0,W 0 = −∆hV 0,
ζ ∝ h (from experimental evidence) in order to improve its convergence,
and for eachn adopted the stopping criterion|Un,k − Un,k−1|0,∞ < tol
with tol ≤ 10−8. Similarly to [4], we imposed the additional requirement
that the discrete free boundary had not moved more than one mesh point
locally, recall (5.1). To ensure this we introduced approximate analogues of
the setsIm(qh) denoted bỹIm(qh), which were defined by replacing(c) in
(2.14) by(c̃) qh > tol1 := 10−12 at some point inκl, l = 1→ L. We then

set{Un, V n, Wn} ≡ {U
n,k
, V n,k, Wn,k}, whereU

n,k
∈ Kh was defined

by

U
n,k
(pj) :=

{
[Un,k(pj)]+ if j ∈ J̃+(Un−1) :=

⋃M
m=1 Ĩm(U

n−1),

0 if j ∈ J̃0(Un−1) := J \ J̃+(Un−1).
(5.2)
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In the first set of numerical experiments we setγ = 1 and consider
the source type similarity solution (1.5). The corresponding positive free
boundary point isxF (t) = ω(t + ϑ)

1
7 . We choseω = 2, ϑ = 4−7

and noted the symmetry aboutx = 0. We setU0(x) ≡ (πhu)(x, 0) ≡
16πh(

[
1− 4x2

]3
+
)/315. We estimated the true free boundary,xF (tn), at

each time leveltn by xnC using inverse quadratic interpolation through
the last three mesh points whereUn(pj) > tol1; that is,Qn(xnC) = 0
whereQn is the unique quadratic such thatQn(pj) = Un(pj) > tol1,
j = jn − 1 → jn + 1, andUn(pjn+2) ≤ tol1. For n = 1 → N , we
computed the quantities

|πhu(·, tn)− U
n(·)|0,∞ and xF (tn)− x

n
C ;

wherexF (T⋆) = 1, i.e.T⋆ = ω−7 − ϑ = 2−7(1− 2−7) ≈ 7.7515× 10−3,
andN := max{n : nτ ≤ T⋆}. In Figure 5.1 we show the graph of the
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Fig. 5.1. γ = 1,U(x, t) plotted againstx for varioust (left); |πhu(·, tn)−Un(·)|0,∞ and
xF (tn) − x

n
C againsttn (right), where#J = 65 andτ = 6.0546875 × 10−6.

computed solution for different times and we plot|πhu(·, tn)− Un(·)|0,∞
andxF (tn) − xnC againsttn. The computations were performed forh =
2−6, i.e.#J = 65, andT = 7.75× 10−3 with τ = T/1280 = 0.05 T h =
6.0546875× 10−6.

We see there that the maximum|πhu(·, tn) − Un(·)|0,∞ occurred for
small tn ≈ 0.0001. This is not surprising, since the true free boundary,
xF (t), moves very fast initially. In addition we see that the numerical free
boundary,xnC , always underestimatedxF (tn). We repeated the above ex-
periment with a final timeT = 7.75× 10−3 for various choices ofh with
τ = 4.0×10−4h andτ = 0.3968 h2; see Table 5.1, where all values are cor-
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Table 5.1. γ = 1, source type solution errors.

τ = 4.0× 10−4h #J 65 129 257 513 1025

max
n=1→N

|πhu(·, tn) − U
n(·)|0,∞/10

−5 14.05 7.105 3.408 1.653 0.7231

τ = 0.3968 h2 #J 65 129 257 513 1025

max
n=1→N

|πhu(·, tn) − U
n(·)|0,∞/10

−5 214.6 61.23 13.74 3.445 0.7992

rect to four significant figures. We note that the constant in the relationship
τ = 4× 10−4h was chosen to be sufficiently small so that the discrete free
boundary could move faster thanxF (t), i.e. x′F (t) ≤ x

′
F (0) = 8192/7 ≤

(4.0× 10−4)−1 for all t ≥ 0.
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Fig. 5.2. γ = 1, |πhu(·, tn) − Un(·)|0,∞ plotted againsttn, andu(x, T ) andU(x, T )
(T = 7.75× 10−3) with #J = 4097 plotted againstx.

As noted earlier in this section there exist non-spreading solutions for all
γ ∈ (0,∞) and all initial datau0 satisfying the assumptions of Lemma 3.2.
Clearly, the source type similarity solution, (1.5), att = 0 satisfies these
assumptions. Repeating the above numerical experiment with τ = 3.1 ×
10−3h

1
2 , we found that the computed solutionU did not converge to the

source type similarity solution, see Figure 5.2; since it must converge to a
non-spreading solution ash→ 0.

Remark 5.1The obstacle formulation for (Ph,τ ) is not crucial in proving
the convergence of the resulting approximationU to a solution,u, of (P).
Replacing the inequality by an equality,Kh by Sh, b(s) := |s|γ by [s]γ+
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and adapting the proofs in§3 one can easily pass to a limitu which solves
the equation in the sense of (1.3). Using the negative part ofu, i.e. [u]−, as
a test function in the weak formulation (1.3) one recovers nonnegativity of
the solution. The iterative method described in§4 can also be easily adapted
to this approximation. Similarly to the fourth order problem in [4], although
we found the resulting errors to be comparable with those in Table 5.1,
there were a number of drawbacks.Un(·) was negative (many orders of
magnitude less than−tol) in many disconnected regions whereu(·, tn) ≡
0, which made the location of the approximate free boundary more difficult.
In addition the CPU times were increased.

In the second set of experiments we tooku0(x) ≡ [ 14 − x
2]2+, U0 ≡

πhu0 and#J = 2l + 1. A simple calculation yields that

V 0(jh) = −(∆hU0)(jh) =





1− 2h2(1 + 6j2) j = 0→ l − 1,

−(1− h)2 j = l,

0 j = l+ 1→ 2l;

andW 0(jh) = −(∆hV 0)(jh) =





24 j = 0→ l− 2,

(23h2 −2h−1)/h2 j = l − 1,

(12h− 8)/h j = l,

(1− h)2/h2 j = l + 1,

0 j = l + 2→ 2l.

It follows that

(πh[b(U0)]∇W 0,∇W 0) = h2γ−5

2 {(1 + h)4 [ (2− 4 h)2γ + (1− h)2γ ]

+ (1− 6h − 11h2)2 (1− h)2γ }. (5.3)

It follows from (2.2a) forn = 1 with χ ≡W 1 −W 0, (2.4) forn = 1 with
χ ≡ U0,W 0 ≡ (∆h)2U0, (2.3) and (2.24) that

2 |∆h(U1 − U0)|2h + τ (π
h[b(U0)]∇(W 1 −W 0),∇(W 1 −W 0))

≤ τ (πh[b(U0)]∇W 0,∇W 0). (5.4)

Combining (5.3) and (5.4) and noting (2.3), (1.8) and
∫
− (U1 − U0) = 0 ,

we have forγ > 2.5 and anyτ > 0 thatU1 → U0 ash→ 0. Hence noting
(2.8), we have that for anyγ > 2.5 andτ > 0 that‖U1(·)−u0(·)‖1→ 0 as
h → 0. Similarly to (5.4), it follows from (4.2a–c) withn = 1 andk = 0,
W 0 = (∆h)2U0, (2.3) and (2.24) that

2 |∆h(U1,1 − U0)|2h + τ b
0 |W 1,1 −W 0|21 ≤ τ (π

h[b(U0)]∇W 0,∇W 0).
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Hence noting (5.3), (2.3), (1.8),
∫
− (U1,1 − U0) = 0 and the stopping

criterion we have for anyγ > 2.5 and τ > 0 that {U1, V 1, W 1} ≡

{U
1,1
, V 1,1, W 1,1} for h ≤ h0(γ, tol), whereU

1,1
is defined by (5.2)

above.

As in the fourth order case, see [4], it is possible that (P) may pos-
sess at least two solutions for certain values ofγ. It is interesting to see
how the numerical approximation (Ph,τ ) behaves in such circumstances.
We performed experiments withγ ∈ {3.0, 2.5, 2.0}, T = 7.75 × 10−3

andτ = 50.7904 h3. For the algorithm (4.2a–c) we choseζ = 10−8 and
tol = 10−12. In Figure 5.3 we plotπhu0(x)−U(x, T ) for#J = 129, 257
and513. For γ = 3.0 > 2.5, we see thatU(x, T ) → u0(x) ash → 0.
From Figure 5.3, we conclude thatU(x, T ) converges tou0(x) also in the
caseγ = 2.5. The same experiment forγ = 2.0 shows that the computed
solution spreads. Finally we remark that computations on these uniform
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Fig. 5.3. πhu0(x)− U(x, T ) plotted againstx for γ = 3.0, 2.5 and2.0, respectively.
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partitionings forγ < 2.5, but close to2.5, were inconclusive, with it not
being clear whether the computed solution spread or converged tou0(x).
We remark thatγ = 3 is the borderline value for spreading in the fourth
order case, see [4].

Numerical Results ford = 2

Finally, we present numerical experiments in two space dimensions with
Ω = (0, 1)×(0, 1).We took a uniform mesh of squaresς of lengthh = 1

256 ,
each of which was divided into two triangles by its north eastdiagonal. We
used the modified discrete semi-inner product onC(Ω)

(η1, η2)
h
∗ :=

∫
ΩΠ

h(η1(x) η2(x)) dx . (5.5)

HereΠh is the piecewise continuous bilinear interpolant onΩ, which on
each squareς is bilinear and interpolates at the vertices. Using (5.5) instead
of (2.1) enables us to solve (4.2a–c) efficiently using a “discrete cosine
transform” approach, see [2]. We note that, similarly to (2.6), the semi-
inner product (5.5) is equivalent onSh to the standardL2 inner product. In
place of (2.5), we have form = 0 or 1 that

|(zh, χ)h − (zh, χ)h∗ | ≤ Ch
1+m[ln( 1h)]

2 ‖zh‖m‖χ‖1 ∀ zh, χ ∈ Sh .

Therefore it is easy to adapt the proofs to show that all the results in this
paper remain unchanged with the choice (5.5).

We report on an experiment with similar initial data for (P) as ind = 1
for Figure 5.3. In particular, we tooku0(x) = [(0.6)2 − (x21 + 4 x

2
2)]
2
+,

U0 ≡ πhu0 and setτn ≡ τ = 5×10−8, T = 1.5×10−3. For the algorithm
(4.2a–c) we usedζ = 10−9 and for eachn adopted the stopping criterion
|Un,k−Un,k−1|0,∞ < 10

−7. The results for different values ofγ are shown
in Figure 5.4, where we plot theU(x, tn) = 2×10−3 contour lines at times
tn = 0, 10

−4, T . We note that the respective contour lines for much smaller
values than2×10−3 become very irregular asu approaches zero flatly; i.e.
a “zero contact angle”. Forγ = 1.0, the elliptical support ofU0 spreads in
all directions and the support ofUn becomes more circular. Forγ = 2.0,
there is no spreading in thex1, major axis, direction; but once again the
support ofUn becomes more circular. Forγ = 3.0, there is virtually no
spreading in any direction.

References

1. R.A. Adams and J. Fournier, Cone conditions and properties of Sobolev spaces, J. Math.
Anal. Appl.,61 (1977), 713–734



32 John W. Barrett, Stephen Langdon, Robert Nürnberg

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 0.2 0.4 0.6 0.8 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 0.2 0.4 0.6 0.8 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 0.2 0.4 0.6 0.8 1

Fig. 5.4. TheU(x, tn) = 2× 10−3 contour lines (left) andU(x, tn) |x2=0 plotted against
x1 (right) for γ = 1.0, 2.0 and3.0, respectively, andtn = 0, 10−4, T = 1.5× 10−3.

2. J.W. Barrett and J.F. Blowey, Finite element approximation of a model for phase separa-
tion of a multi-component alloy with non-smooth free energy, Numer. Math.,77 (1997),
1–34

3. J.W. Barrett and J.F. Blowey, Finite element approximation of a degenerate Allen-
Cahn/Cahn-Hilliard system, SIAM J. Numer. Anal.,39 (2001), 1598–1624

4. J.W. Barrett, J.F. Blowey and H. Garcke, Finite element approximation of a fourth order
nonlinear degenerate parabolic equation, Numer. Math.,80 (1998), 525–556

5. J.W. Barrett, J.F. Blowey and H. Garcke, Finite element approximation of the Cahn-
Hilliard equation with degenerate mobility, SIAM J. Numer.Anal.,37 (1999), 286–318



Finite Element Approximation of a Sixth Order Degenerate Parabolic Equation 33

6. J.W. Barrett, J.F. Blowey and H. Garcke, On fully practical finite element approxima-
tions of degenerate Cahn-Hilliard systems, M2AN, 35 (2001), 713–748

7. F. Bernis, Viscous flows, fourth order nonlinear degenerate parabolic equations and sin-
gular elliptic problems, In: Free boundary problems: theory and applications, J.I. Diaz,
M.A. Herrero, A. Linan and J.L. Vazquez, (eds.), Pitman Research Notes in Mathematics
323 (1995), Longman, Harlow, 40–56

8. F. Bernis and A. Friedman, Higher order nonlinear degenerate parabolic equations, J.
Diff. Eqns.,83 (1990), 179–206

9. J.F. Blowey and C.M. Elliott, The Cahn-Hilliard gradienttheory for phase separation
with non-smooth free energy part ii: Numerical analysis, European J. Appl. Math.,3
(1992), 147–179

10. M.I.M. Copetti and C.M. Elliott, Numerical analysis of the Cahn-Hilliard equation with
logarithmic free energy, Numer. Math.,63 (1992), 39–65

11. J.D. Evans, M. Vynnycky and S.P. Ferro, Oxidation-induced stresses in the isolation
oxidation of silicon, J. Eng. Math,38 (2000), 191–218

12. G. Grün and M. Rumpf, Nonnegativity preserving numerical schemes for the thin film
equation, Numer. Math.,87 (2000), 113–152

13. J.R. King, The isolation oxidation of silicon: the reaction-controlled case, SIAM J.
Appl. Math.,49 (1989), 1064–1080

14. P.L. Lions and B. Mercier, Splitting algorithms for the sum of two nonlinear operators,
SIAM J. Numer. Anal.,16 (1979), 964–979

15. N.F. Smyth and J.M. Hill, Higher-order nonlinear diffusion, IMA J. Appl. Math.,40
(1988), 73–86

16. L. Zhornitskaya and A.L. Bertozzi, Positivity preserving numerical schemes for
lubrication-type equations, SIAM J. Numer. Anal.,37 (2000), 523–555


