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INTRODUCTION

As part of the BRIDGE project (Chrysoulakakis et al. 2013), the urban energy balance (UEB) fluxes (Chapter 4) were measured (Chapter 5) and modelled, independently and nested in meso-scale models (Chapter 7). In this chapter we consider the models used and their performance. Knowing how well models perform is critical if they are to be used to evaluate impacts of proposed changes in an urban area (Chapter 17), such as adding trees, and their impacts on the surface energy, water (Chapter 10), and carbon (Chapter 11) exchanges and air quality (Chapter 8).

A large number of models now exist that are able simulate urban surface-atmosphere exchanges (for a recent review see Grimmond et al. 2009). No single ‘perfect’ urban land surface model exists (Grimmond et al. 2010, 2011), hence a powerful methodology is to use a range of models (an ensemble approach) to consider probable impacts of changes to the urban surface on atmospheric conditions.

Here we consider five different models (section “Models used in BRIDGE”), run by different research groups using slightly different set-ups for each of the case study cities (section “Application and Results”). First, we describe the models and then assess their performance.

MODELS USED IN BRIDGE

The five urban land surface models used to investigate urban energy balance fluxes in the five BRIDGE cities studied in BRIDGE (Firenze, Helsinki, London, Gliwice, Athens):

(1) Advanced Canopy-Atmosphere-Soil Algorithm (ACASA)
(2) Noah land surface model and the Single Layer Urban Canopy Model (Noah/SLUCM)
(3) Surface Urban Energy and Water Balance Scheme (SUEWS)
(4) Local scale Urban Parameterization Scheme (LUMPS)
(5) Town Energy Balance (TEB)

In addition, for anthropogenic heat flux the Large scale Urban Consumption of energy (LUCY) model was used.

All of the models are fully described in papers in the refereed literature (referred to in the following subsections); hence most details are not repeated here. Some of the models have been extensively evaluated (e.g. TEB), whereas others which are relatively new (e.g. ACASA) have not been.

ACASA

The Advanced Canopy-Atmosphere-Soil Algorithm (ACASA) (Pyles et al. 2003), developed by University of California - Davis, is a multilayer model that extends to 100 m above the canopy elements to ensure applicability of the turbulence assumptions. The canopy height considered is assumed to be the maximum eddy covariance (EC) tower height. In its current configuration, buildings and vegetation are assumed to be the same height. The model uses mass conservation with the absorbed available energy partitioned into sensible and latent heat flux densities. Energy balance closure is not forced, and the available energy partitioning is calculated using the Bowen ratio to ensure conservation of energy.

ACASA uses higher-order closure equations to estimate turbulent fluxes and profiles (Meyers and Paw U 1986, 1987) and to predict effects that higher-order turbulent kinetic and thermodynamic processes have on the surface microenvironment and associated fluxes of heat, moisture and momentum. These processes include turbulent production and dissipation to turbulence kinetic energy, turbulent vertical transport of heat, mass and momentum fluxes.

To estimate radiation, multiple surface element angle classes (nine sunlit and one shaded) and direct as well as diffuse radiation absorption, reflection, transmission and emission, are considered to estimate energy fluxes per each layer. For each angle class, the flux sources and sinks are estimated per each canopy element type (leaf, stem, building wall) and surface state (dry, wet, ice/snow-covered). Built surfaces and stems are assumed always to be dry.

Three types of surfaces are included into the model (building materials, vegetation, and soil); their characteristics have to be specified to run the model. Building properties such as the values of thermal conductivity and emissivity, heat capacity of building material and the internal building temperature are adjustable, to allow different scenarios to be considered with different building materials and features (i.e., changing roof albedo, introducing vegetated facades, etc.). Urban fluxes are calculated as proportional to population density: the more people there are in an area, the more built surfaces are assumed to be influencing the flux sources and sinks.
As input the model requires meteorological information (air temperature, wind speed, specific or relative humidity, precipitation, and air pressure), down-welling short and long wave radiation and carbon dioxide (CO₂) concentration. Inputs can be derived from surface measurements, or by mesoscale meteorological models, as well as morphological parameters to describe the surface. ACASA has been coupled to the mesoscale model WRF (Weather Research and Forecasting Model) to be surface-layer scheme beneath the lowest sigma-layer. When used with WRF, the Mellor–Yamada–Janjic (Janjic 1994) Planetary Boundary Layer (PBL) scheme was with the ACASA determined Turbulence Kinetic Energy (TKE) to calculate the PBL development. In the BRIDGE project, ACASA was run for the Firenze and Helsinki case studies (Marras et al. 2012).

SLUCM

One of the urban land surface schemes in the Weather Research and Forecasting (WRF) meso-scale model, couples the Noah land surface model (Chen & Dudhia 2001) and the Single Layer Urban Canopy Model (Kusaka et al. 2001, Kusaka & Kimura 2004) through a tile approach. No interaction occurs between the two components, and the resulting outputs/fluxes are areally weighted as a function of the land cover fractions within each grid area. The model has been tested for numerous cities (e.g. Loridan et al. 2010, Loridan & Grimmond 2012), including London (Loridan et al. 2013).

The original model is described in detail by Kusaka et al. (2001) and Kusaka & Kimura (2004). For the vegetated part of the urban surface, the Chen & Dudhia (2001) Noah scheme is used. Loridan et al. (2010) modified SLUCM to improve its performance; see the discussion by Chen et al. (2011) which puts these changes in the context of other urban components. Evaluation of the model includes participation in the Urban land surface model comparison (Grimmond et al. 2010, 2011) by more than one group.

The model generally does not simulate sensible heat flux well. This is thought to be because of the lack of interaction between the surface tiles, which means that the excess turbulent sensible heat flux cannot be dissipated via evaporation (Loridan et al. 2010, Loridan and Grimmond 2012). Also, the model appears to have been originally optimised for radiation (Loridan & Grimmond 2012). Therefore changing coefficient values for the different parameters needs to be undertaken with caution when using the model for different scenarios, as in some cases it may result in the incorrect behaviour of the model.

SUEWS and LUMPS

The Surface Urban Energy and Water Balance Scheme (SUEWS) allows both the energy and water balances at the neighbourhood scale to be calculated. The model combines the urban evaporation-interception scheme of Grimmond & Oke (1991) with the urban water balance model of Grimmond et al. (1986). Recent developments (Järvi et al. 2011) explicitly aim to reduce the number of required input variables and to include more fully the energy and water exchange processes. In SUEWS particular attention is given to the surface conductances (or the inverse – resistances) with a Jarvis (1976) approach used in the Penman–Monteith equation (Penman 1948, Monteith 1965). Järvi et al. (2011) provide general coefficients for urban environments. The model has surface and subsurface soil moisture stores. The above ground surfaces include paved areas, roofs, evergreen trees and shrubs, deciduous trees and shrubs, grass, and water. The vegetation can be irrigated and/or unirrigated. When the soil is saturated excess water becomes surface runoff and/or leaves the bottom of the modelled soil layer, as deep soil runoff.

The model is forced with commonly measured meteorological variables (wind speed, relative humidity, air temperature, pressure, precipitation, shortwave irradiance). Surface characteristics are required for each model grid area, including the plan area fraction of each surface type, number of inhabitants, fraction of irrigated area using automatic sprinklers; and internal hydrological connectivity (for example, based on elevation differences or pervious/impervious linkages or by piped network connectivity). The model undertakes calculations with a 5 min to hourly time step. The results are then aggregated to daily, monthly and annual time periods. Thus, SUEWS can simulate or be applied to periods of (less than) a day to multiple years. For each time period, surface characteristics and meteorological forcing can change or not as appropriate for the simulation. Other recent developments include addition of snow to the model so that it can more correctly simulate cold climate characteristics (Järvi et al. 2013). For a full description of the model see Järvi et al. (2011).

Within SUEWS, the simpler model LUMPS – the local scale urban parameterization scheme is included (Grimmond & Oke 2002). Both SUEWS and LUMPS treat the radiation (Offerle et al. 2003, Loridan et al. 2011) and storage heat flux (Grimmond et al. 1991, Grimmond & Oke 1999) in a common way. Evaluation of the full LUMPS modelled was conducted by Loridan et al. (2011) and of SUEWS by Järvi et al. (2011). Both models underwent additional development for the BRIDGE project. LUMPS participated in the international urban land surface model comparison, whereas SUEWS did not, as like ACASA, it was not ready.

TEB

The Town Energy Balance model (Masson 2000) simulates the energy and water exchanges between the city and the atmosphere. The most important processes that influence urban-atmosphere energy exchanges are taken into account in TEB, viz: radiative trapping and shadows resulting from the 3D geometry of a city; heat exchanges between the buildings and the environment; water interception and evaporation, and also changes in snow on roads and roofs (evaluated against Montreal data in Lemonsu et al. (2005)); drag, heat and water turbulent exchanges between the urban canopy layer and the atmosphere.

The 3D shape of a city is parameterized using an idealized 2D canyon geometry while keeping the main features driving the radiative interactions and energy exchanges. Likewise, energy balance computations are carried out by azimuthal averaging solar and wind forcing in order to represent neighbourhoods with random-oriented urban canyons. For impact studies, a version of the model with specific canyon orientations is also available (Lemonsu et al. 2013). The air flow within urban canyons is solved by applying aerodynamic resistances and, in the latest version, by applying an original 1D vertical turbulence scheme that simulates
the mean characteristics of the flow in the canyon, skipping unnecessary (and computationally expensive) details (Hamdi & Masson 2008). Generally the parameterization is designed to allow fast computations.

The Building Energy Model (BEM) (Bueno et al. 2012) implemented in TEB considers a single thermal zone, a generic thermal mass to represent the thermal inertia of the indoor materials, the heat gains resulting from transmitted solar radiation and the internal sources of heat, infiltration and ventilation. The heat conduction through the envelope of the building is calculated using a finite difference method individually for each surface (roof, wall and floor). The morphological parameters of the TEB model are summarized in Table 9.1.

### Table 9.1. TEB morphological parameters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
<th>Diagram and Equations</th>
</tr>
</thead>
</table>
| \( \lambda_{BLD} \) | Building plan area density | - | \[
A_{BLD} \]
| \( W_{o-H} \) | Wall-to-horizontal urban area ratio | - | \[
A_{WALL} \]
| GR | Façade glazing ratio | - | \[
A_{WIN} \]
| \( h_{BLD} \) | Building height | m | \[
A_{BLD} \]
| \( h_{FLOOR} \) | Floor height | m | \[
A_{URB} \]

- **Deduced parameters**

  | \( W_{o-B} \) | Wall-to-horizontal building area ratio | - | \[
A_{BLD} = \frac{A_{WALL}}{A_{URB}} \]
  | \( G_{o-B} \) | Glazing-to-horizontal building area ratio | - | \[
A_{WALL} = \frac{A_{WIN}}{A_{URB}} \]
  | \( M_{o-B} \) | Mass-to-horizontal building area ratio | - | \[
A_{WIN} = \frac{A_{ABO_M}}{A_{URB}} \]

**LUCY**

The Large scale Urban Consumption of energy model (LUCY) allows the anthropogenic heat flux \( Q_h \), and its spatial and temporal variability to be modelled (full details in Allen et al. 2011, Lindberg et al. 2013). The model includes the sensible heat released from transport or mobile sources, fixed or building sources and from people. LUCY calculates hourly fluxes and incorporates effects of the density of people across a city, monthly mean temperature, typical diurnal and day of week behaviour, details of the vehicle fleet and energy consumption for the country.

LUCY was run for all BRIDGE cities at the same spatial resolution using a consistent methodology. Here the model results are presented for one winter weekday (5 Feb 2008) and one summer weekday (16 July 2008) at 30 arc-second resolution (equivalent to 928 m x 465 m in London). Only urban grid cells as classified by CIESIN (2004) are included in the analysis and monthly mean temperatures from the Willmott et al. (2011) dataset are used. Two areas of London are modelled: the greater London area (GLA) and the central activity zone (CAZ). The extents of each model domain and the population within them are shown in Table 9.2.

<table>
<thead>
<tr>
<th>London/GLA</th>
<th>Athens</th>
<th>Helsinki</th>
<th>Gliwice</th>
<th>Firenze</th>
<th>London/CAZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>lat(_{min})</td>
<td>51.29</td>
<td>37.83</td>
<td>60.14</td>
<td>50.26</td>
<td>43.74</td>
</tr>
<tr>
<td>lat(_{max})</td>
<td>51.70</td>
<td>38.13</td>
<td>60.30</td>
<td>50.33</td>
<td>43.81</td>
</tr>
<tr>
<td>lon(_{min})</td>
<td>-0.50</td>
<td>23.60</td>
<td>24.80</td>
<td>18.60</td>
<td>11.19</td>
</tr>
<tr>
<td>lon(_{max})</td>
<td>0.30</td>
<td>23.80</td>
<td>25.10</td>
<td>18.74</td>
<td>11.31</td>
</tr>
<tr>
<td>pop/km(^2)</td>
<td>2922</td>
<td>4464</td>
<td>1700</td>
<td>1354</td>
<td>2770</td>
</tr>
<tr>
<td>area (km(^2))</td>
<td>2865</td>
<td>559</td>
<td>310</td>
<td>110</td>
<td>93</td>
</tr>
</tbody>
</table>

**APPLICATION AND RESULTS**

The performances of the models are evaluated here based on observations collected in Helsinki, Firenze and London (see details of the observations in Chapter 5). The widest range of models were run in Helsinki. Direct comparison is possible for some of the models but not all. The anthropogenic heat flux model, LUCY, is the only model that is run for all five cities (Athens, Gliwice, Helsinki, Firenze and London).

**Helsinki**

In Helsinki five surface energy balance models (ACASA, LUMPS, SUEWS, and SLUCM) were compared with the eddy covariance observations undertaken at the SMEAR III (see Chapter 5) Kumpula site (60°12’ N, 24°57’ E). The modelling groups ran their models for different periods. Here we consider the performance of four of the models for the period January to August
2008. The ACASA model was run with parameters indicated in Table 9.3 both offline (at the local-scale) and with WRF for a larger regional area. The SLUCM parameters and setup (see all details in Loridan and Grimmond 2012) used here are for Stage 4 all input parameters are optimized using the Multi Objective Shuffled Complex Evolution Metropolis (MOSCEM: Vrugt et al., 2003) algorithm. Thus this should be the best performance for this model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Firenze</th>
<th>Helsinki</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human population density (people m⁻²)</td>
<td>0.0036</td>
<td>0.0027</td>
<td>ISTAT, 2009; Pop.Res.Ctr.Finland, 2009</td>
</tr>
<tr>
<td>Leaf Area Index (m² m⁻²)</td>
<td>0.5</td>
<td>1.5</td>
<td>This study</td>
</tr>
<tr>
<td>Canopy height (m)</td>
<td>36</td>
<td>31</td>
<td>Matese et al., 2009; Järvi et al., 2009</td>
</tr>
<tr>
<td>Interior building temperature (°C)</td>
<td>19</td>
<td>19</td>
<td>ASHRAE, 1992</td>
</tr>
<tr>
<td>Reflectivity (Visible)</td>
<td>0.2</td>
<td>0.2</td>
<td>Parker et al., 2000</td>
</tr>
<tr>
<td>Reflectivity (Near Infrared)</td>
<td>0.3</td>
<td>0.3</td>
<td>Parker et al., 2000</td>
</tr>
<tr>
<td>Thermal emissivity</td>
<td>0.9</td>
<td>0.9</td>
<td>Parker et al., 2000</td>
</tr>
</tbody>
</table>

Table 9.3. Input parameters used in ACASA runs in Firenze and Helsinki

Table 9.4. Observed (mean) and model performance evaluation statistics (RMSE; W m⁻² and MBE, W m⁻²) for four urban land-surface models. The model runs and observations are for Helsinki in January and August 2008. The number of 30 min data points that are used in the statistics are indicated by N.

<table>
<thead>
<tr>
<th></th>
<th>Qs</th>
<th>Qs</th>
<th>Qc</th>
<th>Qc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Mean</td>
<td>Mean</td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>Observed</td>
<td>-20.9</td>
<td>720</td>
<td>17.6</td>
<td>187</td>
</tr>
<tr>
<td></td>
<td>23.2</td>
<td>58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modelled</td>
<td>RMSE</td>
<td>RMSE</td>
<td>RMSE</td>
<td>RMSE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACASA</td>
<td>7.4</td>
<td>12.7</td>
<td>40.4</td>
<td>-14.3</td>
</tr>
<tr>
<td></td>
<td>13.7</td>
<td>30.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUEWS</td>
<td>39.6</td>
<td>13.3</td>
<td>53.1</td>
<td>25.9</td>
</tr>
<tr>
<td></td>
<td>24.3</td>
<td>23.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LUMPS</td>
<td>2.9</td>
<td>0.4</td>
<td>24.4</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>16.5</td>
<td>12.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SLUCM</td>
<td>5.1</td>
<td>-4.7</td>
<td>31.6</td>
<td>-4.6</td>
</tr>
<tr>
<td></td>
<td>29.8</td>
<td>-14.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 9.1 shows the mean monthly diurnal pattern of the observed and modelled net all-wave radiation, sensible and latent heat fluxes for ACASA, LUMPS, SLUCM and SUEWS. All four models are able to reproduce the diurnal behaviour of the fluxes well (Figure 9.1). The mean statistics for the models for each flux are presented in Table 9.4. For January ACASA overestimated the net all-wave radiation with mean bias error (MBE) of 12.7 W m⁻² whereas for SUEWS MBE was 0.4 W m⁻² and for LUMPS 1.0 W m⁻².

Slight overestimation was simulated with SLUCM (MBE = - 4.1 W m⁻²) Three models were able to capture the behaviour of the winter time QH well (except SLUCM) and differences between the models were very small, both by day- and by night-time. QH on the other hand was underestimated by SUEWS, LUMPS and SLUCM (MBE = -12, -19.8 and -13.9 W m⁻²) and overestimated by ACASA (MBE = 30.5 W m⁻²).

Larger differences between the models were observed in August than in January. ACASA tends to overestimate Q* and QH (MBE = 13.3 and 25.9 W m⁻²), but is able to reproduce Qc very well (RMSE = 24.3 W m⁻² and MBE = -2.7 W m⁻²). In contrast, both SUEWS and LUMPS underestimated Q* in the daytime, but were able to simulate nocturnal radiation levels correctly. SUEWS underestimated the day time QH, but was able to predict the diurnal pattern in Qc. LUMPS in contrast underestimated Qc but simulates QH correctly. SLUCM underestimates Q* (MBE = -22.5 W m⁻²) particularly at night-time, overestimates QH (MBE = -15.8 W m⁻²) and clearly underestimates Qc, similar to LUMPS. The conclusions are similar to those obtained in the Urban PILIPs model comparison study (Grimmond et al. 2011); individual models have their strengths and weakness in modelling the different energy balance components.

When WRF - ACASA was used to calculate the fluxes for a 0.6 km by 0.6 km grid size inner domain (Falk et al. 2013), the instantaneous (30-min) fluxes derived were compared for the entire month of June 2008. The QH and Qc fluxes have similar magnitude to the daily maxima, indicating the effects of significant vegetation in the flux footprint with a Bowen ratio (β = QH/Qc) of roughly 1. Generally, the model and observations had the same daily pattern. Typically the model errors were within the error range of the EC observations. The average peaks for both were 250 W m⁻² for QH and 200 W m⁻² for Qc. WRF-ACASA captured heterogeneous forcing related to land cover differences across the urban landscape (Figure 9.2). Differences between night-time and daytime fields also indicate robust simulation of the diurnal cycle for the different land use types.

Firenze

Energy and mass fluxes were simulated in the Firenze city centre with an uncoupled or in situ version of ACASA for two years (2008 and 2010) using a 30 minute time step. Meteorological data (air temperature, relative humidity, precipitation, and wind speed) collected at the Ximeniano Observatory (43°47′ N, 11°15′ E) and a constant CO2 concentration value (388 ppm, annual mean Mauna Loa Observatory, Hawaii, 2009-2010 (NOAA 2012) were used to force the model. The morphological parameters (Table 9.3) related to vegetation (i.e., Leaf Area Index LAI, maximum rate of Rubisco-mediated carboxylation Vcmax) are for broadleaf species that grow rapidly (large Vcmax, for instance) in urban areas. However, the city centre of Firenze has very little vegetation, so a small LAI value was set for this city (Table 9.3). Note the model does not use the percentage of vegetation surface cover, so to control the vegetation amount the LAI is changed. The soil type class corresponding to concrete surfaces was used for simulations.

Figure 9.1. Median observed and simulated $Q^*$, $Q_H$ and $Q_E$ in Helsinki using ACASA, SUEWS and LUMPS models for January and August 2008. Time is local time (UTC + 2 h).

Simulated energy fluxes were compared with eddy covariance flux measurements collected at the Ximeniano tower for the periods January-April 2008 and July-September 2010. The model reproduces diurnal variation in $Q_H$ flux, but overestimates the mid-day fluxes by more than one standard deviation of the observations (e.g. April 2008 period Figure 9.3). The scarcity of vegetation (< 5%, Vaccari et al., 2013) in the area results in small latent heat fluxes ($Q_E$), which ACASA is able to capture. The model evaluation statistics for April 2008 (N = 1295, 30 min data periods) have a RMSE of 32 W m$^{-2}$ and a MBE of 6 W m$^{-2}$. The observed net storage heat flux ($\Delta Q_S$) was estimated as residual from the energy balance equation assuming the anthropogenic heat flux ($Q_F$) is included in the other terms or is negligible. There is good agreement between simulated and estimated $\Delta Q_S$ (Figure 9.3), with a RMSE of 60 W m$^{-2}$ and a MBE of 3 W m$^{-2}$.

Fluxes at the regional scale were also calculated by running the coupled model WRF-ACASA at 200-m horizontal grid for a 5 km x 5 km domain (Figure 9.4). The model setup involved 6 nested grids from 48 km down to 200 m grid spacing, with a nesting ratio of 3. NCEP/NCAR Reanalysis (NNRP) data were used for WRF initial and boundary conditions for the coupled WRF-ACASA simulation. Modelled surface fluxes ($Q_H$, $Q_E$, and $\Delta Q_S$) have the expected patterns relative to the land cover (Figure 9.4) and surface types within the domain. Variations between diurnal and nocturnal flux values are shown in Figure 9.4, due to land use and local meteorological effects. Simulated values were within the range of observations.

Figure 9.2. Maps of (a, b) $Q_H$ and (c, d) $Q_E$ surface fluxes for the Helsinki urban area modelled with WRF-ACASA (domain 5, $\Delta x = 0.6$ km, 18.6 x 18.6 km) for (a, c) 00:00 and (b, d) 12:00 UTC on 15th July 2008 (modified from Falk et al., 2013).

Figure 9.4. Maps of $Q_H$, $Q_E$ and storage heat surface fluxes at (a, b, c) 5 am and (d, e, f) 12 noon local time (a, d) turbulent sensible heat flux, (c, f) storage heat flux in impervious surface elements (buildings, roads, etc), (b, e) latent heat flux for Firenze (modified from Marras et al., 2012). Observations are 33 m above ground level and mean building height of the surrounding area is 25 m. The model is forced with data at the same height as the observations. Time is the local time.

Figure 9.3. Mean diurnal sensible, latent and storage fluxes in April 2008 observed and ACASA simulated
London

The SLUCM/Noah performance was evaluated both offline and within WRF (WRF-SLUCM/Noah for 3 June 2010 (Loridan et al. 2013), a period when a high pressure system was over the UK giving clear-sky conditions. Two sets of EC tower observations located at King’s College London (KCL, 51.511° N, 0.116° W) were used to evaluate the model performance (see Kotthaus and Grimmond 2012, 2013a,b and Loridan et al. 2013 for measurement details; also described in Chapter 5).

The SLUCM/Noah offline application uses local scale observations (incoming shortwave and longwave radiation, air temperature, relative humidity, wind components, and pressure) to force the model. When the scheme is linked to WRF-SLUCM/Noah (i.e. online) the forcing fields are simulated by WRF (see Loridan et al. (2013) for details of the modelling setup). For both offline and online runs the modelled fluxes are evaluated and the impact of the land-surface characterization assessed. For the online simulations the modelled meteorological variables can also be assessed. The spatial extent of the observed EC and radiation source area are smaller than the 1 km² online grid cell used in WRF.

The diurnal evolution of the observed surface energy balance, the offline and online model fluxes are shown in Loridan et al.’s (2013) Figures 4 and 5. The model was run in Helsinki with a wide variety of land surface parameter values. These include the default parameter values for WRF V3.2.1 (termed ‘stage 1’), with high values for the albedo (0.2) for the roof, road and wall. This results in a clear overestimation of reflected shortwave K↑ (see Loridan et al.’s (2013) Figure 4a, RMSE =25 W m⁻² and MBE of 12 W m⁻², see their Table 4). At stage 5, when the parameter values are changed to the urban zone for energy partitioning (UZE) values recommended by Loridan & Grimmond (2012), appropriate for the measurement site (in this case high density, HD), the model performance statistics are improved (Table 9.5). Similarly, the modelled daytime L↑ is overestimated at stage 1, while stage 5 (UZE) yields results in better agreement with observations (RMSE reduced from 37 W m⁻² to 11 W m⁻² Table 9.5). The daytime Q* is underestimated at Stage 1 (RMSE = 19 W m⁻², MBE = − 43 W m⁻²), but this bias is reduced by using UZE parameters (RMSE = 14 W m⁻², MBE = − 6 W m⁻²). However, for both (stage 1 and 5) peak daytime Qh is overestimated, whereas evening/early morning values are underestimated. With less Q* at the surface, the Stage 1 parameters cause less daytime Qh release (RMSE = 62 W m⁻²). Although the underestimated Qh (MBE = −19 W m⁻²) is improved with UZE parameters (Table 9.5), the variability in the Qh observations means the statistics are not very robust.

Table 9.5: Performance of Noah/SLUCM in London on 3 June 2010 (data from Loridan et al. 2013 Stage 5b) compared to eddy covariance flux observations. Land surface parameters for model runs are UZE values.

<table>
<thead>
<tr>
<th></th>
<th>Offline W m⁻²</th>
<th>Online W m⁻²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MBE</td>
</tr>
<tr>
<td>K↑</td>
<td>14</td>
<td>-8</td>
</tr>
<tr>
<td>L↑</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>Q*</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>Qh</td>
<td>83</td>
<td>27</td>
</tr>
<tr>
<td>Qe</td>
<td>14</td>
<td>-6</td>
</tr>
</tbody>
</table>

Anthropogenic heat flux in all five Cities – LUCY

LUCY was used to model diurnal variations of Qf for a winter and a summer weekday for the five cities (Figure 9.5). Results show that the central parts of London (CAZ) have the highest values of Qf, both during winter and summer. The main reason for this is the high population density in combination with relatively high energy consumption which affects the heat released from buildings in the model. Examining the fluxes across the full extent of the London Greater London Authority, however, yields a mean Qf which is low because of lower population densities in the suburbs compared to the other cities examined. In winter, Helsinki has a relatively large release of Qf even though the population density is low (Table 9.2). This is because of the low winter temperatures which result in a high proportion of the yearly energy consumption used for heating during the cold winter months. In contrast, during summer Qf for Helsinki is the second lowest because little energy is needed to heat or cool buildings. Athens has Qf fluxes very close to those of the dense London CAZ in summer given the high proportion of the energy used to cool buildings during the hot summer. In contrast, cities in UK use very little energy to cool buildings during summer (see Figure 4 in Lindberg et al. 2013) and hence, energy released by buildings as well as the total Qf is much lower in summer compared to winter. Qf in Firenze is relatively low because the relatively low population density. The difference in Qf between summer and winter is very small as similar amounts of energy are used to heat buildings in winter as well as cool buildings during summer. Gliwice has the lowest release of Qf, mainly because the population density is so low.

Figure 9.5. Diurnal variations of average anthropogenic heat flux for a winter and summer weekday for then five BRIDGE cities in Europe, 2008.

CONCLUSIONS

Using the eddy covariance observations (see Chapter 5 for details) collected as part of BRIDGE, it has been possible to test the performance of several urban land surface models to simulate the urban energy balance exchanges. The models used here include models included in the international urban land surface model comparison (TEB, Noah/SLUCM, LUMPS) and two models that have been developed further within this project (ACASA, SUEWS).
The integrated urban land surface model comparison concluded that no model had the best overall capability for modelling the surface energy balance fluxes within an urban area (Grimmond et al. 2010, 2011). The results here lead us to similar conclusions. No individual model is best, or worst across the cities in which they were tested for all of the fluxes considered. All of the models have benefited from improvements and additional capabilities added through the BRIDGE project (e.g. Järvi et al. 2011, Loridan et al. 2011, Falk et al. 2013, Järvi et al. 2014). This is an important contribution to the evolution of urban land surface modelling.

The model runs demonstrate the importance not only of model physics but also the surface parameters used for the model runs. The need to ensure that these are considered as a whole to understand their relative importance and their suitability for a given site, is critical when land surface modifications are to be considered. If the models are not capable of modelling current conditions and/or responding appropriately to parameters changes, then simulations for future scenarios and different interventions could be very misleading.

Here the SLUCM model is documented to systematically have a problem with the turbulent sensible heat fluxes, notably the ability to transfer heat between sensible and latent heat exchanges. The performance was improved though when appropriate combined model parameters are used (i.e. UZE rather than default WRF values). This has implications that need to be taken into account when modelling surface changes with SLUCM, for example scenarios such as planting trees. Although the ACASA model results are promising, further refinements in the model parameterization are needed to impact the urban surface characteristics on simulated energy fluxes.
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