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ABSTRACT

We present a modelling study of processes controlling the summer melt of the Arctic sea ice cover. We perform a sensitivity study and focus our interest on the thermodynamics at the ice-atmosphere and ice-ocean interfaces. We use the Los Alamos community sea ice model CICE, and additionally implement and test three new parameterization schemes: (i) a prognostic mixed layer; (ii) a three equation boundary condition for the salt and heat flux at the ice-ocean interface; and (iii) a new lateral melt parameterization. Recent additions to the CICE model are also tested, including explicit melt ponds, a form drag parameterization, and a halodynamic brine drainage scheme.

The various sea ice parameterizations tested in this sensitivity study introduce a wide spread in the simulated sea ice characteristics. For each simulation, the total melt is decomposed into its surface, bottom and lateral melt components to assess the processes driving melt and how this varies regionally and temporally. Because this study quantifies the relative importance of several processes in driving the summer melt of sea ice, this work can serve as a guide for future research priorities.
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1. Introduction

The Arctic sea ice cover has undergone a rapid decrease in extent (e.g. Stroeve et al. 2012) and thickness (Kwok et al. 2009; Laxon et al. 2013; Lindsay and Schweiger 2015) over recent decades; transitioning from a predominantly multi-year ice pack to an increasingly seasonal ice pack (e.g. Comiso 2011). This decline has been accompanied by increases in sea ice drift (Rampal et al. 2009; Spreen et al. 2011) and deformation (Rampal et al. 2011) over a similar time period. The drastic regime shift observed in recent years suggests that the sea ice models developed following the early field campaigns of the 1960s/1970s (Arctic Ice Dynamics Joint Experiment, AIDJEX), and the 1990s (Surface Heat Budget of the Arctic Ocean, SHEBA) need to be re-evaluated against current sea ice conditions (Notz 2012). Some of the assumptions in these early models have since been challenged, both in their thermodynamic (Feltham et al. 2006; McPhee 2012) and dynamic (Coon et al. 2007; Feltham 2008) components. In this study we seek to understand the processes controlling the summer melt of Arctic sea ice, and thus we focus our attention on the various thermodynamic parameterization schemes included in a state of the art sea ice model.
Large regional and temporal variability in the sea ice state and the oceanic/atmospheric forcing provides a significant challenge when trying to assess the various processes that contribute to Arctic sea ice melt. In addition, *in-situ* measurements that provide a decomposition of sea ice melt processes (top, bottom and lateral melt) are sparse (Richter-Menge et al. 2006; Toole et al. 2011). Recently, Perovich et al. (2014) quantified the relative importance of surface ice/snow melt and bottom ice melt using autonomous Ice Mass Balance buoys (IMB) deployed over more than ten years (2000 to 2013) that drifted from the North Pole towards the Fram Strait. The study found surface and bottom melt to be of a similar magnitude on average, although both exhibited large inter-annual and regional variability. The study also demonstrated an almost doubling of bottom melt over the period 2008 to 2013 with respect to the period 2000 to 2005. Measurements of lateral melt are lacking and parameterizations of lateral melt in sea ice models are based on observations taken in the 1980s (e.g. Steele (1992) and references therein). The contribution to total Arctic sea ice melt from lateral melt is thought to be small in comparison to bottom and surface melt over high concentration areas, meaning its impact is mainly limited to the marginal ice zone. The increased areal coverage of the summertime marginal ice zone over recent years (Strong et al. 2013) could, however, be increasing the relative importance of lateral melt on a basin scale.

Sensitivity studies of one dimensional models of sea ice have been used in the past to assess the relative importance of different processes in driving the sea ice response to a prescribed external forcing in the Arctic (Ebert and Curry 1993) and in the Antarctic (Petty et al. 2012). These approaches are helpful in understanding the mean behaviour of the sea ice system but fail to capture the spatio-temporal complexity of the sea ice response and ignore feedbacks between the atmosphere, ice and ocean. At the other end of the complexity spectrum, ice-ocean (IO) coupled models (Johnson et al. 2007) and fully coupled atmosphere-ice-ocean (AIO) models (Maslowski et al. 2012, Keen et al. 2013, Rae et al. 2014), can resolve the regional and temporal sea ice response and feedback processes but are computationally expensive and often remain too simplified in representing the physics of
sea ice. As a compromise between physical complexity and computational expense, we use a
stand-alone sea ice model coupled to a prognostic ocean mixed layer (denoted ML hereafter)
model to quantify the impact of various new physical processes on the sea ice system while
retaining realistic regional information.

The total volume of sea ice within the Arctic basin is controlled by a balance between a
thermodynamic (growth/melt) and a dynamic (ice import/export) contribution (Hibler et al.
2006). Locally, the sea ice thickness is controlled by the balance of heat conduction ($F_{\text{condbot}}$,
$F_{\text{condtop}}$, see figure 1) and incoming fluxes ($F_{\text{ice}}, F_{\text{surf}}$, see figure 1) at its upper and lower
surfaces. As illustrated by simple one-dimensional models (Ebert and Curry 1993), the mean
sea ice thickness (and by extension the total volume of ice) is sensitive to the external forcing
(e.g. temperature, humidity, wind, incoming radiation, ocean heat flux) as well as to the
parameterizations used to describe the sea ice thermodynamic processes (e.g. albedo scheme,
lead opening, snow and ice thermal properties, treatment of the interfaces). In our stand-
alone setup, the external forcing is to a large degree constrained by the reanalysis. However,
the use of a prognostic melt pond scheme (Flocco et al. 2012) modifies the incoming
shortwave radiation at the ice-atmosphere interface and the inclusion of the Petty et al.
(2014) prognostic ML model alters the basal ice-ocean flux and allows feedbacks between
the ice and the ML. Therefore, even with prescribed boundary conditions and a stand-alone
sea ice model, the heat budget of the Arctic sea ice (figure 2 a) and ML (figure 2 b) can be
substantially modified by the choice of parameterization schemes used.

To better understand the physical mechanisms affecting the large scale retreat of the
summer Arctic sea ice cover and the relative importance of lateral melt, basal melt and
surface melt, we perform in this paper a sensitivity study of the summer sea ice state and
melt to different sea ice physics parameterization schemes. The various model runs are
analysed both in terms of their local response to a prescribed external forcing (melt rates,
interface temperature, salinity and fluxes) as well as their basin scale ice state characteristics
(total extent, area and volume).
The paper is structured as follows: section 2 presents the model setup, the sensitivity studies and the various physical processes assessed in this study; section 3 discusses the model results, the impact on the sea ice state characteristics, the mixed layer properties, and the relative importance of top, bottom and lateral melt in the model; and finally, a discussion and concluding remarks are given in section 4.

2. Processes controlling ice melt in a sea ice model

a. Choice of model configuration

We use version 5.0.2 of the Los Alamos sea ice model, CICE, described in detail by Hunke et al. (2013). This state of the art sea ice model includes a large number of physical parameterization schemes that can be turned on or off by the user. Here we briefly describe the schemes tested in this study.

The model uses multiple ice-thickness categories compatible with the ice thickness redistribution scheme of Lipscomb et al. (2007). We set the number of ice thicknesses to 5 and set the mean ridge height (a tunable parameter) to $\mu_{rdg} = 4$ m$^{1/2}$ (Hunke et al. 2013). We also use the default incremental remapping advection scheme of Lipscomb and Hunke (2004).

In all model runs we choose the elastic-anisotropic-plastic (EAP) rheology described in Tsamados et al. (2013). This rheology is the default choice in our developmental branch of CICE and was shown to result in large regional differences in ice thickness with respect to the default elastic-viscous-plastic (EVP) rheology of Hunke and Dukowicz (2002). We choose the ice strength formulation of Rothrock (1975) and set the empirical parameter that accounts for frictional energy dissipation to $C_f = 17$.

CICE contains three explicit melt pond parameterizations (Hunke et al. 2013) that are used in conjunction with the Delta-Eddington radiation scheme (Briegleb and Light 2007). In all our runs we use the physically based melt pond model of Flocco et al. (2012) which simulates the evolution of melt ponds based on sea ice conditions and external forcing.
In this latest version of CICE, the vertical temperature and salinity profiles as well as the brine volume are calculated. We choose to resolve five ice layers and one snow layer vertically and compare model results between the fixed salinity profile parameterization of Bitz and Lipscomb (1999) and the newly available mushy parameterization, in which the salinity within the ice can evolve in time (halodynamic model of Turner et al. (2013)). The differences between the two models as well as the impact of both halodynamic components on the main sea ice characteristics are discussed in details in Turner and Hunke (2015).

At the ice-ocean interface, we use the ocean heat flux formulation of Maykut and McPhee (1995), \( F_{ice} = \rho_w c_p \alpha_h u_s \Delta T \), \( \rho_w \) the water density, \( c_p \) the specific heat for seawater near freezing and \( \alpha_h \) the Stanton number or sensible heat transfer coefficient. The friction velocity is calculated as \( u_s = \sqrt{\tau_w / \rho_w} \), where \( \tau_w \) is the ice-ocean drag (including form drag when calculated (Tsamados et al. 2014)). Finally the temperature difference is taken as \( \Delta T = T_{mix} - T_0 \), with \( T_{mix} \) the mixed layer temperature and \( T_0 \) the temperature at the ice-ocean interface. As a default in CICE, \( T_0 \) is chosen equal to the freezing temperature of water at the salinity of the mixed layer, \( T_{0} = T_F(S_{mix}) \).

In the default CICE setup both atmospheric (ANDC) and oceanic (ONDC) neutral drag coefficients are assumed constant in time and space. Following Tsamados et al. (2014) and based on recent theoretical developments (Lu et al. 2011, Lüpkes et al. 2012) the total neutral drag coefficients can now be estimated from properties of the ice cover such as ice concentration, vertical extent and area of the ridges, freeboard and floe draft, and size of floes and melt ponds. The new parameterization allows the drag coefficients to be coupled to the sea ice state and therefore to evolve spatially and temporally. For more detail on the implementation we refer the reader to Tsamados et al. (2014). Note that in contrast to the earlier implementations of form drag in Tsamados et al. (2014) or Hunke (2014) we set the Stanton coefficient, \( \alpha_h \), to be proportional to the oceanic neutral drag coefficient, \( C_{dw} \).

As a default setting we choose \( \alpha_h = C_{dw}/2 \), to be consistent with airborne measurements of neutral drag coefficients for heat and momentum over the Arctic sea ice (see for example
Schröder et al. (2003), Figure 6 b). Note that during the melt season when false bottoms (or any accumulation of low salinity water at the ice-ocean interface) cover a sufficiently large portion of the pack ice and limit bottom heat flux, reducing the parameter $\alpha_h$ can be qualitatively justified. As a simple representation of false bottoms, we therefore modify the ice-ocean heat transfer coefficient according to the melt pond concentration at the ice surface.

For lateral melt we use the parameterization of Maykut and Perovich (1987) and Steele (1992) as implemented in CICE

$$\frac{\partial A}{\partial t} = -w_{\text{lat}} \frac{\pi}{\alpha L} A,$$

where $A$ is the sea ice concentration, $L$ is the typical floe diameter (set as a default in CICE to $L = 300$ m), $\alpha$ is a geometrical parameter, and $w_{\text{lat}}$ is the lateral melting rate, parameterized as in Perovich (1983), $w_{\text{lat}} = m_1 \Delta T m_2$ ($m_1 = 1.6$, $m_2 = 1.36$).

We now describe the implementations that are currently unique to our developmental branch of CICE.

b. Additional processes implemented in this study

(i) Prognostic mixed layer model in the Arctic

The default stand-alone configuration in CICE uses a fixed slab ocean mixed layer (ML) with a prognostic ML temperature, $T_{\text{mix}}$, but a prescribed ML salinity from climatology, $S_{\text{mix}}$, and a constant ML depth, $h_{\text{mix}} = 20$ m. Here we include the bulk ML model of Petty et al. (2014) that was used to investigate shelf water formation around Antarctica. This simple prognostic mixed layer model allows the temperature but also the salinity and the depth of the ML to evolve under the influence of surface and deep-ocean heat/salt fluxes. The model is based on the turbulent energy budget approach of Kraus and Turner (1967), which assumes that temperature and salinity are uniform throughout the mixed layer, and
that there is a full balance in the sources and sinks of turbulent kinetic energy. The ML
entrainment rate is then calculated by balancing the power needed to entrain water from
below with the power provided by the wind and the surface buoyancy fluxes (see Petty et al.
(2014) for further details about this model choice).

At the surface the mixed layer receives a heat flux from the ice \(F_{\text{ice}} + F_{\text{swthru}}\), figure 1] and open-ocean fractions \(F_{s/w}\), figure 1] (all fluxes are positive downwards) and a salt
flux calculated in CICE as a combination of ice/snow growth/melt \(F^S_{\text{ice}}\), figure 1] and precipita-
tion and evaporation \(F^S_{\text{pe}}\), figure 1] (note that the rainfall and melt water on sea ice
is assumed to percolate through the sea ice and enters the ML). In the winter as the ML
depens, heat and salt from the ocean below at the temperature, \(T_b\), and salinity, \(S_b\), are
entrained in the ML (respectively fluxes, \(F_{\text{bot}}\) and \(F^S_{\text{bot}}\), figure 1], while in the summer as the
ML shallows and leaves behind a layer of Winter Water there are no heat or salt fluxes at
the bottom of the ML. In our implementation we introduce a minimum ML depth, \(h_{\min}^{\text{mix}}\),
and assume that there are no heat and salt exchanges between the ML and the ocean below
when the ML reaches this minimum.

We apply a slow (\(\tau_r = 20\) days) temperature restoring of the ML temperature towards
a monthly climatology of the 10 m depth reanalysis temperature taken from MYO-WP4-
PUM-GLOBAL-REANALYSIS-PHYS-001-004 reanalysis (Ferry et al. 2011) (hereafter noted
MYO). This temperature restoring can be seen as a parameterization of the advection of heat
in the upper ocean. The weak temperature restoring is consistent with model results from
a coupled ice-ocean model (Steele et al. 2010) that found in the Arctic advection under the
pack ice to be relatively small in comparison with surface heat fluxes. To represent oceanic
heat flux convergence melting sea ice at the ice edge (Bitz et al. 2006), we adopt a faster
temperature restoring (\(\tau_r = 2\) days) when \(T_{\text{mix}} > T_{\text{MYO}}^{\text{mix}} + 0.2\). Note that the value of 0.2°C
is large enough to ensure that the fast restoring mainly occurs in the winter around the
ice edge. This ad-hoc method is equivalent to applying an additional heat flux to the ML,
\(F_{\text{adv}} = (T_{\text{mix}} - T_{\text{MYO}}^{\text{mix}})/(\tau_r \rho_w c_p h_{\text{mix}})\) (see figure 1a). The fast temperature restoring is mostly
important in controlling the winter sea ice extent while the slow temperature restoring acts as a heat sink for the ML in the summer.

In addition to this temperature restoring we use a slow (365 days) restoring to the sea surface salinity in the ML. In our new prognostic ML setup the freezing temperature of the mixed layer is updated to account for the modified salinity of the ML. As the ML shallows at the onset of melt, Winter Water is left behind in the deep ocean grid. The deep ocean salinity and temperature are then slowly restored with a time scale of 1 year to a winter (January 1st) climatology (1993-2010) from the MYO reanalysis. The ocean properties below the mixed layer are therefore relaxed towards observed climatology; isolating the effect of surface forcing and allowing us to understand short term (seasonal) variations in the ML.

(ii) Lateral melting and floe size distribution

We generalize the lateral melt parameterization of equation (1) to account for a power law distribution of floe sizes, in order to be consistent with observations (e.g. Herman (2010) and references therein). In our new lateral melt parameterization scheme, the variable $L$ in equation (1) represents the average floe size instead of representing a unique floe size as in the default lateral melt scheme.

For typical winter pack ice $L \geq 100$ m (Weiss and Marsan 2004) and lateral melting is negligible in comparison to bottom and surface melting (Steele et al. 1989). In summer, the average floe size decreases and the relative importance of lateral melting to basal melting increases as the ratio of perimeter to area increases. Wave-ice interaction fractures the ice and leads to smaller floes in the marginal ice zone. The average floe size typically varies with the ice concentration and was parameterized in the marginal ice zone by Lüpkes et al. (2012) to be:

$$L = L_{\text{min}} \left( \frac{A_*}{A_* - A} \right)^\beta,$$  \hspace{1cm} (2)

where $A_*$ is introduced instead of the value 1 to avoid a singularity at $A = 1$, the exponent $\beta$
is chosen in the range 0.2 to 1.4 ($\beta = 0.5$ in this study), and $L_{\text{min}}$ is a characteristic minimal floe size ($L_{\text{min}} = 8\text{m}$ in this study). Here, we have extended this parameterization to the entire ice cover, but note that in the case where $L \geq 100\text{ m}$ the contribution from lateral melting becomes negligible and the floe size parameterization becomes irrelevant to lateral melt.

In the appendix we show that if one uses a power law floe size distribution, then the total lateral melt is reduced relatively to the situation with a unique floe size. Lateral melt is reduced by a factor $P_0(\zeta)$ applied to the right hand side of equation (1),

$$\frac{\partial A}{\partial t} = -P_0(\zeta)w_{\text{lat}} \frac{\pi}{\alpha L} A,$$

where $\zeta$ is the power exponent of the power law distribution $n_r(r)$, with $\frac{n_r(r)}{\pi r^2}$, being the number of floes of size $r$ per unit area. Typical observed values of $\zeta$ are in the range 1 to 2 with the corresponding values of the attenuation pre-factor, respectively $P_0(1) = 0$ and $P_0(2) = 0.75$. In this study we choose $\zeta = 1.13$ and $P_0(1.13) = 0.2$. We should note that the choice of the exponent $\zeta$ is subjective and needs to be constrained further from observations.

(iii) Three equation boundary conditions

The Maykut and McPhee (1995) formulation of the heat flux from the ocean into the ice, $F_{\text{ice}}$ (see section 4A), depends on the interfacial temperature, $T_0$. As discussed in Schmidt et al. (2004), the interfacial temperature can be chosen in models as: (i) a constant freezing temperature of sea water (typically sea water at a salinity of 34 PSU); (ii) the freezing temperature of the ML (default option in CICE); or (iii) the freezing temperature, $T_f$, of the sea water directly below the sea ice with the interfacial salinity, $S_0$, that in the summer can be fresher than the water in the ML due to the freshwater fluxes associated with melting. In this latter case one must solve the following system of three equations described in Notz (2005) and McPhee (2008):
\[- F_{\text{condbot}} + \rho_w c_p \alpha_h u_0^* (T_{\text{mix}} - T_0) - q \dot{h}_0 = 0, \quad (4)\]
\[\alpha_s u_0^* (S_{\text{mix}} - S_0) + \dot{h}_0 (S_{\text{ice}} - S_0) = 0, \quad (5)\]
\[T_0 = T_f(S_0) \simeq -mS_0, \quad (6)\]

where \( F_{\text{condbot}} \) is the downward ice conductive heat flux at the basal surface, \( q \) is the enthalpy of new ice forming with the salinity and freezing temperature of the sea surface and \( \dot{h}_0 \) is the rate of ice growth at the ice-ocean interface. \( T_{\text{mix}} \) and \( S_{\text{mix}} \) are respectively the temperature and salinity of the mixed layer. The exchange coefficients for salinity and heat are different under melting conditions, \( \alpha_s = \alpha_h/50 \) and under freezing conditions, \( \alpha_s = \alpha_h \) (McPhee 2008).

Note that this is a new parameterization scheme included in CICE. We solve the system of equations (4)-(6) separately for each ice thickness category and save \( T_0, S_0 \) as well as all fluxes as output variables. Note that this parameterization scheme is only operational in CICE when the mushy layer parameterization of Turner et al. (2013) is switched on.

c. Reference model run and sensitivity model runs

We describe in this section our chosen reference run and model sensitivity runs. Our ambition is not to find an optimal model configuration but instead to test the impact of the model physics on a sufficiently realistic model configuration. The reference configuration follows largely from previous work by Tsamados et al. (2014) and Schröder et al. (2014) that included several recent model developments (see section 2a) and was able to demonstrate good agreement to the observed September sea ice extent. In addition our reference model configuration was chosen to reproduce reasonably well the main sea ice characteristics in the summer months, in particular the sea ice concentration in August that is often underestimated in models (Notz 2013). Because they are implemented in CICE for the first time, we focus in particular in our sensitivity study on the processes described in section 2b.
In the reference run, \textit{REF}, most model implementations described in sections 2a and 2b are switched on, namely: the prognostic mixed layer of Petty et al. (2014); the three equation boundary condition treatment of the ice-ocean interface; the mushy layer thermodynamic implementation of Turner et al. (2013); the form drag parameterization of Tsamados et al. (2014); a heat transfer coefficient proportional to the oceanic neutral drag coefficient, $\alpha_h = C_{dw}/2$. On the other hand the new lateral melt parameterization is not used.

In addition to the \textit{REF} run we perform a series of sensitivity runs. We adopt for each physical process a simple on-off approach where each additional model run contains a simple modification with respect to the \textit{REF} run. The names and changes in these sensitivity runs are as follows. In \textit{MLD\textsubscript{CST}} we use the default fixed depth slab ocean ML described in 2i); in \textit{MLD\textsubscript{MIN\textsubscript{2M}}} we set the minimum allowed ML depth to $h_{\text{mix}} = 2$ m; in \textit{NO\textsubscript{3EQTN}} we revert to the default boundary condition treatment with $T_0 = T_f(S_{\text{mix}})$ (see 2iii); in \textit{NO\textsubscript{MUSHY}} we replace the mushy parameterization and flushing of Turner and Hunke (2015) by the fixed salinity profile scheme of Bitz and Lipscomb (1999) (section 2a); \textit{DBL\textsubscript{ALPHA\textsubscript{H}}, DBL\textsubscript{ALPHA\textsubscript{H}} / NO\textsubscript{3EQTN}} and \textit{DBL\textsubscript{ALPHA\textsubscript{H}} / NO\textsubscript{MUSHY}} are the same as \textit{REF, NO\textsubscript{3EQTN}} and \textit{NO\textsubscript{MUSHY}} but with a doubling of $\alpha_h$ (section 2a); in \textit{NO\textsubscript{POND}} we artificially set the thickness of the melt ponds to zero; in \textit{FALSE\textsubscript{BOTTOM}} to simply model the impact of under ice fresh water accumulation on the bottom heat flux we double $\alpha_h$ where melt ponds cover more than 20\% of the ice surface; in \textit{NO\textsubscript{FORM\textsubscript{DRAG}}} we switch off the Tsamados et al. (2014) form drag parameterization (section 2a); in \textit{LAT\textsubscript{MELT}} we switch on the lateral melt parameterization described in section 2b; finally in \textit{SST\textsubscript{TIME}} we restore the sea surface temperature to the time dependent temperature of the MYO reanalysis surface ocean temperature over the period 1993 to 2010 (because the ocean reanalysis is limited to this period). All the sensitivity runs are summarized in table 1.

All simulations are run in stand-alone mode on a 1° tripolar (129 × 104) grid that covers the whole Arctic Ocean (note that the Hudson Bay and part of the Canadian Archipelago are treated as land) with a horizontal grid resolution of around 50 km. Atmospheric forcing
data are taken from the NCEP-NCAR reanalysis (Kanamitsu et al. 2002): 6-hourly 10-m winds, 2-m temperatures and 2-m humidity, daily shortwave and longwave radiation as well as monthly snowfall and precipitation rates. Sea surface temperature (SST) and salinity (SSS) are taken from the MYO reanalysis (Ferry et al. 2011) to initialize the Arctic sea ice state. Climatological monthly means from Ferry et al. (2011) are used for the ocean currents (depth of 10 m). Starting with an homogeneous sea ice with thickness of 2.5 m, a snow depth of 20 cm and a concentration of 100% the reference model, REF, is spun up for 10 years (1980-1989) once. This configuration is used as initial condition for all the simulation runs described in table 1 that are then run for a period of 24 years (1990-2013).

3. Results of a sensitivity study

a. Relative importance of top, bottom and lateral melt

In this section we describe the impact of the various parameterization schemes on the summer Arctic sea ice-mixed layer state. Figure 3 shows the mean seasonal and inter-annual mixed layer temperature $T_{\text{mix}}$ (figure 3a and b), mixed layer salinity $S_{\text{mix}}$ (figure 3e and f), and mixed layer depth $h_{\text{mix}}$ (figure 3i and j) for each model simulation. To decompose the thermodynamic response of each model simulation and to quantify the relative importance of top, bottom and lateral melt, figure 3 shows the mean seasonal and inter-annual surface melt rate (figure 3c and d), bottom melt rate (figure 3g and h) and lateral melt rate (figure 3k and l).

Looking first at the mean upper ocean characteristics, we see that the seasonal cycle of $h_{\text{mix}}$ is important in controlling the temperature and salinity of the ML. From a simple heat and salt conservation argument (equations 14 and 15 in Petty et al. (2014)) the shallowing of the ML in the summer season results in an increase of the average $T_{\text{mix}}$ (figure 3a), from an average maximum in July of $\sim -1.0^\circ$ C in $\text{MLD}_{\text{CST}}$ to $\sim -0.8^\circ$ C in $\text{REF}$ and $\sim -0.5^\circ$ C in $\text{MLD}_{\text{MIN}}$ and a reduction of the average minimum SSS in July (figure 3e) from
~ 31.3 PSU to ~ 29 PSU and ~ 27.4 PSU. In addition to the seasonal dependence the ML appears to be warming (figure 3 b) and freshening (figure 3 f) over the last 2 decades in July and this trend is stronger for the shallower summer ML in MLD_MIN.2M. Interestingly, despite having a thicker \( h_{\text{mix}} \), NO_MUSHY displays very similar \( T_{\text{mix}} \) characteristics as in MLD_MIN.2M. This reflects the additional incoming solar radiation in this model run that was shown by Turner and Hunke (2015) to be related to the reduced flushing rate in the Bitz and Lipscomb (1999) parameterization resulting in a larger pond area fraction and a lower albedo. The summer \( T_{\text{mix}} \) climatology in NO_3EQTN, NO_FORM_DRAG, NO_POND and SST_TIME is lower than REF by approximately 0.1°C. Note also that in SST_TIME there is a strong warming trend of the ML and the interannual variability of \( T_{\text{mix}} \) is much larger than in REF. This points to the importance of the oceanic temperature restoring scheme used in a stand-alone setting. These variations in the mean ML characteristics can help us explain the differing bottom and lateral melt rates from each simulation as discussed next.

The bottom and lateral heat fluxes scale respectively with \( \Delta T \) and \( \Delta T^{m2} \) (\( \Delta T = T_{\text{mix}} - T_0 \), see section 3C). Intuitively one might therefore expect a higher summer \( T_{\text{mix}} \) will contribute to an increase in the bottom and lateral heat flux. However, a fresher ML results in an increased freezing temperature at the ice-ocean interface (here we assume \( T_0 = T_F(S_{\text{mix}}) \)) which will reduce the bottom and lateral heat flux. Comparing MLD_CST and REF in figure 3 g and h, we can see that despite the higher \( T_{\text{mix}} \) in the REF simulation, the impact on the average local bottom melt is negligible. In the MLD_MIN.2M and NO_MUSHY simulations, however, the increase in \( T_{\text{mix}} \) compared to REF appears sufficient to cause a significant increase in the bottom and lateral melt (see figure 3 h and l). Finally, the NO_3EQTN simulation demonstrates the insulating effect caused by switching on the three equation boundary conditions. Indeed despite the higher \( T_{\text{mix}} \) throughout summer in the REF simulation, the bottom melt rate is significantly higher on average for NO_3EQTN. This can only be explained by the larger interfacial temperature in REF (not shown) that, in contrast to NO_3EQTN, is taken as the freezing temperature of the fresher water directly
below the sea ice (see equations (4)-(6)).

The mean seasonal (figure 3(c), (g) and (k)) and annual time-series (figure 3(d), (h) and (l)) of the basin average surface, bottom and lateral melt rates show that the bottom melt is the strongest contributor to the total melt (up to $\sim 1.5$ cm/day in July for $REF$). The top melt is the second strongest contribution (up to $\sim 1.25$ cm/day in July for $REF$) and, as expected, is largely insensitive to modifications to the ML. Except in the case of the floe size dependent lateral melt parameterization, $LAT\_MELT$, the contribution from lateral melt is on average small (up to $\sim 0.25$ cm/day in July for $REF$). For the $REF$ simulation in July, surface melt shows the highest interannual variability, with a standard deviation of $0.41$ cm/day (figure 3d), compared with $0.29$ cm/day for bottom melt (figure 3h) and $0.06$ cm/day for lateral melt (figure 3l). These results suggest that in our model implementation, interannual variability of the summer sea ice characteristics (area, extent, volume) will be dominated by the surface melt processes. This could explain why the inclusion of a realistic description of surface melt ponds in CICE results in significant skill in reproducing and forecasting the September sea ice extent (Schröder et al. 2014). Note also that the lower interannual variability in $REF$ (0.29 cm/day) compared to $SST\_TIME$ (0.36 cm/day) could indicate that the simulations without temperature restoring to a time dependent reanalysis might underestimate the true variability of the upper ocean temperature and salinity.

Figure 4 decomposes the changes in the total volume of ice into its various thermodynamic components during ice growth (congelation growth, frazil ice formation and snow ice formation) and ice melt (surface melt, bottom melt and lateral melt). Figure 4 shows that the mean annual ice growth is dominated in all sensitivity simulations by congelation growth ($+9500$km$^3$ in $REF$), followed by frazil ice formation ($+4100$km$^3$ in $REF$), and snow ice formation ($+800$km$^3$ in $REF$). The mean annual ice melt is dominated by bottom melt ($-10000$km$^3$ in $REF$), followed by surface melt ($-3200$km$^3$ in $REF$) and lateral melt ($-1200$km$^3$ in $REF$). In all the simulations, the total annual ice melt and growth largely cancel each other out over the full annual cycle, leaving only a small negative term.
associated with the expected ice volume decline over the 1993 to 2010 period. The differences in the mean total sea ice volume across all simulations occurs in a transient period of up to five years from 1990 to 1994 (not shown). Three simulations stand out in figure 4: NO_MUSHY, LAT_MELT and SST_TIME. Relative to REF, NO_MUSHY shows an overall increase in congelation growth (+3750km$^3$) and a reduction in surface melt ($-900km^3$) and lateral melt ($-200km^3$), compensated by a decrease in frazil ice formation ($-3100km^3$) and an increase in snow ice formation ($+850km^3$) and bottom melt ($+950km^3$). The increase in lateral melt in LAT_MELT ($-2500km^3$) is largely compensated by a reduction in bottom melt ($+2200km^3$) reflecting the fact that the heat available in the ML to melt the ice from below is divided between lateral and bottom melt. In SST_TIME, a large increase in frazil ice formation is compensated by less congelation growth and increased bottom melt. These compensating effects are examples of the negative feedback processes that take place during the thermodynamic cycle of sea ice.

Decomposing the total ice melt shows that bottom melt accounts for more than two thirds of the total ice melt, top melt accounts for almost a third of the total and lateral melt contributes less than 10%. Looking at the ice melt across individual months (not shown) shows that a significant fraction of the total bottom melt occurs outside the summer melt season (from September to April), featuring monthly ice melt volumes of $-2000km^3$ to $-5000km^3$. Over the same monthly time period, the contribution to the total melt from surface and lateral melt is small. Looking at maps of ice melt (similar to figure 6) for the September to April months (not shown) demonstrates that this ‘winter’ bottom melt contribution occurs mainly around the ice edge, driven by warm southern Atlantic and Pacific waters. In the REF simulation, the monthly (inter-annual) mean ice melt in June, July and August is $-6000km^3$, $-28000km^3$ and $-5000km^3$ for surface melt, $-22000km^3$, $-38000km^3$ and $-22000km^3$ for bottom melt and $-4000km^3$, $-5000km^3$ and $-3000km^3$ for lateral melt.

We now look at the spatial pattern of the surface (figure 5), bottom (figure 6) and lateral
melt for each simulation for July (the maximum melt month). In these figures, absolute melt rates are shown for REF, while relative values are shown for all other model runs. Looking first at the absolute values of the melt rates in REF we see that the mean July surface melt rate is high (~1.5 cm/day) over most of the Arctic basin and is low (<0.5 cm/day) over the Fram Strait, the ice edge and the region of thicker ice north of Greenland and the Canadian Archipelago. Note that the regions of increased surface melt correspond to regions of larger than average pond coverage (not shown). The bottom and lateral melt rates are higher (≥1.5 cm/day and ≥0.25 cm/day respectively) in regions of low concentration (A < 80%), where solar radiation can penetrate the upper ocean and increase the mixed layer temperature.

Figure 5 shows that model runs using the Bitz and Lipscomb (1999) parameterization for salinity and flushing (NO MUSHY, DBL ALPHA_H / NO MUSHY and FALSE BOTTOM) result in a large increase in surface melt (+0.25 cm/day to +0.5 cm/day). This is the result of a slower flushing of melt ponds resulting in a lower surface albedo and higher incoming solar radiation. This in-turn leads to increased heat transfer to the mixed layer and an increase bottom (+0.25 cm/day to +1.0 cm/day) and lateral melt rate (up to +0.1 cm/day) over most of the Arctic Ocean. The similarity in the spatial patterns of bottom and lateral melt DBL ALPHA_H / NO MUSHY and FALSE_BOTTOM demonstrates that reducing the heat transfer coefficient only in those location that present large coverage of ponds (pond area larger than 20%) is sufficient to significantly reduce the oceanic melt. This hints to the potentially important role of under ice melt ponds and false bottom formation in controlling the sea ice state.

In LAT MELT we observe a large increase of lateral melt over the ice edge (≥0.5 cm/day) that is accompanied by a reduction in bottom melt (≤−0.5 cm/day). This highlights that if more heat is used to melt the ice laterally, less heat is available for bottom melt. Figure 5 shows a decrease in NO FORM DRAG of bottom melt under heavily ridged ice north of Greenland and the Canadian Archipelago (≤−0.25 cm/day) that we attribute to a reduction
in NO_FORM_DRAG with respect to REF of the oceanic drag coefficient, $C_{dw}$, and hence a reduction in the heat transfer coefficient, $\alpha_h = C_{dw}/2$.

Other interesting spatial features include the near identical spatial patterns of bottom and lateral melt rates in MLD_CST and NO_POND which mirror the melt rates observed in MLD_MIN_2M. We also note that turning off the 3 equation boundary conditions in the NO_EQTN simulation results in an increased bottom and lateral melt in the marginal ice zone. In order to fully understand the pattern of the melt rates discussed above we now look at the impact on the main sea ice and mixed layer characteristics.

b. *Regional sea ice and mixed layer patterns*

The ice cover is a complex heterogeneous system and in this section we assess how different regions respond to the different physical parameterization schemes. For all model simulations (described in table 1) we calculate for each model grid cell a climatology (over the period 1993 to 2013) of sea ice concentration ($A$), sea ice thickness ($H$), ML temperature ($T_{mix}$) and ML salinity ($S_{mix}$). As discussed in the introduction, the main focus of this study is in understanding the sensitivity of sea ice melt to various sea ice physics parameterization. Nevertheless, our reference run was chosen to agree qualitatively with ice concentration data obtained from the Special Sensor Microwave Imager (SSM/I) passive microwave radiometer and with ice thickness from the Pan-Arctic Ice Ocean Modeling and Assimilation System (PIOMAS).

Comparing $h_{mix}$ from Ice Tethered Profilers (ITP) measurements (2004-2013) and the MYO reanalysis we find that the simulations presented in this study featuring only a simple prognostic ML model reproduce also qualitatively the shallow and stable ML observed across the Arctic (see also Peralta-Ferriz et al. [2014]). In the summer the REF simulation and the MYO reanalysis show a shallower ML depth than the ITP measurements, including a minimum depth of $h_{mix} \sim 10$ m over the entire Arctic Ocean. The REF simulation ML depths agree with the ITP measurements in the Beaufort Sea but underestimate the ML
depths in the pack ice north of Greenland. Similar maps of the mixed layer temperature \( T_{\text{mix}} \) and salinity \( S_{\text{mix}} \) (not shown) illustrate the tendency of the REF simulation to overestimate (both against ITP and MYO) the heating of the ML in August, which in turn results in additional melt and a lower \( S_{\text{mix}} \).

In figures 8 to 11 we show maps of the main sea ice and mixed layer characteristics. We show the absolute values for the reference REF simulation and the relative values with respect to REF for all other model simulations. We have computed these maps for all months but choose here to only show August. This choice is motivated first by the fact that August has the largest differences between the different sensitivity model runs in our study and also because August sea ice concentration is often underestimated in current sea ice models (Notz 2013).

Comparing first REF, MLD\_CST and MLD\_MIN\_2M we see that switching off the prognostic mixed layer results in a large increase in ice concentration \((A > +10\%, \text{ figure 8})\) and decrease in the ML temperature \((T_{\text{mix}} < -0.4^\circ\text{C}, \text{ figure 10})\) over most of the eastern Arctic Ocean (where \(A < 80\%, \text{ figure 8}\)). Reducing the value of the minimum mixed layer depth \((h_{\text{mix}} = 2 \text{ m})\) has the opposite effect and results in a large decrease in concentration \((A < -10\%, \text{ figure 8})\) and increase in the ML temperature \((T_{\text{mix}} > +0.4^\circ\text{C})\) over the same region. The impact on ice thickness is more diffuse, with a homogeneous increase in the mean ice thickness \((+10\text{cm}-25\text{cm}, \text{ figure 9})\) over most of the Arctic basin for MLD\_CST and a corresponding increase in the mixed layer salinity \((> +2, \text{ figure 11})\). MLD\_MIN\_2M shows a decrease in ice thickness \((-50\text{cm} \text{ to} -100\text{cm})\) over a similar region to MLD\_CST and a corresponding decrease of the mixed layer salinity \(< -2 \text{ PSU}\). This indicates that to a leading order, the ML temperature tends to evolve with sea ice concentration (due to modified incoming solar radiation) while the ML salinity evolves with ice thickness (due to salt exchanges during ice melt/growth). Note that these results hold also in July and throughout the summer season (not shown).

We now turn to REF, NO\_3EQTN and NO\_MUSHY (results for DBL\_ALPHA\_H, DBL\_ALPHA\_H \(19\)).
and DBL_ALPHA_H / NO_MUSHY are qualitatively similar) to quantify the impact of the sea ice salinity dynamics, flushing and three equation boundary condition on the sea ice and ML. Because of the larger incoming solar radiation associated with the default halodynamic model of Bitz and Lipscomb (1999) and the default CICE flushing parameterization, sea ice concentration is reduced in NO_MUSHY with respect to REF by more than 10%, sea ice thickness is reduced by more than 1m, $T_{mix}$ is lower by more than 0.4°C, and $S_{mix}$ is lower by 0.5 – 1 PSU over most of the Arctic Ocean. Note that FALSE_BOTTOM, the simulation that uses the same parameterization has a similar low sea ice state bias. Comparing REF and NO_3EQTN, we see that the differences are smaller ($\Delta A \sim -5\%$, $\Delta H \sim -20cm$, $\Delta T_{mix} \sim +0.3°C$ and $\Delta S_{mix} \sim 0$ PSU), the impact is localised over the marginal ice zone and happens almost exclusively in the summer season (June and July not shown). This is consistent with the larger melt rate in this region in NO_3EQTN and reflects the fact the 3 equation boundary condition is most effective where there is a source of fresh melted water at the ice-ocean interface, hence lowering the interfacial salinity, $S_0$, and reducing the bottom heat flux (see equations (4) to (6) in section 2b).

The impact of switching off the form drag parameterization of Tsamados et al. (2014) in NO_FORM_DRA is spatially bi-modal; increasing the summer concentration (marginally), ice thickness ($\Delta H \sim +1m$) and ML salinity ($\Delta S_{mix} \sim 1$ PSU) in the heavily ridged regions north of Greenland and the Canadian Archipelago, and decreasing the ice concentration ($\Delta A \sim -10\%$) and ice thickness ($\Delta H \sim -25cm$) while increasing the ML temperature ($\Delta T_{mix} \sim +0.3°C$) over the Russian continental shelves. As discussed in section 3b, these differences can be largely explained by increased (reduced) interfacial heat fluxes due to the higher (lower) than average atmospheric and oceanic heat exchange coefficients in the former (later) regions when the form drag is accounted for.

Switching off the melt ponds in NO_POND results, as expected, in a large increase in the concentration and volume of ice throughout the summer season, due to a lowering of the
incoming solar radiation, $F_s$. In August, for example, the patterns are similar, albeit more intense, to $MLD\_CST$ with a large increase of $A$ and decrease of $T_{mix}$ over most of the eastern portion of the Arctic Ocean and a more homogeneous increase of $S_{mix}$ and $H$. Interestingly $FALSE\_BOTTOM$ performs very much like $NO\_MUSHY$ (and less like $DBL\_ALPHA\_H$ / $NO\_MUSHY$), indicating that reducing the bottom heat flux whenever melt ponds are prevalent could play an important role in accurately simulating the total mass balance of the Arctic sea ice cover.

Introducing the new lateral melt parameterization in $LAT\_MELT$ results in a significant decrease of concentration ($\Delta A \sim -7.5\%$) and thickness ($\Delta H \sim -20\text{cm}$) in the marginal ice zone, but without noticeable changes of the mixed layer salinity and temperature.

c. Impact on the main sea ice characteristics

We now assess the main sea ice characteristics from the various model simulations over the entire Arctic basin. This provides a simple overview of the sea ice response to prescribed atmospheric and oceanic forcing. In figure 12, we look at the impact of the new model physics on the total ice area (figure 12 a-c), total ice extent (figure 12 d-f), and total ice volume (figure 12 g-i). To distinguish between the different model responses shown in figure 12 we present in figures 13 (a-c) and 14 (a-c) a series of scatter plots showing the average and trend in sea ice area (SIA), sea ice extent (SIE, defined as the total area covered by ice with a concentration higher than 15%) and sea ice volume (SIV) over the period 1993 to 2010 in August and September (note that we use the same colour scheme as in figure 12). The slightly shorter time period chosen reflects the time span of the $SST\_TIME$ simulation that is limited by the MYO reanalysis data used. Note that the results shown on figures 13 and 14 are similar over the period 1993 to 2013.

In order to assess the inter-annual variability of the model simulations, we also calculate the correlation and de-trended correlation between each model run annual time-series (SIA, SIE and SIV) and the corresponding observational dataset. Figures 13 (d-f) and 14 (d-f)
show these results in a scatter plot format respectively in August and September. Note that we choose to compare the SIA and SIE results to the Bootstrap processing of passive microwave data (Comiso 2000). While absolute values between NASA Team and Bootstrap sea ice concentration vary considerably in the summer, the detrended time series are similar. For comparison purposes we also show a point corresponding to the Schröder et al. (2014) model setup that we refer to as SFFT14.

Figures 13 and 14 reveal that the physical processes tested in this study introduce a wide spread in the main sea ice characteristics in both the mean and the trend. In September the average SIA ranges from $3.1 \times 10^6$ km$^2$ (NO_MUSHY) to $5.1 \times 10^6$ km$^2$ (SST_TIME), the average SIE from $4.5 \times 10^6$ km$^2$ (DBL_ALPHA_H / NO_MUSHY) to $6.2 \times 10^6$ km$^2$ (SST_TIME) and the average SIV from $4.0 \times 10^6$ km$^2$ (DBL_ALPHA_H / NO_MUSHY) to $12.7 \times 10^6$ km$^2$ (SST_TIME). The September SIA trend ranges from $-1700 \times 10^6$ km$^2$/decade (SST_TIME) to $-750 \times 10^6$ km$^2$/decade (NO_POND), the SIE trend ranges from $-1400 \times 10^6$ km$^2$/decade (SFFT14) to $-620 \times 10^6$ km$^2$/decade (MLD_CST), and the SIV trend ranges from $-3.9 \times 10^{12}$ m$^3$ (SST_TIME) to $-1.6 \times 10^{12}$ m$^3$/decade (DBL_ALPHA_H / NO_MUSHY).

Looking in more detail at the individual runs in figures 13 a-c and 14 a-c, we see that the average SIA, SIE and SIV (to a lesser degree) of most model simulations are larger than for the SFFT14 simulation of Schröder et al. (2014) and closer to the passive microwave observations (not closer to PIOMAS). The only simulations that have similar SIA and SIE (but lower SIV) to the SFFT14 run are NO_MUSHY and DBL_ALPHA_H / NO_MUSHY that use the same thermodynamic treatment of the ice (Bitz and Lipscomb 1999) and the same parameterization of the flushing of melt ponds (Turner and Hunke 2015) as is used in Schröder et al. (2014). Two outlier runs on figure 12, NO_MUSHY (and DBL_ALPHA_H / NO_MUSHY not shown) and SST_TIME (and to a lesser degree NO_POND), show a very low and high total volume of ice throughout the season (figures 12 (g-i)). In SST_TIME we use a time dependent SST from the MYO reanalysis which is equivalent to modifying the
oceanic flux $F_{adv}$ shown on figure 1. As clearly demonstrated in Turner and Hunke (2015), by introducing a new mushy layer thermodynamic scheme (Turner et al., 2013) ($NO_3EQTN$ and $REF$), we also modify the flushing parameterization used in the earlier setup of CICE (Bitz and Lipscomb, 1999) ($NO_{MUSHY}$). This results in less melt pond water being flushed in the summer in $NO_{MUSHY}$ as opposed to in $NO_3EQTN$ (or $REF$) which lowers the albedo and increases the incoming shortwave radiation penetrating the sea ice and mixed layer system, resulting in a strong reduction in sea ice volume as shown in figures 12 (g-i).

This is also highlighted by the additional ice surface heat flux $F_s$, in $REF$ compared to $NO_{MUSHY}$. Inversely, in $NO_POND$ where the thickness and area of the melt ponds are set artificially to zero, the surface heat flux, $F_s$, is reduced, resulting in less ice melt and a slower ice edge retreat (see figures 12, 13 and 14).

Observed differences in the mean sea ice characteristics between the various model simulations can also be related to a shift in their seasonal responses. As highlighted in figure 12, introducing a prognostic ML results in an overall depletion of ice across the Arctic (in both thickness and concentration). From figure 12 g (but also a and d) we see that from January to May, the sea ice in the reference run $REF$ does grows slower than in $MLD_{CST}$. We attribute this to the entrainment of warm water from the deeper ocean as the mixed layer deepens from about 30 m in January to about 50 m in May, resulting in a large positive bottom flux $F_{bot}$ (figure 2) that is not present in the $MLD_{CST}$ run. Looking at the mean ice growth and melt contributions in figure 4 and for individual months shows that the difference is due to less frazil ice formation in $REF$ between January and May as discussed in section 3a

As expected, the trends in SIV correlate with the mean SIV (see figures 13 c and 14 c). For example, the ice covered area ice in August in $SST_{TIME}$ is almost double that of $NO_{MUSHY}$ and melting sea ice at the same volume per decade in both runs would require a significant increase in the local melt rates that has no physical justification. Hence, the sea ice volume trend is more than halved in $NO_{MUSHY}$ ($-1.7 \times 10^{12} \text{m}^3/\text{decade in September}$)
in comparison to \textit{SST\_TIME} ($-4 \times 10^{12}\text{m}^3/\text{decade}$ in September) as shown in figure 14c.

We turn now to the scatter plot correlations presented in figures 13d-f and 14d-f. In the following discussion we denote $R$ the correlation and $R^*$ the detrended correlation. Figure 13d-f shows that apart from \textit{SFFT14} and \textit{SST\_TIME}, all other runs perform relatively poorly in reproducing the observed variability in the August SIA ($R \leq 0.75$ and $R^* \leq 0.45$) and only slightly better for the SIE ($R \leq 0.85$ and $R^* \leq 0.6$) and SIV ($R \leq 0.88$ and $R^* \leq 0.63$). The September correlations (figures 14d-f) are higher in all simulations for SIA ($0.86 \leq R \leq 0.95$ and $0.6 \leq R^* \leq 0.86$) and SIE ($0.82 \leq R \leq 0.95$ and $0.53 \leq R^* \leq 0.86$) and similar for SIV ($0.86 \leq R \leq 0.92$ and $0.45 \leq R^* \leq 0.8$). The \textit{SFFT14} and \textit{SST\_TIME} runs still perform best across all characteristics but note that \textit{NO\_MUSHY, DBL\_ALPHA\_H / NO\_MUSHY, DBL\_ALPHA\_H / NO\_3EQTN}, FD/OFF and \textit{DBL\_ALPHA\_H} also perform well (in decreasing order) in representing the observed interannual variability of the SIE.

Summarising figures 12, 13 and 14 one can conclude that introducing the new physical parameterizations schemes described in section 2 and, in particular, the new mushy-layer thermodynamic approach of Turner et al. (2013) can improve the main basin average characteristics of the sea ice with respect to the \textit{SFFT14} setup. The improvement is particularly clear for the August SIA and SIE and the September SIA. However, the potential improvement in simulating the sea ice trends is not so clear, where we see an improvement in the August SIE trend but a deterioration of the SIV trends. The inter-annual variability of the main sea ice characteristics quantified by the correlation coefficients, $R$ and $R^*$, figures 13 and 14 show that the model simulations (with the exception of \textit{SST}) do not perform as well as the \textit{SFFT14} simulation. To understand these differences one must realise that inter-annual variability is dependent on the mean state of the ice pack. We expect, for example, a thinner and less concentrated sea ice cover to be more responsive to interannual variability in the external forcing. This highlights the fact that even within a stand-alone setup, tuning a sea ice model to reproduce simultaneously the mean, trends and interannual variability of the main sea ice characteristics is a delicate exercise. Interestingly we find that
the SST_TIME simulation outperforms all other model runs in almost every single category both in terms of averages and correlations (note that the SFFT14 run is better at capturing September SIE interannual variability). While this result is unsurprising in the sense that a time dependent sea surface temperature from reanalysis captures a large part of the interannual variability of the atmospheric and oceanic forcing as well as of the sea ice extent, it nevertheless highlights once more the importance of the upper ocean in driving the sea ice response and the coupled nature of the sea ice - mixed layer system (Toole et al. 2010; Perovich et al. 2014).

4. Discussion and conclusion

We have presented a stand-alone sea ice model sensitivity study focusing on the processes controlling the summer melt of Arctic sea ice. In addition to the parameterization schemes already implemented in the state of the art Los Alamos community sea ice model CICE, v5.0.2 (e.g. explicit melt ponds, a form drag parameterization, and a halodynamic brine drainage scheme) we implement in the model and test three new schemes: i) a prognostic mixed layer model; ii) a three equation boundary condition; and iii) a parameterization of lateral melting explicitly accounting for the average floe size and floe size distribution dependence. For each simulation, the total melt is decomposed into its surface, bottom and lateral melt components. While our modelling approach is limited in that the sea ice model is not coupled to an atmosphere or ocean model preventing a complete representation of feedback processes, it has the advantage that it disentangles model physics uncertainty from the internal variability inherent to a fully coupled model. The reference simulation of this stand-alone sea ice-mixed layer model was still able to simulate accurately the mean state, trends and inter-annual variability of the main Arctic sea ice cover characteristics (ice area, extent and volume).

Our sensitivity study demonstrates that the various sea ice parameterization schemes
have the potential to significantly impact the sea ice and mixed layer characteristics on regional and basin scales. Introducing a prognostic mixed layer (ML) resulted in an overall decrease of sea ice across the Arctic (in both thickness and concentration). In this simulation, ice growth is reduced due to entrainment of warm water from the deeper ocean as the ML deepens from December to May, while ice growth is enhanced in Autumn due to a more rapid cooling of the shallow ML. Switching off the form drag parameterization increased ice thickness (∼ +1 m) over the heavily ridged regions north of Greenland and the Canadian Archipelago and reduced ice thickness (∼ −0.25 m) over the Russian continental shelves. We attribute this to the decreased (increased) surface and bottom melt in the former (latter) regions, due to the increased momentum and heat transfer coefficients in these deformed (undeformed) areas. The impact of the 3 equation boundary conditions was localized in the marginal ice zone and acts exclusively during summer, when the temperature difference between the ML and the ice-ocean interface that drives the bottom melt is reduced. The halodynamic brine drainage scheme resulted in a strong reduction in ice thickness (≥ 1 m), due to reduced flushing of melt ponds which lowers the surface albedo and thus results in additional absorption of solar radiation, increasing surface and bottom melt. Conversely, switching off the explicit melt pond scheme resulted in a large increase in sea ice thickness and concentration. Introducing the new parameterization of lateral melt resulted in a large increase in lateral melt over the ice edge that is accompanied by a reduction in bottom melt. Across all simulations, we find that bottom melt accounts typically for around two thirds of the total melt, surface melt accounts for nearly one third and lateral melt accounts for less than 10%.

Quantitative optimization of the simulated sea ice and mixed layer against observations was not the primary goal of this study, and is a topic that will be pursued in future work in stand alone and ice-ocean coupled simulations. Nevertheless, this study reveals that such optimization is complex, and will likely require a trade-off between accurately simulating the mean ice state characteristics and capturing the inter-annual ice state variability. The sen-
sitivity of the inter-annual variability to different sea ice physics parameterization schemes, alludes to the importance of accurate sea ice physics representation in climate models, especially when seeking skillfull seasonal sea ice forecasts. In particular, the difficulty in current sea ice models to reproduce and forecast years with anomalously high or low sea ice extent \cite{Stroeve2014} is likely due to deficiencies in the physical representation of sea ice in these models. Moreover, the wide spread in the simulated mean state and trend of the main sea ice characteristics in our sensitivity study indicates that model physics uncertainty could dominate overall sea ice uncertainty in general circulation models \cite{Massonnet2012}.

APPENDIX

5. Appendix : Impact of floe size distribution on lateral melt

(iv) Some preliminary equations and definitions

Defining $n_r(r)dr$ as the area fraction covered by ice of size $r$ one has the number of floes of size $r$ per unit area as $\frac{n_r(r)}{\pi r^2}$. To express $n_r(r)$ as a function of the floe area distribution $n_s(s)$ with $s = \pi r^2$ we need the identity:

$$n_s(s) = \frac{n_r(\sqrt{s/\pi})}{2\pi \sqrt{s/\pi}}$$  \hspace{1cm} (5.1)

From now on we use the simplified notation $n(r)$ instead of $n_r(r)$. We have the condition of normalization for $n(r)$:

$$\int_0^\infty n(r)dr = 1$$  \hspace{1cm} (5.2)
For a total surface of ice $A$ we can express the first average floe size $\bar{r}_1$ as:

$$\bar{r} = \frac{1}{\int_0^\infty A \frac{n(r)}{\pi r^2} rdr / \int_0^\infty S \frac{n(r)}{\pi r^2} dr}. \quad (5.3)$$

Note that $\int_0^\infty A \frac{n(r)}{\pi r^2} dr$ is the total number of floes in that area $S$. Let's choose 2 functions $n(r)$ one for a fixed floe size case ($n_1(r)$) and one for a power law FSD ($n_2(r)$). We also assume that both have the same average floe size $\bar{r}$. For the fixed floe size case, the normalization equation (5.2) is satisfied for $n_1(r) = \delta(r - \bar{r})$. The normalization equation for $n_2(r)$ gives:

$$\int_0^\infty n_2(r) dr = \int_0^\infty Cr^{-\zeta} dr = \int_{r_{\text{min}}}^\infty Cr^{-\zeta} dr = C \frac{r_{\text{min}}^{-\zeta+1}}{-\zeta-1} = 1. \quad (5.4)$$

Therefore one can write:

$$n_2(r) = (\zeta - 1)r^{-\zeta}r_{\text{min}}^{\zeta-1}. \quad (5.5)$$

Now the condition (5.3) can be written:

$$\int_0^\infty A \frac{n_2(r)}{\pi r^2} rdr / \int_0^\infty A \frac{n_2(r)}{\pi r^2} dr = \int_0^\infty r^{-\zeta-1} / \int_0^\infty r^{-\zeta-2} = \frac{\zeta + 1}{\zeta} r_{\text{min}} = \bar{r}. \quad (5.6)$$

And we can write $r_{\text{min}}$ as a function of $\bar{r}$.

(v) *On why power law FSD melt less ice laterally than fixed floe size.*

We know that the rate of lateral melting of the total ice area is proportional to the total perimeter $P$ of the floes:

$$\frac{\partial A}{\partial t} = -mP = -m \frac{P}{A}, \quad (5.7)$$

where $m$ is the lateral rate of melt (in cm/s). Let's calculate this perimeter for the two situations described above. Note both have the same average floe size $\bar{r}$. We have

$$P_1 = 2A \frac{1}{\bar{r}}, \quad (5.8)$$
and

\[ P_2 = A \int_0^\infty \frac{n_2(r)}{\pi r^2} 2\pi r dr = 2A \frac{(\zeta - 1)(\zeta + 1)}{\zeta^2} \frac{1}{r} = 2P_0(\zeta)A \frac{1}{r}. \quad (5.9) \]

Typical observed values of \( \zeta \) are in the range 0 to 2. But the total area of ice diverges if \( \zeta < 1 \) and one needs to introduce a upper floe size cutoff value. Example values in this range for the function \( P_0 \) are \( P_0(2.0) = 0.75, P_0(1.75) = 0.67, P_0(1.5) = 0.56, P_0(1.25) = 0.36, P_0(1.1) = 0.17 \) and \( P_0(1.0) = 0 \). Herman 2010 introduces a different function \( P_0 \) that takes the values \( P_0(2.0) = 1, P_0(1.75) = 0.86, P_0(1.5) = 0.67, P_0(1.25) = 0.4, P_0(1.1) = 0.18 \) and \( P_0(1.0+) = 0 \).
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6. Figures & Tables
<table>
<thead>
<tr>
<th>Description</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF</td>
<td>Reference run: prognostic ML (Petty et al. 2014), low heat transfer coefficient $\alpha_h = C_{dw}/2$, form drag (Tsamados et al. 2014), fixed floe size ($L = 300m$), thermodynamics and flushing of Turner and Hunke (2015), 3 equation boundary condition.</td>
</tr>
<tr>
<td>MLD_CST</td>
<td>As REF but default prescribed ML ($h_{mix} = 20m$).</td>
</tr>
<tr>
<td>MLD_MIN_2M</td>
<td>As REF but $h_{mix}^{min} = 2m$ instead of default $h_{mix}^{min} = 10m$.</td>
</tr>
<tr>
<td>NO_3EQTN</td>
<td>As REF but default boundary condition $T_0 = T_f(S_{mix})$.</td>
</tr>
<tr>
<td>NO_MUSHY</td>
<td>As REF but thermodynamics of Bitz and Lipscomb (1999) and default boundary condition $T_0 = T_f(S_{mix})$.</td>
</tr>
<tr>
<td>DBL_ALPHA_H</td>
<td>As REF but $\alpha_h = C_{dw}$.</td>
</tr>
<tr>
<td>/ NO_3EQTN</td>
<td>As REF but doubling heat transfer coefficient $\alpha_h = C_{dw}$ and default boundary condition $T_0 = T_f(S_{mix})$.</td>
</tr>
<tr>
<td>DBL_ALPHA_H</td>
<td>/ NO_MUSHY As REF but doubling heat transfer coefficient $\alpha_h = C_{dw}$, thermodynamics of Bitz and Lipscomb (1999), and default boundary condition $T_0 = T_f(S_{mix})$.</td>
</tr>
<tr>
<td>NO_POND</td>
<td>As REF but melt ponds area and thickness set to zero.</td>
</tr>
<tr>
<td>FALSE_BOTTOM</td>
<td>As REF but thermodynamics of Bitz and Lipscomb (1999), $T_0 = T_f(S_{mix})$, $\alpha_h = C_{dw}$ but $\alpha_h = C_{dw}/2$ if $A_p \geq 20%$ in ad-hoc description of false bottoms.</td>
</tr>
<tr>
<td>NO_FORM_DRAG</td>
<td>As REF but $C_{da} = 1.2 \times 10^{-3}$, $C_{dw} = 6.09 \times 10^{-3}$ SKIN setup of Tsamados et al. (2014).</td>
</tr>
<tr>
<td>LAT_MELT</td>
<td>As REF but Power law FSD with average floe size $L(A)$.</td>
</tr>
<tr>
<td>SST_TIME</td>
<td>As REF but Temperature restoring towards a time dependent MYO SST.</td>
</tr>
<tr>
<td>SFFT14</td>
<td>Setup of Schröder et al. (2014) (fixed ML depth, $\alpha_h = 0.006$).</td>
</tr>
</tbody>
</table>

- **a** See section 2i. All other model runs contain a single modification with respect to REF.
- **b** See section 3h.
- **c** See section 2iii, note that BF stands here for bottom flux.
- **d** See section 2a, note that FB stands here for false bottom.
- **e** See section 2a, note that FD stands here for form drag.
- **f** See section 2ii.
1. Schematic of the new prognostic ML module and of the other main thermodynamic processes included in CICE. The main heat fluxes are highlighted in red while the main salt and freshwater fluxes are shown in black. Adapted from Petty et al. (2014).

2. Climatology of the seasonal cycle of main components of the heat budget of the Arctic sea ice (a) and ML (b) over the period 1993 to 2012. All terms are expressed as an equivalent amount of heat entering the ice or ML (in Joules).

3. Impact of the sensitivity model runs on sea surface temperature (a)-(b), sea surface salinity (e)-(f), ML depth (i)-(j), top melt (c)-(d), bottom melt (g)-(h) and lateral melt (k)-(l). Figures on the first and third columns show the seasonal climatology calculated over the period 1993 to 2012 while columns two and four show time series for July (except (j) that shows the MLD in March). The colour code is the same as in figure 2.

4. Mean annual volume of ice gained or lost through thermodynamic processes associated with our collection of models between 1993 and 2010. The incremental differences from the reference run \textit{REF} volume for each process are shown in the second plot; e.g., positive melt terms indicate increased ice volume due to decreased melting, relative to \textit{REF}. Notice the differing scales in the two plots.

5. Maps of the climatology of the average July top melt over the period 1994 to 2013 for all sensitivity runs. Note that the map for the \textit{REF} model run is given in absolute melt rate values (in cm/day, top color bar) while all other model runs are given as difference in melt rate with respect to \textit{REF} (in cm/day, bottom color bar).
Maps of the climatology of the average July bottom melt over the period 1994 to 2013 for all sensitivity runs. Note that the map for the \textit{REF} model run is given in absolute melt rate values (in cm/day, top color bar) while all other model runs are given as difference in melt rate with respect to \textit{REF} (in cm/day, bottom color bar).

Maps of the climatology of the average July lateral melt over the period 1994 to 2013 for all sensitivity runs. Note that the map for the \textit{REF} model run is given in absolute melt rate values (in cm/day, top color bar) while all other model runs are given as difference in melt rate with respect to \textit{REF} (in cm/day, bottom color bar).

August sea ice concentration climatology maps over the period 1994 to 2013 for all sensitivity runs. Note that the map for the \textit{REF} model run is given in absolute concentration values (in \%, top color bar) while all other model runs are given as difference in concentration with respect to \textit{REF} (in \%, bottom color bar).

August sea ice thickness climatology maps over the period 1994 to 2013 for all sensitivity runs. Note that the map for the \textit{REF} model run is given in absolute thickness values (metres, in top color bar) while all other model runs are given as difference in thickness with respect to \textit{REF} (metres, in bottom color bar).

August mixed layer temperature climatology maps over the period 1994 to 2013 for all sensitivity runs. Note that the map for the \textit{REF} model run is given in absolute temperature values (°C, in top color bar) while all other model runs are given in as difference in temperature with respect to \textit{REF} (°C, bottom color bar).
11 August mixed layer salinity climatology maps over the period 1994 to 2013 for all sensitivity runs. Note that the map for the REF model run is given in absolute salinity values (PSU, top color bar) while all other model runs are given as difference in salinity with respect to REF (PSU, bottom color bar).

12 Impact of the sensitivity model runs on the total area (a)-(c), total extent (d)-(f) and total volume (g)-(i) of sea ice. Figures on the first column show the seasonal climatology calculated over the period 1993 to 2012 while columns two and three show the time series for August and September. The colour code is as follows: REF in red, MLD_CST in blue, SST_TIME in green, MLD_MIN_2M in mauve, SSMI_NT and PIOMAS in solid black and SSMI_BT in dashed black.

13 Scatter plots of the trends vs averages over the period 1993 to 2010 of the August total sea ice area (a), sea ice extent (b) and sea ice volume (c). Scatter plots of the full and de-trended correlation coefficients between the model and observed time series of the total sea ice area (d), sea ice extent (d) and sea ice volume (f). Here we correlate model sea ice area and extent with the SSMI_BT observation and model volume with PIOMAS. We show 13 model runs described in section 2. As a reference we also show values from the model run discussed in Schröder et al. (2014).

14 Scatter plots of the trends vs averages over the period 1993 to 2010 of the September total sea ice area (a), sea ice extent (b) and sea ice volume (c). Scatter plots of the full and de-trended correlation coefficients between the model and observed time series of the total sea ice area (d), sea ice extent (e) and sea ice volume (f). Here we correlate model sea ice area and extent with the SSMI_BT observation and model volume with PIOMAS. We show 13 model runs described in section 2. As a reference we also show values from the model run discussed in Schröder et al. (2014).
Fig. 1. Schematic of the new prognostic ML module and of the other main thermodynamic processes included in CICE. The main heat fluxes are highlighted in red while the main salt and freshwater fluxes are shown in black. Adapted from Petty et al. (2014).
FIG. 2. Climatology of the seasonal cycle of main components of the heat budget of the Arctic sea ice (a) and ML (b) over the period 1993 to 2012. All terms are expressed as an equivalent amount of heat entering the ice or ML (in Joules).
Fig. 3. Impact of the sensitivity model runs on sea surface temperature (a)-(b), sea surface salinity (e)-(f), ML depth (i)-(j), top melt (c)-(d), bottom melt (g)-(h) and lateral melt (k)-(l). Figures on the first and third columns show the seasonal climatology calculated over the period 1993 to 2012 while columns two and four show time series for July (except (j) that shows the MLD in March). The colour code is the same as in figure 2.
Fig. 4. Mean annual volume of ice gained or lost through thermodynamic processes associated with our collection of models between 1993 and 2010. The incremental differences from the reference run $REF$ volume for each process are shown in the second plot; e.g., positive melt terms indicate increased ice volume due to decreased melting, relative to $REF$. Notice the differing scales in the two plots.
Fig. 5. Maps of the climatology of the average July top melt over the period 1994 to 2013 for all sensitivity runs. Note that the map for the REF model run is given in absolute melt rate values (in cm/day, top color bar) while all other model runs are given as difference in melt rate with respect to REF (in cm/day, bottom color bar).
Fig. 6. Maps of the climatology of the average July bottom melt over the period 1994 to 2013 for all sensitivity runs. Note that the map for the REF model run is given in absolute melt rate values (in cm/day, top color bar) while all other model runs are given as difference in melt rate with respect to REF (in cm/day, bottom color bar).
Fig. 7. Maps of the climatology of the average July lateral melt over the period 1994 to 2013 for all sensitivity runs. Note that the map for the REF model run is given in absolute melt rate values (in cm/day, top color bar) while all other model runs are given as difference in melt rate with respect to REF (in cm/day, bottom color bar).
Figure 8. August sea ice concentration climatology maps over the period 1994 to 2013 for all sensitivity runs. Note that the map for the REF model run is given in absolute concentration values (in %, top color bar) while all other model runs are given as difference in concentration with respect to REF (in %, bottom color bar).
Fig. 9. August sea ice thickness climatology maps over the period 1994 to 2013 for all sensitivity runs. Note that the map for the REF model run is given in absolute thickness values (metres, in top color bar) while all other model runs are given as difference in thickness with respect to REF (metres, in bottom color bar).
Fig. 10. August mixed layer temperature climatology maps over the period 1994 to 2013 for all sensitivity runs. Note that the map for the REF model run is given in absolute temperature values (°C, in top color bar) while all other model runs are given in as difference in temperature with respect to REF (°C, bottom color bar).
Fig. 11. August mixed layer salinity climatology maps over the period 1994 to 2013 for all sensitivity runs. Note that the map for the *REF* model run is given in absolute salinity values (PSU, top color bar) while all other model runs are given as difference in salinity with respect to *REF* (PSU, bottom color bar).
Fig. 12. Impact of the sensitivity model runs on the total area (a)-(c), total extent (d)-(f) and total volume (g)-(i) of sea ice. Figures on the first column show the seasonal climatology calculated over the period 1993 to 2012 while columns two and three show the time series for August and September. The colour code is as follows: REF in red, MLD\_CST in blue, SST\_TIME in green, MLD\_MIN\_2M in mauve, SSMI\_NT and PIOMAS in solid black and SSMI\_BT in dashed black.
Fig. 13. Scatter plots of the trends vs averages over the period 1993 to 2010 of the August total sea ice area (a), sea ice extent (b) and sea ice volume (c). Scatter plots of the full and de-trended correlation coefficients between the model and observed time series of the total sea ice area (d), sea ice extent (e) and sea ice volume (f). Here we correlate model sea ice area and extent with the SSMI_BT observation and model volume with PIOMAS. We show 13 model runs described in section 2. As a reference we also show values from the model run discussed in Schröder et al. (2014).
Fig. 14. Scatter plots of the trends vs averages over the period 1993 to 2010 of the September total sea ice area (a), sea ice extent (b) and sea ice volume (c). Scatter plots of the full and de-trended correlation coefficients between the model and observed time series of the total sea ice area (d), sea ice extent (e) and sea ice volume (f). Here we correlate model sea ice area and extent with the SSMI\_BT observation and model volume with PIOMAS. We show 13 model runs described in section 2. As a reference we also show values from the model run discussed in Schröder et al. (2014).