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Abstract—The $l_1$-norm sparsity constraint is a widely used technique for constructing sparse models. In this contribution, two zero-attracting recursive least squares algorithms, referred to as ZA-RLS-I and ZA-RLS-II, are derived by employing the $l_1$-norm of parameter vector constraint to facilitate the model sparsity. In order to achieve a closed-form solution, the $l_1$-norm of the parameter vector is approximated by an adaptively weighted $l_2$-norm, in which the weighting factors are set as the inversion of the associated $l_1$-norm of parameter estimates that are readily available in the adaptive learning environment. ZA-RLS-II is computationally more efficient than ZA-RLS-I by exploiting the known results from linear algebra as well as the sparsity of the system. The proposed algorithms are proven to converge, and adaptive sparse channel estimation is used to demonstrate the effectiveness of the proposed approach.
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I. INTRODUCTION

Adaptive filtering and system identification algorithms [1], e.g. the least mean squares (LMS), the normalized least mean squares (NLMS) and the recursive least squares (RLS) algorithms, are widely used in estimation problems such as channel estimation. In communications, the multipath wireless channel is characterized by multipath taps that are widely spread in time, with only a few significant components. Intuitively this inherent sparsity of the channel impulse response (CIR) should be exploited to improve the quality of channel estimation. However neither RLS nor LMS exploits the underlying sparsity in the data process and their achievable system performance can be seriously impaired.

Alternatively the sparse representation of an observed signal, in which the given signal is modeled as a linear combination of some significant atoms taken from an overcomplete dictionary, has been widely researched in the areas of computational biology, medicine, neuroscience, and compressive sensing. With regard to sparse modeling for a given dictionary, many algorithms exist which are divided into three categories: optimization-based methods, greedy-based methods and thresholding-based methods. Basis pursuit (BP) is a commonly used optimization method, which uses a convex optimization method to minimize the $l_1$-norm of the parameter vector in the cost function of the LMS algorithm, which modifies the parameter vector update equation with a zero attractor term. Similarly, the zero-attracting NLMS (ZA-NLMS) algorithm has been introduced based on NLMS, which yields better performance than the NLMS [12]. The $l_0$-norm, which is defined as the number of non-zero terms in the parameter vector, is a more appropriate measure of sparsity, and the work of [13] introduces an $l_0$-norm of the parameter vector in the cost function of the LMS algorithm. However, a nonlinear approximation to $l_0$-norm is needed in the parameter vector, is a more appropriate measure of sparsity, and the work of [13] introduces an $l_0$-norm of the parameter vector in the cost function of the LMS algorithm. The ZA-LMS algorithm introduces an $l_1$-norm of the parameter vector in the cost function of the LMS algorithm, which modifies the parameter vector update equation with a zero attractor term. Similarly, the zero-attracting NLMS (ZA-NLMS) algorithm has been introduced based on NLMS, which yields better performance than the NLMS [12].

Recently sparse solutions have been proposed based on RLS algorithms [14]–[21]. The so-called SPARLS algorithm is introduced in [14] using an expectation-maximization (EM) approach. The work of [15] proposes an adaptive version of the greedy least squares method using partial orthogonalization to systems. The work of [16] modifies the RLS algorithm by using a general convex function of the system parameters, resulting in the $l_0$-RLS and $l_1$-RLS algorithms. In comparison to the LMS based algorithms, the RLS based algorithms have
a faster convergence speed as well as yield more accurate parameter estimates.

Against this background, in this contribution we propose two zero-attracting RLS (ZA-RLS) algorithms, referred to as ZA-RLS-I and ZA-RLS-II. Similar to [10], [16], the $l_1$-norm of the parameter vector penalty is added to the RLS cost function. For tractability, we further approximate the $l_1$-norm of the parameter vector penalty term as an adaptively weighted $l_2$-norm of the parameter vector term, in which the weights are readily given by the inversion of the associated $l_1$-norm of the parameter estimates that are currently available in the adaptive learning environment. We initially derive the ZA-RLS-I which however has a higher computational cost than the RLS algorithm, due to the need for a matrix inversion at each adapting step. In order to overcome this limitation, the ZA-RLS-II is then designed which has a computational cost comparable to the RLS algorithm, and this is achieved by exploiting matrix theory and structural properties of the matrices involved. Additionally, an analysis on the convergence of the proposed algorithms is given. Sparse channel identification results are included to demonstrate that our ZA-RLS approach achieves better performance, in comparison to the existing $l_1$-RLS algorithm of [16] and SPARLS algorithm of [14].

Throughout this contribution, $(\cdot)^T$ and $(\cdot)^H$ denote the vector or matrix transpose and Hermitian operators, respectively. $(\cdot)^{-1}$ stands for the inverse operation and the expectation operator is denoted by $E\{ \}$. Furthermore, $I$ denotes the identity matrix with an appropriate dimension, and $\text{diag}\{d_0, d_1, \cdots, d_L\}$ is the diagonal matrix with $d_0, d_1, \cdots, d_L$ as its diagonal elements, while $tr\{ \}$ denotes the matrix trace operation.

II. ADAPTIVE ALGORITHMS WITH $l_1$-NORM SPARSITY

Consider a transmission link that is represented by a finite-duration impulse response (FIR) filter of order $L$. It is assumed that the channel is inherently sparse in which only a few CIR coefficients are dominant with large values, but most of the CIR taps are zero or close to zero. Given the input signal $x(k) \in \mathbb{C}$, the received output signal $y(k) \in \mathbb{C}$ is described by

$$y(k) = \sum_{i=0}^{L} h_i x(k-i) + n(k) = x^T(k) h + n(k),$$

where $k$ denotes the symbol index and $n(k) \in \mathbb{C}$ is the channel additive white Gaussian noise (AWGN) with power of $N_o = E\{ |n(k)|^2 \} = E\{ n(k)^* n(k) \} = 2\sigma_n^2$, while $h = [h_0 \ h_1 \ \cdots \ h_L]^T$ denotes the CIR coefficient vector and $x(k) = [x(k) \ x(k-1) \ \cdots \ x(k-L)]^T$ is the input vector.

In adaptive filtering and system identification, the parameters are computed recursively in time, so that the estimate $\hat{h}(k)$, as an estimate of $h$ at time $k$, is given as a modification of $h(k-1)$, based on the error signal $e(k) = y(k) - x^T(k) \hat{h}(k-1)$ upon the arrival of the new data $\{ x(k), y(k) \}$. Note that the model sparsity can be achieved by adding an $l_1$-norm penalty to its parameters in the cost function, and here we briefly review several $l_1$-norm based adaptive algorithms which will be used in our comparative studies.

The ZA-LMS algorithm: It is proposed in [10] to minimizing the cost function given by

$$V_{ZA-LMS}(\hat{h}) = \frac{1}{2} | e(k) |^2 + \rho_{ZA-LMS} \sum_{i=0}^{L} | \hat{h}_i |,$$

where $\rho_{ZA-LMS} > 0$ is a small regularization parameter. It can be seen that the cost function (2) is obtained by adding the $l_1$ norm of the parameter vector, $h = [\hat{h}_0 \ \hat{h}_1 \ \cdots \ \hat{h}_L]^T$, to the RLS cost function based on the instantaneous squared error, $\frac{1}{2} | e(k) |^2$. This results in the following simple update equation for the ZA-LMS algorithm [10]

$$\hat{h}(k) = \hat{h}(k-1) + \mu \cdot x^*(k) e(k) - \mu \cdot \rho_{ZA-LMS} \cdot \text{sgn}(\hat{h}(k-1)),$$

where $\mu > 0$ is a preset small learning rate parameter and $\text{sgn}(u)$ is the component-wise sign function defined by

$$\text{sgn}(u) = \left\{ \begin{array}{ll}
\frac{u}{|u|}, & \text{if } u \neq 0, \\
0, & \text{if } u = 0.
\end{array} \right.$$
The SPARLS algorithm: The SPARLS algorithm [14] also uses an $l_1$ penalty, which modifies a wavelet based image restoration algorithm [24] to adaptive filtering setting. It is a probability modeling approach based on Gaussian noise assumption and the penalized maximum likelihood estimation. Since this penalized maximum likelihood estimation problem is hard to solve, the idea of [24] is to decompose the noise into a sum of two Gaussian components which leads to the use of iterative EM algorithm as the solver. The advantage of the SPARLS algorithm is that it has guaranteed theoretical convergence. The details of this algorithm can be found in [14].

III. THE PROPOSED ZERO ATTRACTING RECURSIVE LEAST SQUARES ALGORITHMS

We initially introduce the ZA-RLS-I by modifying the conventional RLS to include the $l_1$-norm sparsity constraint. The ZA-RLS-II is then proposed to improve computational efficiency.

A. ZA-RLS-I

Like the $l_1$-RLS algorithm of [16], the two proposed ZA-RLS algorithms are also based on the cost function (5). However, since the cost function (5) does not lend to a closed-form solution, we use the strategy of relaxation by approximating (5) as

$$V_{ZA-RLS}(\hat{h}) = \sum_{s=1}^{k} \lambda^{k-s} |e(s)|^2 + \rho \cdot \hat{h}^H D(k) \hat{h},$$

where $D(k) = \text{diag}\{d_0(k), d_1(k), \ldots, d_L(k)\}$ with $d_i(k) = \frac{1}{\hat{h}_i(k-1) + \epsilon}$ for $0 \leq i \leq L$, while $\epsilon > 0$ is a very small positive number, $\rho \approx 10^{-7}$, which is introduced for numerical stability reason. Denote $y(k) = [y(1) y(2) \cdots y(k)]^T$, $\Lambda(k) = \text{diag}\{\lambda^{k-1}, \cdots, \lambda, 1\}$, and $X(k) = \begin{bmatrix} X(k-1) \\ x^T(k) \end{bmatrix}$ with $X(1) = x^T(1) = [x(1) 0 \cdots 0]$. The cost function (6) can be equivalently represented as

$$V_{ZA-RLS}(\hat{h}) = (y(k) - X(k)\hat{h})^H \Lambda(k) (y(k) - X(k)\hat{h}) + \rho \cdot \hat{h}^H D(k) \hat{h}. \tag{7}$$

The minimizer of (7) is given by

$$\hat{h}(k) = P(k)X^H(k)\Lambda(k)y(k), \tag{8}$$

where $P(k) = \left(X^H(k)\Lambda(k)X(k) + \rho D(k)\right)^{-1}$. At time index $(k-1)$, (8) is in the form of

$$\hat{h}(k-1) = P(k-1)X^H(k-1)\Lambda(k-1)y(k-1). \tag{9}$$

It is easy to verify that

$$P^{-1}(k) = \lambda P^{-1}(k-1) + x^*(k)x^T(k) + \rho(D(k) - \lambda D(k-1)) \tag{10}$$

and

$$X^H(k)\Lambda(k)y(k) = \lambda X^H(k-1)\Lambda(k-1)y(k-1) + x^*(k)y(k). \tag{11}$$

Substituting (9) and (10) into (11) and noting $e(k) = y(k) - x^T(k)\hat{h}(k-1)$ yield

$$X^H(k)\Lambda(k)y(k) = \lambda P^{-1}(k-1)\hat{h}(k-1) + x^*(k)y(k) \tag{12}$$

Using the famous matrix inversion lemma, we have

$$Q(k) = \frac{1}{\lambda} \left(Q(k-1) - \frac{Q(k-1)x^*(k)x^T(k)Q(k-1)}{\lambda + x^T(k)Q(k-1)x^*(k)} \right). \tag{15}$$

On the other hand, if we apply the matrix inversion lemma based on

$$P^{-1}(k) = Q^{-1}(k) + \rho D(k), \tag{16}$$

we have

$$P(k) = H(k) = H(k)(H(k) + Q(k))^{-1}H(k), \tag{17}$$

where

$$H(k) = (\rho D(k))^{-1} = \text{diag}\{\left|\hat{h}_0(k-1)\right| + \epsilon/\rho, \cdots, \left|\hat{h}_L(k-1)\right| + \epsilon/\rho\}. \tag{18}$$

We summarize the proposed ZA-RLS-I algorithm in Algorithm 1. Clearly, the ZA-RLS-I algorithm has a higher computational cost than the standard RLS, owing to the fact that the matrix inversion is still needed to calculate $P(k)$. When $\rho = 0$, it reduce to the conventional RLS algorithm since it can be shown that $P(k) = Q(k)(H(k) + Q(k))^{-1}H(k)$ in which the term $(H(k) + Q(k))^{-1}$ tends to the identity matrix.

B. ZA-RLS-II

We now propose a more efficient version of ZA-RLS, referred to as the ZA-RLS-II algorithm, by exploiting the structural properties of the matrices involved. Note that by denoting $Q^{(\text{inv})}(k) = Q^{-1}(k)$, Eq. (14) can be alternatively represented by

$$Q^{(\text{inv})}(k) = \lambda Q^{(\text{inv})}(k-1) + x^*(k)x^T(k). \tag{19}$$
Algorithm 1 ZA-RLS-I algorithm.
1: Initialize \( \hat{h}(0) \) as a zero or small random vector. Set \( Q(0) = \frac{1}{\delta} I \) with \( \delta \) being a very small positive number. Initialize both \( D(0) \) and \( D(1) \) as zero matrix.
2: for time step \( k = 1, 2, \ldots \) do
3: Calculate
\[
\begin{align*}
\varepsilon(k) &= y(k) - x^T(k)\hat{h}(k-1) \\
H(k) &= \text{diag}\left\{\left(|\hat{h}_0(k-1)| + \varepsilon\right)/\rho, \ldots, \left(|\hat{h}_L(k-1)| + \varepsilon\right)/\rho\right\} \\
D(k) &= \text{diag}\left\{1/|\hat{h}_0(k-1)| + \varepsilon, \ldots, 1/|\hat{h}_L(k-1)| + \varepsilon\right\}, \text{ for } k > 1 \\
Q(k) &= \frac{1}{\lambda} \left(Q(k-1) - \frac{Q(k-1)x^*(k)x^T(k)Q(k-1)}{\lambda + x^T(k)Q(k-1)x^*(k)}\right) \\
P(k) &= H(k) - H(k)\left(Q(k) + H(k)\right)^{-1}H(k) \\
\tilde{h}(k) &= \hat{h}(k-1) - \rho P(k)(D(k) - \lambda D(k-1))\hat{h}(k-1) + P(k)x^*(k)\varepsilon(k)
\end{align*}
\]
4: end for

The basic idea of the ZA-RLS-II algorithm is to calculate \( S(k) = (H(k) + Q(k))^{-1} \) in terms of \( Q^{-1} \) which can easily be updated recursively. The ZA-RLS-II algorithm also makes use of the sparsity property of the channel. Specifically, we note that as a result of the sparse channel, \( H(k) \) has a low rank, i.e., it is a diagonal matrix with only a few dominant components. We start with introducing a mathematical theorem [25].

**Lemma 1** ([25]): If \( Q \) and \( H \) are nonsingular square matrices of the same dimension, and \( H \) has rank one, then
\[
(Q + H)^{-1} = Q^{-1} - \frac{1}{1 + g} Q^{-1} HQ^{-1}, \tag{20}
\]
where \( g = \text{tr}\{HQ^{-1}\} \).

**Theorem 1** ([25]): Let \( Q \) and \( H \) be nonsingular square matrices of the same dimension. Suppose that \( H \) has rank \( r > 0 \) and is decomposed as \( H = \sum_{i=1}^{r} H_i \), where each \( H_i \) has rank one. Denote \( Q^{-1}_{i+1} = Q + \sum_{j=1}^{i} H_j \) with \( Q_1 = Q \). Then by making use of Lemma 1, we have
\[
Q^{-1}_{i+1} = Q^{-1} - \frac{1}{1 + g_i} Q^{-1}_i H_i Q^{-1}_i, \tag{21}
\]
where \( g_i = \text{tr}\{H_i Q^{-1}_i\} \). In particular,
\[
(Q + H)^{-1} = Q^{-1}_r = Q^{-1} - \frac{1}{1 + g_r} Q^{-1}_r H_r Q^{-1}_r. \tag{22}
\]

Consider applying Theorem 1 to \( S(k) = (H(k) + Q(k))^{-1} \), by decomposing \( H(k) \) as a series of \( r \) rank-one matrices, where \( r \) is the number of nonzero taps in \( \tilde{h}(k-1) \). Specifically, at each time step \( k \), we find the integer set \( \omega \) as
\[
\omega = \{i|0 < i \leq L, |\hat{h}_i(k-1)| > \xi\}, \tag{23}
\]
where \( \xi \) is a small positive number, e.g., \( 10^{-3} \), and \( r = |\omega| \). The elements of \( \omega \) point to the positions of the nonzero taps in \( \tilde{h}(k-1) \). For example, if \( r = 2, |\hat{h}_0(k-1)| > \xi \) and \( |\hat{h}_3(k-1)| > \xi \), then \( \omega(1) = 0 \) and \( \omega(2) = 3 \). Clearly we can decompose \( H(k) = \sum_{i=1}^{r} H_i(k) \), where \( H_i(k) \) has all zero elements except \( |\hat{h}_{\omega(i)}(k-1)|/\rho \) at the diagonal position (\( \omega(i) + 1, \omega(i) + 1 \)), which matches a corresponding diagonal value in \( H(k) \) that is significantly larger than zero.

Similarly, denoting \( Q^{-1}_i = Q_1^{-1} \) with \( Q_1^{-1} = Q^{-1} \) and applying Theorem 1 yield
\[
Q^{-1}_{i+1}(k) = Q^{-1}_i(k) - \frac{1}{1 + g_i(k)} Q_i^{-1}(k) H_i(k) Q_i^{-1}(k) = Q^{-1}_i(k) - \frac{\tilde{h}_i(k-1)}{1 + \tilde{h}_i(k-1)} \tilde{q}_i(k) \tilde{q}_i^H(k), \tag{24}
\]
for \( i = 1, 2, \ldots, r \), in which \( g_i(k) = \text{tr}\{H_i(k) Q^{-1}_i(k)\} \), \( \tilde{q}_i(k) \) is the \( (\omega(i) + 1) \)th diagonal element of \( Q_i^{-1}(k) \), and \( \tilde{q}_i(k) \) is the \( (\omega(i) + 1) \)th column of \( Q_i^{-1}(k) \). Note that we have \( S(k) = Q^{-1}_r(k) \).

We summarize the proposed ZA-RLS-II algorithm in Algorithm 2.

**C. Convergence analysis**

The exponential convergence of the standard RLS with exponential forgetting factor was studied in [26], which focuses on the “homogeneous” case that if \( y(k) \) is exactly given as \( x^T(k)h \), then \( \tilde{h}(k) \) converges to \( h \) exponentially fast, provided that \( x(k) \) is persistently exciting. Similarly, for the proposed algorithm, if we define a parameter estimation error vector
\[
\tilde{h}(k) = h - \tilde{h}(k)
\]
and consider the “homogeneous” case for (13) with \( y(k) = x^T(k)h \), then
\[
\tilde{h}(k) = \left(I - \rho P(k)(D(k) - \lambda D(k-1)) - P(k) x^*(k) x^T(k)\right) \times \tilde{h}(k-1) + \rho P(k)(D(k) - \lambda D(k-1)) \tilde{h}(k) \tag{26}
\]
We are ready to provide the exponential convergence of the proposed ZA-RLS algorithms.

**Theorem 2**: If \( P(k) \) is invertible, then the ZA-RLS algorithms are exponentially stable.
Algorithm 2 ZA-RLS-II algorithm.

1: Initialize $\hat{h}(0)$ as a zero or small random vector. Set $Q(0) = \frac{1}{\delta} I$ with $\delta$ being a very small positive number, and set $Q^{(\text{inv})}(0) = \delta I$. Initialize both $D(0)$ and $D(1)$ as zero matrix.
2: for time step $k = 1, 2, \ldots$, do
3: Calculate
\[
\begin{align*}
 e(k) & = y(k) - x^T(k)\hat{h}(k - 1) \\
 H(k) & = \text{diag}\left\{ (|\hat{h}_0(k - 1)|^2 + \epsilon), (|\hat{h}_L(k - 1)|^2 + \epsilon) \right\} \\
 D(k) & = \text{diag}\left\{ \frac{1}{|\hat{h}_0(k - 1)|^2 + \epsilon}, \ldots, \frac{1}{|\hat{h}_L(k - 1)|^2 + \epsilon} \right\}, \text{ for } k > 1 \\
 Q^{(\text{inv})}(k) & = \lambda Q^{(\text{inv})}(k - 1) + x^*(k)x^T(k) - \frac{1}{\lambda + x^T(k)Q(k - 1)x^*(k)} \\
 Q(k) & = \frac{1}{\lambda} \left( Q(k - 1) - \frac{Q(k - 1)x^*(k)x^T(k)Q(k - 1)}{\lambda + x^T(k)Q(k - 1)x^*(k)} \right)
\end{align*}
\]
4: Given $Q^{(\text{inv})}(k)$, $\hat{h}(k - 1)$, $\xi$, find $\omega$ according to (23), set $r = |\omega|$ and set $Q^{(\text{inv})}_i(k) = Q^{(\text{inv})}(k)$.
5: for $i = 1, 2, \ldots, r$, do
6: Calculate $Q^{(\text{inv})}_{i+1}(k) = Q^{(\text{inv})}_i(k) - \frac{1}{\lambda} \frac{|\hat{h}_i(k - 1)|}{\rho + |\hat{h}_i(k - 1)|} \tilde{q}_i(k)\tilde{q}^H_i(k)$
7: end for
8: $S(k) = Q^{(\text{inv})}_r(k)$.
9: Calculate
\[
\begin{align*}
 P(k) & = H(k) - H(k)S(k)H(k) \\
 \hat{h}(k) & = \hat{h}(k - 1) - \rho P(k)(D(k) - \lambda D(k - 1))\hat{h}(k - 1) + P(k)x^*(k)e(k)
\end{align*}
\]
10: end for

Proof: We choose a Lyapunov function as
\[
\mathcal{V}(k) = \left( P^{-1}(k)\hat{h}(k) - \rho D(k)h \right)^H \left( \frac{1}{\lambda} P^{-1}(k)\hat{h}(k) - \rho D(k)h \right) > 0.
\] (27)

Applying (10) to (26) yields
\[
\frac{1}{\lambda} \frac{|\hat{h}_i(k - 1)|}{\rho + |\hat{h}_i(k - 1)|} \tilde{q}_i(k)\tilde{q}^H_i(k) = \lambda P(k)P^{-1}(k - 1)\hat{h}(k - 1)
+ \rho P(k)(D(k) - \lambda D(k - 1))\hat{h}(k - 1).
\] (28)

Substituting (28) into the Lyapunov function (27) results in
\[
\mathcal{V}(k) - \mathcal{V}(k - 1) = (\lambda^2 - 1)\mathcal{V}(k - 1) < 0
\] (29)
and
\[
\mathcal{V}(k) < \lambda \mathcal{V}(k - 1) < \cdots < \lambda^k \mathcal{V}(0).
\] (30)

This proves the exponential convergence of the ZA-RLS algorithms. Finally we conclude from $P^{-1}(k)\hat{h}(k) - \rho D(k)h \rightarrow 0$ that
\[
\hat{h}(k) \rightarrow (I - \rho P(k)D(k))h = \left( X^H(k)\Lambda(k)X(k) + \rho D(k) \right)^{-1}X^H(k)\Lambda(k)X(k)h
\] (31)
exponentially fast.

Remark 1: The rank-1 updates (24) are guaranteed to be well conditioned owing to the regularization $\rho > 0$. In fact, the regularization introduced ensures that our ZA-RLS algorithms have even better numerical stability than the standard RLS algorithm. The standard RLS algorithm is of course well known to be numerically stable under typical floating-point implementation which has sufficient precision.

Remark 2: From (31) clearly $\hat{h}(k)$ is a biased estimator of $h$ for nonzero $\rho$. However, if $\rho = 0$, the parameter estimate will have a large variance due to ill condition of the covariance matrix, especially for sparse channels. In statistical estimation theory, this is well known as bias and variance trade off in choosing the regularization parameter $\rho$. Note that the regularization parameter selection criteria for LMS algorithm [22], [23] are not applicable to RLS based algorithms which have much better performance that LMS based algorithms. In this paper we empirically choose appropriate values of $\rho$ with respect to the system’s signal to noise ratio (SNR) conditions. It is highly desired to investigate how to choose $\rho$ optimally by minimizing the estimation error $\left\| \hat{h}(k) \right\|^2$, defined as the squared norm of $\hat{h}(k)$, using for example approximate Bayesian models. This will be our future study.

D. Computational complexity analysis

The key difference between ZA-RLS-I and ZA-RLS-II algorithms lies in how to calculate $P(k)$. Each recursive step of the ZA-RLS-I algorithm has a computational cost on the order of $O((L + 1)^2)$, but for the ZA-RLS-II algorithm this is reduced to on the order of $O(r(L + 1)^2)$, where $r$ is the
estimated sparsity level at each recursion. This is because the computation in Algorithm 2 is essentially a series of \( r \) rank-1 updates each with the complexity on the order of \( O((L+1)^2) \). Moreover, \( r \) varies during the recursive updating procedure. However, since \( r \ll L+1 \) all the time, the complexity of the ZA-RLS-II algorithm is approximately on the order of \( O((L+1)^2) \). This is because the underlying system that we consider is very sparse, with the true sparsity level much smaller than \( L+1 \). Based on the standard initialization of \( \hat{h}(0) \), i.e., setting the elements of \( \hat{h}(0) \) to zero or randomly to small values, which is the most widely adopted initialization for recursive identification, it is most unlikely that \( r \) at any recursion step will ever reach a high value closed to \( L+1 \). Rather, it is most likely that \( r \) will remain to be much smaller than \( L+1 \) all the time. In the simulation study, we will verify this analysis.

Thus the computational cost of the ZA-RLS-II algorithm is only slightly higher than that of the standard RLS algorithm, which also has the complexity on the order of \( O((L+1)^2) \). More specifically, at each recursive step, in addition to update/store the matrix variable \( Q(k) \) as also required by the conventional RLS algorithm, the ZA-RLS-II algorithm is requires to update/store \( Q^{\text{new}}(k) \) but this only involves a negligible additional computational cost.

It is also obvious that the proposed ZA-RLS-II algorithm, the \( l_1 \)-RLS algorithm [16] and the SPARLS algorithm [14] all have similar computational complexity, on the order of \( O((L+1)^2) \) at each recursive step.

### IV. Simulation Study

Simulations were carried out with the channel input signal \( x(k) \) taking values from the \( M = 64 \) quadrature amplitude modulation (QAM) symbol set. The transmit signal was normalized to have a unity average symbol energy and thus the average energy per bit was given by \( E_b = \frac{1}{\log_2(M)} = \frac{1}{6} \). The received SNR was defined as \( 10 \log_{10}(E_b/N_0) \). The sparse multipath channel had a length of 100, i.e. \( L = 99 \), with its true sparsity level denoted by \( r_{\text{true}} \), which was the number of the nonzero elements in \( \hat{h} \). Based on the average results over 100 random trials, we tested the performance of the proposed algorithms in three aspects: (i) the performance comparison with some other well-known \( l_1 \)-norm based adaptive algorithms; (ii) the effects of the sparsity levels on the proposed sparse algorithms; and (iii) the effects of the regularization parameter with respective to the SNR. For each trial, the training data length was set to 1000. The positions of the significant \( r_{\text{true}} \) taps were randomly selected within the channel length. The CIR \( \hat{h} \) was kept constant in the first half of the each trial, and it suddenly changed at the beginning of the second half of the each trial in terms of both the tap positions and values. The values of channel taps followed the Gaussian distribution and were normalized to \( ||\hat{h}||^2 = 1 \). The estimation performance was evaluated based on the average mean absolute deviation (MAD), defined as

\[
\text{MAD}\{\hat{h}(k)\} = E\{|\hat{h}(k) - h_i|\} = E\left\{\sum_{i=0}^{L} |\hat{h}_i(k) - h_i| \right\},
\]

and calculated based on the average value over 100 independent random trials.

**Comparison with other \( l_1 \)-norm based complex-valued sparse adaptive algorithms:** Firstly we compared the proposed algorithms with several known \( l_1 \)-norm based algorithms under the conditions of SNR = 15 dB and 30 dB, respectively, while the number of significant taps was fixed to \( r_{\text{true}} = 10 \). Specifically, the proposed ZA-RLS-I and ZA-RLS-II algorithms were compared with the ZA-LMS, the ZA-NLMS, the conventional RLS, the SPARLS algorithm [14], the \( l_1 \)-RLS algorithm [16] and the oracle-RLS algorithm which is just the ordinary RLS given the nonzero tap locations. The oracle-RLS algorithm obviously will attain the best performance but it is impractical as the nonzero tap locations are unknown. The reasons that we chose the SPARLS algorithm [14] and the \( l_1 \)-RLS algorithm [16] as baseline algorithms are because they are both based on the \( l_1 \) cost function with different algorithm designs, and

![Fig. 1. Comparison of the MADs of the parameter estimates for various adaptive algorithms: (a) SNR = 15 dB and (b) SNR = 30 dB. The channel input signal is complex-valued and the channel sparsity level \( r_{\text{true}} = 10 \).](image-url)
they have the same computational complexity as the proposed ZA-RLS-II. Moreover, all these algorithms are designed for complex-valued channel identification.

For the ZA-LMS algorithm, we set $\mu = 0.01$, and $\rho_{ZA-LMS} = 0.01$, while for the ZA-NLMS algorithm, we set $\mu = 0.8$, and $\rho_{ZA-LMS} = 0.01$, since these values were found to give the best results for the respective algorithms. For all the RLS based algorithms, the forgetting factor $\lambda = 0.975$. We also set $\xi = 0.0001$ in the ZA-RLS-II. The parameters used in the SPARLS algorithm [14] and the $l_1$-RLS algorithm [16] were tuned empirically to give the best performance possible. In addition, in the case of the $l_1$-RLS algorithm, the performance was very bad at the beginning of the data set, so the ordinary RLS algorithm was used for the first 120 data points. For the ZA-RLS-I and ZA-RLS-II algorithms, we set $\rho = 0.5$ for SNR $= 15\,\text{dB}$ and $\rho = 0.1$ for SNR $= 30\,\text{dB}$.

The MAD results obtained by various adaptive algorithms are compared in Fig. 1 (a) and (b), respectively, for the two SNR settings. As expected, all the RLS based algorithms attain much better MAD performance than the ZA-LMS and ZA-NLMS algorithms. It is also seen that the results of the two proposed algorithms are identical, and they significantly outperform the $l_1$-RLS algorithm. Fig. 1 also shows that the ZA-RLS-II algorithm achieves smaller steady state error with faster convergence rate, compared to the SPARLS algorithm. These results are significant, particularly considering that the ZA-RLS-II algorithm has similar computational complexity as the $l_1$-RLS algorithm and the SPARLS algorithm. In Fig. 2, we plot the estimated sparsity level $r$ as recorded by the ZA-RLS-II algorithm at each recursive step, averaged over the 100 independent random trials. It can be observed from Fig. 2 that $r \ll L + 1$ all the time.

Performance evaluation for various sparsity levels: In order to investigate the performance of the proposed algorithms for different sparsity levels, we further experimented by changing the number of significant taps $r_{true}$, also under the conditions of SNR $= 15\,\text{dB}$ and $30\,\text{dB}$. Specifically, $r_{true} = 1, 5, 20$ and $50$ was experimented. For clarity only the oracle-RLS and ordinary RLS algorithms were used for comparison, and the results obtained were plotted in Fig. 3 (a) and (b) for the two SNR settings, respectively. Since the channel taps were normalized in spite of different sparsity levels, we used different values of $\rho$ as appropriate for the ZA-RLS-I and ZA-RLS-II. Specifically, when SNR $= 30\,\text{dB}$, we empirically set $\rho = 0.1$ for $r_{true} = 1, 5$ and $20$, but $\rho = 0.01$ for $r_{true} = 50$. When SNR $= 15\,\text{dB}$, we empirically found $\rho = 1$ for $r_{true} = 1$ and $5$, $\rho = 0.3$ for $r_{true} = 20$, while $\rho = 0.05$ for $r_{true} = 50$. The results of Fig. 3 clearly show that it is most beneficial to use the sparse adaptive algorithms when the sparsity level is high, i.e. the value of $r_{true}$ is small. As $r_{true}$ increases to the full channel length, the oracle-RLS becomes the ordinary RLS algorithm. In this case, there exists no sparsity to be exploited and $\rho$ should be chosen as very small positive number close to zero just for numerical stability consideration.

Performance evaluation for different regularization parameter and SNR settings: To study the effects of $\rho$ with respect to SNR levels for a fixed sparsity level of $r_{true} = 10$, we recorded the results of $\text{MAD}\{\hat{h}(300)\}$ as the functions of
SNR in Fig. 4, based on $\rho = 0.5$, $\rho = 0.1$ and $\rho = 0.01$, respectively. It can be clearly seen from Fig. 4 that for the proposed ZA-RLS algorithms, a relatively larger $\rho$ should be used under high noise condition, while when the noise level is low, $\rho$ should be set relatively small. However, too small $\rho$ leads to poor performance.

Comparison with the $l_1$-norm based real-valued sparse adaptive algorithms of [19]: The $l_1$-norm based sparse RLS algorithms of [19] are designed for real-valued signals, and they cannot be directly applied to our application of sparse channel identification involving complex-valued signals. By contrast, our algorithm and the other algorithms compared in the above experiment can deal with both real-valued and complex-valued signals. In order to compare our algorithm with the algorithms of [19], we specifically design an application involving real-valued signals. The experiment is the same as the experiment of Fig. 1, but the input signal $x(k)$ is changed to be real-valued and is generated as a uniformly and randomly distributed signal in $[0, 1]$. The variance of the noise is set to 0.05, and the resulting SNR is approximately 21 dB. Note that the two online algorithms mentioned in [19], the OCCD-TWL and OCCD-TNWL, only the OCCD-TWL is explicitly derived in [19]. Since the paper [19] does not provide how the OCCD-TNWL is actually realized, we implement the OCCD-TNWL based on our understanding from the offline TNWL algorithm given in [19]. The OCCD-TNWL algorithm is much more complicated than the OCCD-TWL. Specifically, at each recursion, the key adaptive parameter of the algorithm is weighted and the weighting factor depends on the full RLS channel estimate. Therefore, an additional full RLS algorithm is required to run in parallel in order to provide the full channel estimate at each recursion.

The MAD performance of our ZA-RLS-II, OCCD-TWL and OCCD-TNWL are compared in Fig. 5, where it can be seen that both the ZA-RLS-II and OCCD-TNWL outperform the OCCD-TWL. It can also be seen from Fig. 5 that our ZA-RLS-II and the OCCD-TNWL achieve the same steady-state performance but our ZA-RLS-II has an additional advantage of slightly better initial transition performance.

V. CONCLUSIONS

In this contribution, we have introduced two ZA-RLS algorithms for the sparse channel identification problem by using the $l_1$-norm sparsity constraint adaptively. The basic idea in achieving a closed-form solution is to use an adaptively weighted $l_2$-norm of the parameter vector term to approximate the $l_1$-norm of the parameter vector, in which the weighting factors are readily calculated as the inversion of the associated $l_1$-norm of the parameter estimates. As a variant of the ZA-RLS-I, the ZA-RLS-II algorithm has focused on improving the computational efficiency by exploiting the channel sparsity and matrix theory. Consequently, the computational complexity of the ZA-RLS-II algorithm is only slightly higher than the standard RLS algorithm. The proposed ZA-RLS-II algorithm is compared with a number of adaptive algorithms which also use $l_1$-norm sparsity constraints, and the simulations results have demonstrated that the proposed ZA-RLS approach is highly effective in real-time sparse channel estimation. In particular, it has been shown that the proposed ZA-RLS-II algorithm outperforms the existing $l_1$-RLS and SPARLS algorithms which have similar computational complexity and also use the same $l_1$ cost function but with different approximations for algorithm design. Our future work will study efficient tuning algorithm for optimizing the regularization parameter.
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