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Abstract

Arctic sea ice loss is a robust feature of observations and of climate model projections.

Amplified winter lower tropospheric warming in the Arctic relative to the global mean

is associated with this ice loss. Many recent studies have addressed the possible effects

of these changes on the midlatitude atmospheric circulation, particularly in the North

Atlantic. These studies suggest responses including an equatorward jet shift, a nega-

tive annular mode response and changes in Rossby wave behaviour. However, there is

disagreement on the magnitude, significance and even sign of these responses.

Previous studies have shown the advantages of model hierarchies for understanding

the atmosphere. In this thesis, experiments are conducted in HadGAM1 with simpli-

fied lower boundary conditions. Two sets of experiments are conducted, one in a zon-

ally symmetric aquaplanet and the other in a configuration with representative northern

hemisphere land masses. A wide range of sea ice profiles are imposed.

The dominant response to ice removal in an aquaplanet is an equatorward jet shift,

consistent with previous work. This response is moderate in magnitude for ice which

does not exceed 65◦ latitude, but strongly nonlinear for greater ice extents. The zonal

mean response is qualitatively similar in the asymmetric configuration, but the nature of

the asymmetric response shows sensitivity to the exact ice edge location. These results

have implications for understanding the impact of sea ice anomalies in past as well as

present climates.

Changes in surface temperature gradients, including from Arctic amplification, could

affect midlatitude climate even if circulation changes are small. In particular, changes in

thermal advection could alter midlatitude temperature variability and extremes. In this

thesis a multiple regression model is used to investigate projected monthly temperature

variance changes in a recent single model ensemble. Many robust changes, including

reduced winter temperature variance in Europe, are consistent with the effect of changes

in the seasonal mean temperature gradient alone.

v



vi



Acknowledgements

I wish to extend special thanks to my supervisors, Tim Woollings, David Brayshaw and

Len Shaffrey, for their support over the duration of this project. Their insight, guidance,

wisdom and encouragement has been invaluable.

The Reading Meteorology department has been a brilliant place to work, and there

are too many people within it who have provided either practical or moral support to

mention. However, particular thanks must go to ‘IT@met’ for fixing things and answer-

ing questions, to the CMS computing team for their assistance setting up the Unified

Model on HECToR, and to my thesis committee Maarten Ambaum and Mike Blackburn

for providing feedback and support. I am also particularly indebted to office ‘2U0Cake’

for providing much laughter in addition to copious cake, and to Brodie Pearson, who

was a source of laughter, conversation and free donuts throughout my second and third

years.

Three other people are deserving of special mention; Chrissy, for chocolate and words

of wisdom; Lizzy, for perspective; and Lizzie, for evidence that there is light at the end

of the PhD tunnel. I am grateful to my parents and sisters for their support and under-

standing, as well as for bringing me up to be interested in the maths and physics of the

wonderful world that we live in. Finally, tremendous thanks to James, whose endless

supply of love and patience, despite having his own thesis to write, helped me through

my PhD and the last year in particular.

vii



viii



Contents

Contents

1 Introduction 1

2 Scientific Background 5

2.1 Sea Ice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Arctic sea ice in the satellite era . . . . . . . . . . . . . . . . . . . . . 6

2.1.2 Arctic sea ice before the satellite era . . . . . . . . . . . . . . . . . . 8

2.1.3 Causes of 20th century sea ice trends . . . . . . . . . . . . . . . . . . 9

2.1.4 21st century projections . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.5 The sea ice - ocean - atmosphere coupled system . . . . . . . . . . . 11

2.2 Global Temperature Change . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.1 Arctic Amplification . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2.2 Land/sea warming contrast . . . . . . . . . . . . . . . . . . . . . . . 19

2.2.3 Upper tropospheric warming pattern . . . . . . . . . . . . . . . . . 20

2.2.4 Lower stratospheric warming pattern . . . . . . . . . . . . . . . . . 20

2.3 The Atmospheric Jet Streams . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3.1 Observed characteristics . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3.2 Mechanisms: subtropical jet . . . . . . . . . . . . . . . . . . . . . . . 22

2.3.3 Mechanisms: eddy-driven jet . . . . . . . . . . . . . . . . . . . . . . 23

2.3.4 Asymmetries: theory and modelling . . . . . . . . . . . . . . . . . . 27

2.3.5 Variability and impacts . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3.6 GCM representation . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.3.7 Observed and projected changes . . . . . . . . . . . . . . . . . . . . 37

2.4 Jet stream responses to sea ice . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.4.1 Observational studies . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.4.2 Sea ice anomalies in GCMs . . . . . . . . . . . . . . . . . . . . . . . 45

2.4.3 Antarctic sea ice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2.4.4 Palaeoclimate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3 Models and Datasets 55

3.1 CMIP5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.2 ESSENCE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.2.1 The ECHAM5/MPI-OM model . . . . . . . . . . . . . . . . . . . . . 57

ix



Contents

3.3 HadGAM1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.3.1 Atmospheric component . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.3.2 Land surface model . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.3.3 Model performance . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.3.4 Sea Ice component . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.4 Analysis Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.4.1 Empirical orthogonal functions . . . . . . . . . . . . . . . . . . . . . 64

3.4.2 Jet latitude index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.4.3 Transient fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.4.4 EP fluxes and E-vectors . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.5 Significance Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.5.1 Temperature, zonal wind and geopotential height fields . . . . . . 68

3.5.2 Transient fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.6 Reanalyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4 Heterogeneous Surface Warming and Midlatitude Temperature Variability 71

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.1.1 Review of changes in temperature variability . . . . . . . . . . . . . 72

4.1.2 Mechanisms for changing temperature variability . . . . . . . . . . 73

4.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.2.1 The ESSENCE ensemble . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.2.2 CMIP5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.2.3 Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.3 Temperature Variability and Projected Changes . . . . . . . . . . . . . . . . 77

4.3.1 Control period variability in ESSENCE . . . . . . . . . . . . . . . . 77

4.3.2 Change in temperature variability in ESSENCE . . . . . . . . . . . 78

4.3.3 Comparison with CMIP5 . . . . . . . . . . . . . . . . . . . . . . . . 79

4.3.4 Qualitative relationship with temperature gradients . . . . . . . . . 82

4.4 Reconstruction of Temperature Variability . . . . . . . . . . . . . . . . . . . 83

4.4.1 Multiple regression model . . . . . . . . . . . . . . . . . . . . . . . . 83

4.4.2 Fraction of variance explained . . . . . . . . . . . . . . . . . . . . . 84

4.4.3 Use of the simple model to simulate future change: methodology . 85

4.4.4 Arctic regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.4.5 Daily variability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.5 Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5 The Response to Sea Ice in an Aquaplanet Configuration of HadGAM1 95

5.1 Experimental Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.1.1 Solar, Atmospheric and Aerosol Forcings . . . . . . . . . . . . . . . 96

x



Contents

5.1.2 SST forcing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.1.3 Sea Ice Forcing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.1.4 Spinup, Run Length, and Data Processing . . . . . . . . . . . . . . . 99

5.2 The Control Run: ‘NOICE’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.3 The Response to Ice Addition (SST1) . . . . . . . . . . . . . . . . . . . . . . 102

5.3.1 The time-mean response . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.3.2 Understanding jet variability: EOFs and the jet latitude index . . . 118

5.3.3 Impacts of friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.4 Sensitivity to SST Profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

5.4.1 Evidence of sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.5 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

5.5.1 Implications for 20th and 21st century climate . . . . . . . . . . . . . 133

5.5.2 Implications for palaeoclimate . . . . . . . . . . . . . . . . . . . . . 135

6 The Response to Sea Ice in HadGAM1 with Idealised Continents 137

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.2 Model Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.2.1 Land masses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.2.2 Land surface properties . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.2.3 Orography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6.2.4 Sea ice perturbations . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.2.5 Spinup, run length and data processing . . . . . . . . . . . . . . . . 143

6.3 NOICEA: The Effect of Continents . . . . . . . . . . . . . . . . . . . . . . . 144

6.3.1 Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

6.3.2 Circulation and dynamics . . . . . . . . . . . . . . . . . . . . . . . . 147

6.3.3 Storm tracks and precipitation . . . . . . . . . . . . . . . . . . . . . 148

6.3.4 Realism of simulated circulation . . . . . . . . . . . . . . . . . . . . 150

6.4 Symmetric Ice Addition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

6.4.1 Storm tracks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

6.4.2 Asymmetric streamfunction . . . . . . . . . . . . . . . . . . . . . . . 155

6.4.3 Comparison with symmetric case . . . . . . . . . . . . . . . . . . . 157

6.5 Response to Atlantic Ice Addition . . . . . . . . . . . . . . . . . . . . . . . . 159

6.5.1 Spatial response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

6.5.2 Stationary waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

6.6 Synthesis and Comparison to Symmetric Case . . . . . . . . . . . . . . . . 170

6.7 Response to Atlantic Ice Removal . . . . . . . . . . . . . . . . . . . . . . . . 170

6.8 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

7 Conclusions 175

xi



Contents

7.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

7.2 Answers to research questions . . . . . . . . . . . . . . . . . . . . . . . . . . 175

7.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

7.3.1 Thermal advection mechanism for temperature variability change 181

7.3.2 Atmospheric circulation response to sea ice addition . . . . . . . . 182

7.4 Final Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

A Notation Conventions 187

B Abbreviations 189

References 191

xii



List of Figures

2.1 The Arctic ocean, including recent climatology and extremes of Arctic sea

ice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 CMIP5 projections of temperature increase . . . . . . . . . . . . . . . . . . 15

2.3 NCEP/NCAR reanalysis zonal wind climatology, 1981–2010 . . . . . . . . 22

3.1 HadGAM1 model biases, DJF zonal wind . . . . . . . . . . . . . . . . . . . 62

4.1 ESSENCE ensemble-mean temperature; 20th century climatology in 2 m

temperature and projected change in 2 m temperature and 2 m tempera-

ture gradients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.2 ESSENCE ensemble-mean standard deviation of 2 m temperature, 20th

century and projected change . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.3 Time series of ESSENCE regional-mean standard deviation of 2 m temper-

ature for Europe, North America and the Arctic . . . . . . . . . . . . . . . 80

4.4 CMIP5 multi-model median standard deviation of near-surface air tem-

perature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.5 The performance of a simple regression model for explaining variability in

temperature anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.6 As previous figure but with different components changed for 21st century 89

5.1 SST profiles specified for HadGAM1 experiments . . . . . . . . . . . . . . 97

5.2 Zonal-mean zonal wind and temperature in the aquaplanet no ice sim-

ulation for SST1, and NCEP-NCAR reanalysis climatology for the North

Atlantic, December 1981–2010 . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.3 The aquaplanet no ice simulation for SST1: Precipitation, meridional mass

streamfunction, Eady growth rate, and covariance measures of the storm

track. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.4 The zonal mean temperature response to ice addition, SST1 . . . . . . . . . 103

5.5 Temperature and its meridional gradient, SST1 . . . . . . . . . . . . . . . . 105

xiii



List of Figures

5.6 The zonal mean zonal wind response to ice addition, SST1 . . . . . . . . . 106

5.7 Zonal mean zonal wind at 250 hPa and averaged over 850–500 hPa, SST1 . 108

5.8 The zonal mean potential temperature response to ice addition in a subset

of cases, SST1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.9 Eady growth rate and storm track responses to ice addition, SST1 . . . . . 110

5.10 The Eliassen Palm flux and its divergence in selected experiments . . . . . 111

5.11 The precipitation response to ice addition . . . . . . . . . . . . . . . . . . . 112

5.12 The zonal mean specific humidity response to ice addition in a subset of

cases, SST1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.13 Meridional mass streamfunction, NO ICE and I45 simulations . . . . . . . 115

5.14 Empirical orthogonal functions for the NOICE experiment . . . . . . . . . 117

5.15 The projection of the zonal wind response to ice addition onto EOF1 and

EOF2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.16 The change of EOF1 structure in the ice addition experiments . . . . . . . 119

5.17 The PDF of jet latitude and speed . . . . . . . . . . . . . . . . . . . . . . . . 120

5.18 Relationship between polar temperature or zonal wind response and ice

area, SST1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.19 Zonal mean zonal wind at 10 m, SST1 . . . . . . . . . . . . . . . . . . . . . 124

5.20 Comparison of no ice experiments using different SST profiles; zonal wind,

precipitation, Eady growth rate, and covariance measures of storm track . 126

5.21 Zonal-mean temperature and temperature gradient response to ice addi-

tion; comparison of SST profiles . . . . . . . . . . . . . . . . . . . . . . . . . 128

5.22 Zonal-mean zonal wind response to ice addition; comparison of SST profiles129

5.23 Eady growth rate and storm track responses to ice addition, comparing

SST profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.24 Relationship between polar temperature or zonal wind response and ice

area, SST2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

5.25 PDF of jet latitude and speed for SST2 . . . . . . . . . . . . . . . . . . . . . 132

xiv



List of Figures

6.1 Asymmetric boundary conditions applied in Chapter 6 experiments and

in previous studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.2 Temperature and zonal wind in NOICEA . . . . . . . . . . . . . . . . . . . 145

6.3 NOICEA surface temperature and radiative balance over different regions 146

6.4 The asymmetric streamfunction and five measures related to the storm

tracks (including precipitation) in NOICEA . . . . . . . . . . . . . . . . . . 149

6.5 Zonal wind in the NOICEA simulation, and NCEP/NCAR reanalysis cli-

matology DJF 1981–2010 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

6.6 Surface temperature, and zonal mean tropospheric temperature, in I65A . 153

6.7 Zonal mean zonal wind, and zonal wind at two tropospheric levels, in I65A 154

6.8 Difference between NOICEA and I65A: Meridional temperature gradient

and Eady growth rate at 850 hPa, transient heat and momentum fluxes,

geopotential height variance at 500 hPa, and precipitation . . . . . . . . . . 156

6.9 Difference between NOICEA and I65A: upper level stationary waves

(asymmetric streamfunction at 250 hPa . . . . . . . . . . . . . . . . . . . . . 157

6.10 The jet latitude index in the asymmetric ‘Atlantic’ sector . . . . . . . . . . 159

6.11 The low level zonal-mean zonal wind in the asymmetric experiments com-

pared to the symmetric experiments . . . . . . . . . . . . . . . . . . . . . . 160

6.12 Surface and 850 hPa temperature anomalies from I65A for Atlantic ice ad-

dition experiments I60A, I55A and I50A . . . . . . . . . . . . . . . . . . . . 161

6.13 Features associated with the surface temperature anomaly in I60A; snow

depth, precipitation and vector wind anomalies . . . . . . . . . . . . . . . 163

6.14 500 hPa geopotential height and sea level pressure anomalies from I65A,

for Atlantic ice addition experiments I60A, I55A and I50A . . . . . . . . . 163

6.15 Zonal wind anomalies from I65A at 250 and 850 hPa for the Atlantic ice

addition experiments I60A, I55A and I50A . . . . . . . . . . . . . . . . . . 165

6.16 As above, but for Eady growth rate at 850 hPa . . . . . . . . . . . . . . . . 167

6.17 As above, but for transient heat flux at 850 hPa . . . . . . . . . . . . . . . . 167

6.18 As above, but for transient momentum flux at 250 hPa . . . . . . . . . . . . 167

6.19 Anomalous E-vector in ice addition experiments I60A, I55A, I50A . . . . . 168

xv



List of Figures

6.20 Asymmetric streamfunction anomalies from I65A at 250 hPa in Atlantic ice

addition experiments I60A, I55A and I50A . . . . . . . . . . . . . . . . . . 169

6.21 Difference between I65A and I80A (I80A-I65A): surface temperature,

500 hPa temperature, and zonal wind at 850 and 250 hPa . . . . . . . . . . 171

xvi



Chapter 1: Introduction

Chapter 1

Introduction

Arctic sea ice decline is one of the most visible markers of climate change. Robust nega-

tive trends in Arctic sea ice extent (SIE) are observed and projected to continue through

the 21st century (Stroeve et al., 2012b). Evidence points towards greenhouse gas forcing

as the dominant cause of this trend in the recent past (Kay et al., 2011) and future, al-

though high internal variability partially accounts for recent dramatic events. Long-term

downward trends in sea ice cover are evident year-round but greatest in summer.

The dramatic loss of sea ice is associated with Arctic Amplification (Screen and Sim-

monds, 2010), whereby the near-surface warming over the northern polar region exceeds

that for the earth as a whole. This feature is present throughout the extended winter

season and strongest in early winter. As a result, the large-scale meridional temperature

gradient is weakened.

This thesis is concerned with the effects of Arctic sea ice loss and associated warming

on midlatitude circulation and climate, and explores this through two mechanisms.

The first mechanism will be referred to hereafter as the thermal advection mecha-

nism; surface temperatures in any given location are partially determined by advection

of air masses (as well as by local processes). Therefore temperature variability is affected

by temperatures in source regions and in particular by the temperature gradient of the

underlying surface. Changes in the temperature gradients such as that induced by Arctic

amplification are therefore related to changes in temperature variability, contributing to

our understanding of temperature extremes.

The second mechanism relates to changes in the thermal structure of the atmosphere.

A decreased meridional temperature gradient must be accompanied by a decreased ver-

tical shear in the zonal wind, through thermal wind balance, suggesting that sea ice loss

would contribute to a decelerated jet stream. Reductions in temperature gradient also

decrease the baroclinic instability of the atmosphere, with the potential for changes in the

eddy-driven jet through eddy feedbacks from midlatitude synoptic eddies (extratropical

1



Chapter 1: Introduction

storms). Changes in jet structure may also affect the critical latitudes at which waves

break and so alter momentum transports into the jet by eddies, thus providing a possible

feedback onto the jet due to wave-mean flow interaction.

The behaviour of the atmospheric jet streams is crucial for the weather and climate of

midlatitudes, including the UK. While the southern hemisphere jet is robustly projected

to shift poleward under climate change, there is much less certainty in the northern hemi-

sphere and in particular in the North Atlantic.

In recent years, possible links between reductions in sea ice cover and changes in the

jet stream have been an active area of research. Some observational studies have sug-

gested a resulting relationship with changing weather extremes (e.g. Francis and Vavrus,

2012), but such studies may be limited by the short data record and high natural vari-

ability (Barnes, 2013). Many modelling studies investigating the response to sea ice loss

have found a negative-NAO-like response (e.g. Magnusdottir et al., 2004; Seierstad and

Bader, 2009) or negative-AO-response (Liu et al., 2012). However, the scientific literature

is not completely in consensus regarding the response; for example, two single-model

ensembles in Screen et al. (2013a) produce either NAO positive or no NAO-like signal

in response to historical sea ice trends, in contrast to the above studies. Arctic sea ice

change and related processes such as Arctic Amplification may therefore be one of the

factors contributing to uncertainty in projections for circulation changes over the 21st

century (e.g. Harvey et al., 2013), because both the timescales of 21st century Arctic sea

ice decline and the impact of sea ice on atmospheric processes are uncertain (Stroeve et al.,

2012b; Bader et al., 2011).

Due in part to these uncertainties, and to biases in GCM representations of jet streams,

it is beneficial to complement studies in fully coupled GCMs with experiments in differ-

ent modelling frameworks, in order to improve our fundamental understanding of how

the atmosphere is affected by sea ice extent. Experiments in simplified models have been

used in the past to investigate the atmospheric response to idealised heating such as Arc-

tic amplification (e.g. Butler et al., 2010). However, experiments whose complexity fits in

between the two extremes are valuable to bridge between understanding and simulation

(Held, 2005). One such approach is the use of aquaplanet models (Neale and Hoskins,

2000b). Brayshaw et al. (2009) added idealised land masses to an aquaplanet model to

investigate the driving mechanisms behind the North Atlantic storm track. This project
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builds on this modelling setup, developing it to investigate the response to a climate

change-like thermal forcing, in this case sea ice change. The model used is HadGAM1,

an atmosphere-only configuration of the Met Office Unified Model, with simplified lower

boundary forcings and perpetual equinox conditions.

The following questions are investigated:-

1. To what extent does thermal advection contribute to projections of 21st century

temperature variability in coupled climate models? As discussed above, thermal

advection will be affected by changing temperature gradients, such as that intro-

duced by amplified polar warming.

2. What is the atmospheric response to sea ice removal? In particular what is the

response of the eddy driven jet, including its mean, variability and spatial hetero-

geneity?

3. What sets the nature and magnitude of the jet response to sea ice forcing; is there

nonlinearity in the response?

This thesis is organised as follows. Chapter 2 gives further details on Arctic sea ice

loss and Arctic Amplification, discusses the dynamics of the jet and storm track, and out-

lines the current understanding of sea ice impacts on the atmospheric circulation, and

chapter 3 introduces the models and data used. The thermal advection mechanism for

temperature variability change is explored in chapter 4 using data from a single-model

ensemble and the CMIP5 archives. Chapter 5 gives the experimental design for investiga-

tions into the response of the circulation to sea ice removal in an aquaplanet and presents

the results from these experiments, and chapter 6 does similarly for experiments with

idealised land masses.
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Chapter 2

Scientific Background

This chapter introduces the scientific literature underlying this thesis, including:-

• The recent and projected state of Arctic sea ice and key related processes

• Heterogeneous distribution of warming under anthropogenic forcing

• The dynamics of the jet and storm track, in particular wave-mean flow interaction

• The response of the jet and storm track to surface asymmetries and temperature

anomalies

• The atmospheric response to recent and projected sea ice reduction, and the out-

standing questions in this field

2.1 Sea Ice

This section gives an overview of the current state of Arctic sea ice and recent and pro-

jected trends in key sea ice variables. In addition the processes through which the sea ice,

atmosphere and to a lesser extent ocean interact are discussed.

Antarctic sea ice extent has increased slightly during the satellite era (e.g. Parkinson

and Cavalieri, 2012)1. The Antarctic is not the focus of this thesis so Antarctic sea ice is not

discussed in this section. A brief discussion of modelled impacts of Antarctic sea ice on

the atmosphere is given in section 2.4.2, since the results are relevant to the experiments

in this thesis.

1The reasons for the recent increase in Antarctic sea ice are the subject of current research. There are
strong regional variations in the trends, and it is unclear whether the trends are consistent with internal
variability (Bindoff et al., 2013).
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2.1.1 Arctic sea ice in the satellite era

2.1.1.1 Concentration, area and extent

Since 1979, satellite observation systems have enabled sea ice concentration (SIC) in the

Arctic to be quantified far more extensively than before (Vaughan et al., 2013). The bright-

ness temperature of a given pixel is measured, and is assumed to be a linear combina-

tion of the brightness temperature of open ocean and sea ice (e.g. Comiso and Nishio,

2008) depending on their relative concentrations within the pixel. Therefore the ice con-

centration can be retrieved if these two brightness temperatures are known. Whilst the

instrument used for brightness measurements has changed during the satellite recording

period, suitable corrections for the earlier instruments enable the existence of a consistent

record from 1978 to the present (Comiso and Nishio, 2008)2.

The most frequently used large scale sea ice variable is sea ice extent (SIE), the area

of ocean covered by sea ice of at least 15% concentration3. Arctic SIE has a strong sea-

sonal cycle, with a minimum in September and maximum in February or March. During

this cycle Arctic sea ice covers 1.7–3.9% of the Earth’s ocean area (approximately 6×106–

15×106 km2, Vaughan et al., 2013). Sea ice retreat has been evident in recent years, with

a record minimum SIE of 3.44×106 km2 in 2012; this is significantly lower than the cli-

matology just mentioned. Figure 2.1 demonstrates the strong seasonal cycle and the 2012

record minimum. As shown in these figures, sea ice at minimum extent is typically con-

tained poleward of 70◦N, but at maximum extends locally to around 50◦N, for example

in the marginal seas along the west of the Pacific and Atlantic basins.

Recent trends in SIE can be accurately evaluated using satellite based records such

as that in Comiso and Nishio (2008), which was extended to cover the period to 2012 in

Vaughan et al., 2013. Northern hemisphere SIE trends for all monthly anomalies in the

period 1978–2006 are -3.4% per decade (ice area trends are -4% per decade; Comiso and

Nishio, 2008). Trends in the annual minimum extent are larger, as suggested by Figure

2.1. As well as strong seasonal variations in the trends in SIC, the pattern of sea ice retreat

is spatially complex (Vaughan et al., 2013, Figure 4.2).

2The instruments used are the SMMR (Scanning Multichannel Microwave Radiometer, 1978–Aug 1987),
the SSM/I (Special Scanning Microwave Imager, Jul 1987–present), and the AMSR-E (Advanced Microwave
Scanning Radiometer, Jun 2002–Oct 2011)(Comiso and Nishio, 2008).

3Sea ice area (SIA), the sum over all grid boxes of concentration multiplied by grid box area, is also
sometimes used.
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(a) Regions of Arctic Ocean

(b) MAR SIE, 2012 (white) and 1981–2010
climatology (pink)

(c) SEP SIE, 2012 (white) and 1981–2010
climatology (pink)

Figure 2.1: The Arctic ocean. a) Regions of the Arctic ocean; b) March 2012 sea ice cover (white)
and 1981–2010 median ice edge (pink). (Sea ice cover is defined as where sea ice concentration

>15% , and the ice edge as the edge of this region). c) as b) but for September 2012 and
climatology. Selected lines of longitude and latitude are shown at 60, 70 and 80◦N and 0, 90, 180

and 270◦E. Figures amended from The National Snow and Ice Data Centre (NSIDC), Boulder,
Colorado. Sea ice concentration is derived from the same datasets as mentioned in the text but

using a different algorithm, developed at NASA. It is available as the NSIDC sea ice index
(Fetterer et al., 2002).
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2.1.1.2 Thickness

Relative to SIC, it is harder to obtain accurate volume or thickness measurements, and the

record for these latter variables is shorter. Analysis is largely restricted to two methods:-

• Recent satellite missions use satellite altimetry to calculate sea ice freeboard, which

is the height above local sea level. Assumptions about snow depth and ice and

snow density must then be made to deduce the depth and therefore volume of

sea ice (Kwok, 2010). Such records include those from ERS-1 (1993–2001), Envisat

(2002–present), ICESat (2003–2009) and CryoSAT-2 (2010-2012). The first two of

these records, however, have coverage only south of 81.5◦N and therefore are of

limited use.

• PIOMAS (Panarctic Ice Ocean Modelling and Assimilation System) uses a coupled

sea ice-ocean model to calculate sea ice thickness and volume (Zhang and Rothrock,

2003). This model assimilates SIC fields obtained from satellite data and is forced

at the surface with NCEP-NCAR analysis data.

New measurements from CryoSat-2 enable quantification of ice thickness and volume

for the winters 2010/11 and 2011/12 (Laxon et al., 2013). Comparing this record to earlier

data from the IceSAT mission for 2003–2008, Laxon et al. (2013) found a decline in autumn

(Nov/Dec) volume (4291 km3 or 36%) and winter (Feb/Mar) volume (1479 km3 or 9%)

between the two periods. This decline was greater in autumn and weaker in winter than

in PIOMAS modelled estimates. Therefore, while sea ice volume as well as extent is

decreasing, there is uncertainty over the magnitude of this decrease.

2.1.2 Arctic sea ice before the satellite era

HadISST1 (Hadley centre sea ice and sea surface temperature data set; Rayner et al., 2003)

provides sea ice concentrations and extent dating back to 1871 using data from sea ice

charts based on sources such as ships’ records. However this longer data set is less reli-

able than the shorter satellite record. This is due to lack of winter observations in the first

part of the period, data sparsity in time and space, possible inconsistencies or biases de-

pendent on those recording the data, and the necessity of making assumptions about the

concentration of ice within the ice pack. Indeed, in the southern hemisphere, HadISST1

provides seasonal climatologies only (i.e., no interannual variability) until 1973.
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HadISST1 and the datasets which contributed to it suggest that sea ice concentration

was relatively constant, at much higher values than found in recent decades, between

1870 and 1950 (e.g. Figure 4.3 of Vaughan et al., 2013). However uncertainties in the ear-

lier record as outlined above mean that quantification of trends for this period is difficult.

Reconstructions of Arctic-wide sea ice using land proxy data (predominantly ice cores,

but also tree rings, lake sediments and documentation) provide some skill since the sixth

century AD (Kinnard et al., 2011). These provide evidence that the recent decline of Arctic

sea ice is unprecedented in the period since the sixth century AD.

2.1.3 Causes of 20th century sea ice trends

Notz and Marotzke (2012) in a purely observational study discounted internal variability

or self-acceleration as an explanation for the observed negative trend in SIE in the satellite

era. Instead, they found it was well described by a linear trend which was correlated

with, and physically consistent with, increasing atmospheric carbon dioxide (CO2) and

the resulting increases in downwelling longwave radiation. They therefore concluded

that the increasing CO2 was the most likely cause of the SIE reduction. Attribution studies

in climate models have similarly reached this conclusion (e.g. Min et al., 2008; Kay et al.,

2011), leading the Intergovernmental Panel on Climate Change (IPCC) to conclude that

‘Anthropogenic forcings are very likely (>90% probability) to have contributed to Arctic

sea ice loss since 1979’4. Kay et al. (2011) found that approximately half of the recent

decline is anthropogenically forced, and the other half is due to internal variability.

Arctic warming, which is intrinsically linked to sea ice reductions (Section 2.2.1) was

also found to be ‘very unlikely’ due to internal forcing in the CMIP5 detection and attri-

bution study of Fyfe et al. (2013).

2.1.4 21st century projections

Climate models are used to project 21st century changes in sea ice concentration under

assumptions of anthropogenic external forcing (greenhouse gas emissions, aerosol emis-

sions, and land use change). Recently, coupled climate models contributing to CMIP5

4Detection and attribution studies are a very active area of current climate research. Detection refers to
the identification of a statistically significant change in some aspect of the climate system, while attribution
is quantifying the role of possible causes, such as greenhouse gas increases, in forcing the identified change
(Bindoff et al., 2013)
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(Coupled Model Intercomparison Project phase 5) have been a major source of informa-

tion for such projections, replacing the previous phase CMIP3.

One goal, given the observed downward trend, is to determine the year by which the

Arctic will be ‘nearly’ sea ice free in September, i.e. have SIE of less than 1.0×106 km2 (e.g.

Wang and Overland, 2012). It is difficult to obtain a small time window for such an event,

because as well as the large model uncertainty, there is uncertainty in the greenhouse gas

forcing applied to 21st century model runs. Stroeve et al. (2012b), using CMIP5 models

forced with RCP4.55, found that there is considerable uncertainty in this date even under

this single forcing scenario. Some members of the multi model ensemble become ice free

as early as 2020, and 32% of the members are ice free by 2100.

One approach for reducing this uncertainty is to restrict the ensemble to models

which can adequately represent the observed climatology and seasonal cycle. This as-

sumes that these models might give the most reliable projections due to better represen-

tation of physical processes relevant to sea ice. An accurate downward trend over the

past 30 years might also be seen as a necessary condition for a model to be deemed re-

liable, but this assumes that the observed trend is indeed a forced trend rather than a

consequence of internal variability. The above paper by Stroeve et al. (2012b) did not per-

form such a restriction, and noted that most models do not capture the rate of decline

over recent years. Wang and Overland (2012) did use such a restriction; in seven models

which accurately reproduced the climatology and seasonal cycle they found a projected

ice free date between 2040 and 2060. However, they postulated that since even these

models were unable to capture the rapid observed decline after 2007, the Arctic may be

‘ice free’ as early as the mid 2030s.

In summary, models point to a continued reduction in Arctic sea ice thickness and

area in the coming century, and the IPCC assigned a >90% probability to ‘continued

shrinking and thinning [of Arctic sea ice] year-round in the course of the 21st century’

(Collins et al., 2013).

5The RCPs (Representative Concentration Pathways) are the forcing scenarios used for the CMIP5 models
(van Vuuren et al., 2011). RCP4.5 refers to the fact that under this forcing scenario, radiative forcing reaches
4.5 Wm−2 by 2100. The RCPs are described in more detail in Section 3.1.
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2.1.5 The sea ice - ocean - atmosphere coupled system

Here a brief overview is given of processes driving sea ice variability on seasonal to multi-

decadal timsecales and the processes via which it directly affects the atmosphere. Under-

standing the role of sea ice in the climate system is key for interpreting experimental

results in the light of observations.

2.1.5.1 Drivers of sea ice variability

The seasonal cycle of sea ice is dominated by thermodynamics, as ice

melt and growth are determined primarily by the cycle of solar insolation

(http://nsidc.org/cryosphere/seaice/processes/circulation.html). In summer (be-

tween March and September) melting dominates and ice extent decreases, and in winter

the opposite occurs. However, interannual variations in this seasonal cycle are driven

by processes such as ice export due to anomalous atmospheric circulation and ice melt

driven by anomalous warm air advection or ocean heat content.

The effect of large scale variability in the atmosphere and ocean on sea ice throughout

the year has been investigated by numerous authors (e.g. Deser et al., 2000; Day et al.,

2012; Zhang et al., 2000; Rigor et al., 2002). This variability includes the Arctic Oscilla-

tion (AO; Thompson and Wallace, 2000) and North Atlantic Oscillation (NAO; Hurrell

et al., 2003) in the atmosphere (Section 2.3.5.1) and the Atlantic Multidecadal Oscillation

(AMO) and variability associated with the Atlantic Meridional Overturning Circulation

(AMOC) in the ocean (Day et al., 2012). Many such studies have focused on changes in

very localised regions of the Arctic; the discussion here is restricted to drivers of large-

scale sea ice changes.

Deser et al. (2000) identified a north-south sea level pressure (SLP) dipole in the North

Atlantic associated with the leading pattern of sea ice variability, based on winter obser-

vations between 1958 and 1997. The SLP dipole resembled the NAO, and the positive-

NAO-like pattern (positive anomalies centred on 40◦N and negative anomalies north of

Iceland) was associated with more ice in the Labrador sea and less to the east of Green-

land. Correlations between the SLP index and sea ice were highest with the SLP pat-

tern leading by 2–6 weeks. The authors claimed that the associated sea ice anomalies

were qualitatively consistent with dynamic and thermodynamic forcing by the anoma-
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lous geostrophic winds; for example, that anomalous southerly winds east of Greenland

would contribute to dynamic ice retreat and would also be anomalously warm, contribut-

ing to ice melt. However, the paper did not quantify the effects of these mechanisms, and

in winter melt is less important than growth which is heavily moderated by ocean as well

as atmospheric temperature. This suggests that the thermodynamic component may be

more complicated than the simple picture of atmospheric warm advection causing melt.

Later, Rigor et al. (2002) found evidence that the AO had a large effect on observed

sea ice in the period 1979–1998. Regressions suggested that during a positive AO winter,

there was increased ice divergence in the eastern Arctic. Consistent with this divergence

there was more open ocean, allowing for more growth of thin sea ice and associated

strong heat fluxes to the atmosphere. These in turn provided a preconditioning for less

sea ice in the following summer. However the interpretation of such results is challeng-

ing due to the short record and to the strong trends in the AO, SIC, and temperature. The

divergence and growth effect was also found in the coupled sea ice–ocean model used

by Zhang et al. (2000), who highlighted the role of coupling between dynamic and ther-

modynamic processes (e.g. ice advection exposing the warm, low albedo ocean surface).

Day et al. (2012) estimated, based on relationships obtained in long climate model sim-

ulations, that the AMO could explain approximately 30% of the 1979–2010 negative SIE

trend. However, they found no relationship with the AO.

All the above studies deal with recent (1950–2010 or a shorter period) variability and

trends. However, Strong and Magnusdottir (2010a) found that in long climate change

simulations in two AOGCMs the relative importance of the sea ice dipole related to NAO

variability decreased over time; the dipole was dominant in the early 20th century but

in the 21st century the emergent dominant mode of variability was a widespread ice

reduction. This is consistent with the discussion in Section 2.1.3 about the emerging role

of external forcing in driving recent and future sea ice reductions.

Statistical relationships have been found with the tropics (Henderson et al., 2014),

although data is limited and physical mechanisms for such a connection are unclear in

some cases. Causal linkages between waves from the tropics and Arctic warming have

been proposed and are discussed in Section 2.2.1.

In summary, wind-driven variability in sea ice motion appears to be important for in-

terannual variability of sea ice extent, in particular a sea ice dipole between the Labrador
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and Greenland seas. However, the strength of relationships with patterns such as the

NAO may not be robust on long (>30 year) timescales and in particular may be dwarfed

by external forcing causing a widespread sea ice decline (Strong and Magnusdottir,

2010a). Ocean memory processes are relevant for relationships between winter atmo-

spheric circulation and summer sea ice decline. Oceanic heat transport is also important

for sea ice variability on interdecadal timescales.

2.1.5.2 Case Studies

As discussed above (section 2.1.3), recent downward trends in sea ice have been at-

tributed to anthropogenic forcing, but this forced trend is superimposed on high vari-

ability. This combination of factors and examples of the processes described above can

be seen in the two record years, 2007 and 2012.

Observational and reanalysis data for 2007 showed accelerated decline in June and

July, linked to anomalously southerly winds (Comiso et al., 2008). A thinner, more vul-

nerable ice cover than in earlier years, wind anomalies driving both warm advection and

ice export, and clear skies, were all suggested as causes in Stroeve et al. (2008). Modelling

studies in PIOMAS provided evidence for the role of preconditioning and wind anoma-

lies (Lindsay et al. (2009) and Zhang et al. (2008)) but did not find evidence for clear skies

having a role (Schweiger et al., 2008).

In 2012, an exceptional cyclone in early August (Simmonds and Rudeva, 2012) was

linked to rapid sea ice loss. Reanalysis and satellite datasets show a large region of ice

break up and melt consistent with the wind forcing (Parkinson and Comiso, 2013). Fur-

thermore, simulations in PIOMAS show fast ice loss directly linked to bottom melt from

ocean heat transport linked to the cyclone (Zhang et al., 2013). However, both studies find

that the sea ice was preconditioned to a low state; Parkinson and Comiso (2013) demon-

strate rapid ice loss in June linked to an already thin ice cover while Zhang et al. (2013)

show using sensitivity simulations that a record but weakened minimum would have

occured, later in the season, even without the storm.
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2.1.5.3 Sea ice impacts on the atmosphere

The above discussion has focused on how sea ice is affected by oceanic and atmospheric

processes. However, fundamental to the questions addressed in this thesis, sea ice affects

the ocean-atmosphere system through its modification of the surface energy budget (e.g.

Serreze and Barry, 2005).

The proportion of solar shortwave radiation reflected by a surface is quantified by its

albedo. The albedo of sea ice is between 0.3 and 0.6 for thick first year ice and may be as

high as 0.75 for multiyear ice or still higher for snow on sea ice (Serreze and Barry, 2005,

chapter 5). This compares to albedo of less than 0.1 for open ocean. Therefore, an area of

sea ice reflects more incoming solar radiation than open ocean would. One consequence

is the albedo feedback effect (Sellers, 1969). Namely, an increase in surface temperature

can increase melt and decrease freeze, leading to a reduction in sea ice. There is therefore

a decrease in surface albedo so more solar radiation is absorbed at the surface, increas-

ing its temperature further. This is a positive feedback, enhancing the initial temperature

anomalies. The snow and ice albedo feedback has been considered in the literature for

many years, including early papers by Sellers (1969) and Manabe and Wetherald (1975).

There are subtleties in this process, since high latitudes only receive significant solar ra-

diation in the summer months. The albedo effect is therefore key for spring ice melt (e.g.

Schröder et al., 2014) , but also winter refreeze due to heat stored in the ocean as a result

of earlier melt (Screen and Simmonds, 2010). In addition, sea ice (especially when snow-

covered) provides an insulating layer between the ocean and atmosphere; in winter, this

acts to reduce latent and sensible heat fluxes (Serreze and Barry, 2005, chapter 5).

In addition, the boundary between open ocean and sea ice constitutes a sharp surface

temperature front. It is known that the ice edge is associated with storm activity in both

present and past climates (e.g. Deser et al., 2000; Kageyama et al., 1999). This can be

related to extensive literature considering the effect of sea surface temperature fronts on

the atmosphere, which is discussed in Section 2.3.4.4 along with the relevant mechanisms.

2.2 Global Temperature Change

Global average surface temperatures increase in climate models in response to anthro-

pogenic forcing. The geographical pattern of this warming is highly heterogenous. Two
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key features of the surface heterogeneity are Arctic amplification (AA; increased warm-

ing in high northern latitudes relative to the global average) and greater warming over

land than ocean, both seen in the CMIP5 ensemble (Figure 2.2). Heterogeneities of the

upper-tropospheric temperature are also large, but different in structure from those at

the surface.

2.2.1 Arctic Amplification

2.2.1.1 Features

Arctic amplification (AA) refers to an enhanced warming signal in the Arctic region. It is

typically expressed as the temperature trend or anomaly over the Arctic relative to that

for the Earth as a whole. An AA signal is emerging in observations, and is produced in

(a) Surface warming for the median CMIP5 model under RCP4.5, 2046–2065 relative to
1986–2005: DJF (left) and JJA (right).

(b) Multi-model mean, zonal, annual mean warming for 2081–2100 relative to 1986–2005, for
three scenarios

Figure 2.2: Projected temperature increase in CMIP5 models. Full details in sub-captions.
Adapted from van Oldenborgh et al. (IPCC AR5 WG1 Annex 1; 2013) figures A1.4 and A1.5 and

Collins et al. (IPCC AR5 Chapter 12; 2013) Figure 12.12.
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climate model simulations forced with increased greenhouse gases.

Observational evidence of AA has traditionally been hard to obtain due to sparse ob-

servations in the Arctic region (Serreze and Barry, 2011). However, data based both only

on surface observations and on satellite measurements are now providing a consensus

on surface AA. For example, the GISS (Goddard Institute for Space Studies) surface tem-

perature analysis (Hansen et al., 2010) shows that surface temperature anomalies in the

Arctic for the 2000s relative to 1951-1980 exceed those for the rest of the globe by more

than a factor of three (Hansen et al., 2010). Arctic warming between these two periods is

over 1.5◦C.

Observed AA is strongest in autumn and winter, and not manifest in the summer

(Serreze and Francis (2006); Screen and Simmonds (2010); Figure 2.2). Possible reasons

for this seasonal variation are addressed in Section 2.2.1.2. It is largely a near-surface

phenomenon, strongest below 850 hPa. Data from the ERA-Interim reanalysis for 1989–

2008 shows that the warming decreases with height in all seasons except summer, and

displays an AA-type signal above 700 hPa only in winter (Screen and Simmonds, 2010).

Conclusions about recent AA rely on the use of short timeseries and limited spatial

data coverage (Serreze and Francis, 2006). However, climate models forced with different

forcings (anthropogenic only, all forcing, or natural forcing only) have shown that the 21st

century Arctic temperature record cannot be explained by internal variability alone (Fyfe

et al., 2013). The IPCC AR5 (Bindoff et al., 2013) concluded that it is likely that Arctic

warming in the last 50 years has been influenced by anthropogenic forcing.

AA has been a feature of increasing CO2 experiments throughout their history; the

early study of Manabe and Wetherald (1975) highlighted enhanced lower tropospheric

(below 500 hPa) warming in high latitudes as a feature of their 2xCO2 experiments. The

most recent climate model simulations give a very coherent picture of strong AA increas-

ing through the 21st century (Collins et al., 2013). In the CMIP5 multi-model ensemble

under RCP4.5 forcing, mean surface warming north of 67.5◦N for the period 2081–2100

relative to 1986–2005 exceeds global mean warming by more than a factor of four (Collins

et al., 2013). As found in the observational record, model projections show that Arctic

warming is greatest near the surface (Collins et al., 2013).
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2.2.1.2 Mechanisms

The mechanisms for AA are broadly debated (e.g. the comprehensive review by Serreze

and Barry, 2011), and the coupled ice-atmosphere-ocean processes contributing in the

Arctic make it hard to isolate individual mechanisms. Proposed mechanisms include:-

• Sea ice, via the sea ice albedo feedback or changes in summer oceanic heat uptake

(Serreze et al., 2009; Screen and Simmonds, 2010; Screen et al., 2012)

• Cloud feedbacks, whereby changes in cloud cover affect the longwave and short-

wave energy budgets (Bengtsson et al., 2013)

• The lapse rate feedback/stability (Pithan and Mauritsen, 2014)

• The Planck feedback (e.g Pithan and Mauritsen, 2014; Lesins et al., 2012)

• Changes in poleward heat transport by the ocean (Graham and Vellinga, 2013) and

atmosphere (Lee et al., 2011; Ding et al., 2014)

These can be separated into local processes (sea ice, clouds, and lapse rate and Planck

feedbacks) and remote influences (poleward heat transport).

Serreze et al. (2009), Screen and Simmonds (2010) and Screen et al. (2012) all high-

lighted sea ice loss as the key factor leading to observed near surface warming. Screen

and Simmonds (2010) linearly regressed ERA-Interim temperatures onto Arctic-wide

sea ice and found that the temperature trend linked to sea ice alone captured much of

the magnitude and structure. They argued that decreased sea ice cover in the summer

months causes increased ocean heat uptake, resulting in increased ocean-to-atmosphere

heat fluxes in autumn and winter. This is consistent with the results of model runs under

increasing CO2 performed by Graham and Vellinga (2013) who found increased heat flux

from the ocean to the atmosphere in regions of sea ice loss. Screen et al. (2012) conducted

AGCM experiments for the 20th century and highlighted sea ice as causing warming be-

low 700 hPa, but suggested that remote SSTs and their effect on poleward heat transports

were important for upper levels.

Amplified high latitude warming was also linked to the surface albedo feedback

(from both snow and ice) in earlier 2xCO2 experiments (Hall, 2004; Manabe and Wether-

ald, 1975). The configuration in Manabe and Wetherald (1975) was simple, such that high
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latitudes were specified as land, and here the snow albedo feedback was discussed as a

driver of AA.

Bengtsson et al. (2013) found increased poleward moisture transport into the northern

polar region in the 21st century in a climate model simulation. The resulting increase in

net downward longwave radiation combined with an increased net shortwave radiation

at the surface (consistent with reduced sea ice) contributed to an increased net surface

flux into the ocean in summer. The release of this extra heat in winter contributed to

winter Arctic warming, implying that both local sea ice processes and poleward heat and

moisture transports contributed.

Regarding recent Arctic warming, dynamical links from the tropics have been stud-

ied. Lee et al. (2011) analysed the processes leading to the increase in winter Arctic surface

temperature between 1958–1977 and 1982–2011 in reanalysis data. They found that pole-

ward heat flux by stationary eddies and adiabatic descent, rather than local feedback

processes, were dominant for warming over ice (although longwave fluxes were found

to be dominant over open water). Further, they found that the associated extratropical

circulation changes were linked with an increase in positive phases of the Pacific/North

American pattern, which in turn was lag-correlated with increased tropical convection

in the West Pacific on short timescales. They therefore hypothesised that Rossby waves

triggered by anomalous tropical convection may contribute to Arctic warming.

Ding et al. (2014) specifically investigated causes of observed annual-mean warming

throughout the troposphere in East Canada and Greenland. Evidence from reanalysis

data suggested that SST anomalies in the tropical Pacific triggered a Rossby wave train,

affecting the NAO and East Canada/Greenland temperatures. Based on a single-model

ensemble forced with observed tropical SSTs, they hypothesised that while half of the

observed warming was likely linked to externally-forced Arctic-wide warming, the other

half could be linked to Rossby waves emanating from the central tropical Pacific. How-

ever, the wave trains in the model and observations have notable differences. The focus

of Ding et al. (2014)- a deep, local, annual mean warming- is somewhat different from the

characteristic near-surface, Arctic-wide, winter amplification discussed in most studies.

It does however provide evidence that Arctic warming is affected by remote changes.

Also finding evidence of remote influence, Sato et al. (2014) found that in reanalysis data,

an anomalously warm Barents Sea in December is associated with a Rossby wave train
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triggered by a poleward shifted Gulf Stream.

Pithan and Mauritsen (2014) investigated the causes of AA in 4xCO2 CMIP5 runs.

They found that temperature feedbacks were dominant, followed by the albedo feed-

back related to sea ice loss. The first of these temperature feedbacks was the nonlinear

dependence of radiation on temperature; black body radiation scales as T4 according to

Planck’s law, so a colder body will need to increase its temperature more to balance a

given radiative forcing. The second was the difference in lapse rate feedbacks between

the stable Arctic environment and the convective tropical environment. However, it is not

clear whether the mechanisms would have the same relative importance under smaller

radiative forcings (such as that in the satellite era, or the 21st century).

In summary, feedbacks associated with ice cover are one of the key components in

AA (Serreze and Barry, 2011), but longwave feedbacks also play a dominant role (Pithan

and Mauritsen, 2014). However, changes in poleward heat transport, either throughout

the Arctic due to externally forced change (Bengtsson et al., 2013) or tropical convection

(Lee et al., 2011), or locally due to Rossby wave propagation from lower latitudes (Ding

et al., 2014; Sato et al., 2014), can also affect Arctic temperatures.

2.2.2 Land/sea warming contrast

Globally, land areas warm more than ocean areas (e.g. Boer, 2011). The ratio of land to

ocean warming has been found to be relatively constant over time (Joshi et al., 2013). It

is therefore likely to be attributable to processes other than thermal inertia (Collins et al.,

2013) and has been linked to differing lapse rate feedbacks over land and ocean (e.g. Joshi

et al., 2008) and cloud feedbacks.

The idea of disparate warming also arises in the Cold Ocean-Warm Land (COWL)

pattern (Randall et al., 2007). This describes the phenomenon that when the Northern

Hemisphere is anomalously warm, land areas north of 40◦N warm more than the oceans.

The COWL pattern is a signature of natural climate variability. However, the structure

of the forced trend in surface temperatures bears many similarities to the COWL pattern,

and a trend in COWL was observed in the second half of the twentieth century (Broccoli

et al., 1998).
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2.2.3 Upper tropospheric warming pattern

In the upper troposphere, a rather different pattern of mean warming emerges; in GCM

projections of 21st century warming, there is enhanced warming in the tropical upper

troposphere (approximately 400 hPa to the tropopause; Collins et al. (2013) Figure 12.12.)

Under RCP4.5, for the period 2081–2100, the upper-level warming maximum exceeds the

surface warming by approximately a factor of 2 (Figure 2.2b).

This feature was also present in earlier multi-model ensembles, such as that used

in IPCC AR4, and has a robust physical basis. A saturated parcel raised through the

atmosphere cools, and as it does so the water within it condenses out, releasing heat and

offsetting the cooling. It therefore cools at the moist adiabatic lapse rate, which is less than

the dry adiabatic lapse rate. The Clausius-Clapeyron relationship (e.g. Ambaum, 2010b)

implies that a warmer parcel becomes saturated at a higher water content and therefore

‘contains more water’; therefore it is able to offset more of the cooling. Therefore there

is a reduction in the moist adiabatic lapse rate in a warmer environment. This results in

a decreased temperature gradient between the surface and upper levels, i.e., relatively

more warming aloft.

While models suggest enhanced tropical upper tropospheric warming should al-

ready be evident in observations, the observed tropospheric warming is much lower than

model estimates in both CMIP3 and CMIP5 (Flato et al., 2013). Part of the model overes-

timate is due to overestimations in the model SST trend, but there are also large obser-

vational uncertainties in upper tropospheric temperatures (Flato et al., 2013). Therefore

it is challenging to ascertain to what extent model simulations of tropical tropospheric

warming are consistent with recent change.

2.2.4 Lower stratospheric warming pattern

Finally, there was an observed cooling in the southern hemisphere polar lower strato-

sphere between 1960 and 2000 (e.g. Wilcox et al., 2012). This was caused by both strato-

spheric ozone depletion and greenhouse gas increases. In simulations of the 21st century,

CMIP5 models show a lower stratospheric warming in the period 2000–2050, when the

warming effect of ozone recovery and cooling effect of greenhouse gas increases com-

pete; for later decades, a lower stratospheric cooling is projected (Wilcox et al., 2012).
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This feature of the warming pattern is not central to this thesis, as it is at upper levels

and restricted to the southern hemisphere. It is mentioned here because it is important

for understanding observed and projected changes in the southern hemisphere jet stream

which are discussed briefly below to provide context.

2.3 The Atmospheric Jet Streams

2.3.1 Observed characteristics

The jet streams are one of the characterising features of the Earth’s atmospheric circula-

tion (Holton, 2004). There are two types of jet found in the midlatitudes, the subtropical

and eddy-driven jets. The subtropical jet found at the boundary of the Hadley cell arises

due to angular momentum conservation of air in the upper branches of the Hadley cell

(Held and Hou, 1980) and is characterised by a strong vertical wind shear. The eddy-

driven jet is found further poleward and takes its name from the eddies which grow in

the baroclinic region which in turn produce momentum fluxes which drive the jet (e.g. Li

and Wettstein, 2012). It has a deeper structure and is associated with a near-surface wind

maximum. There is often only one jet stream, combining these processes (Lee and Kim,

2003), but it can be useful to discuss the mechanisms separately.

The climatological zonal mean circulation in each hemisphere displays a single jet, ev-

ident as a localised region of high wind speeds (Figure 2.3 a and b), combining subtropical

and eddy-driven features. (There is some evidence of a split jet in southern hemisphere

winter.) The mean zonal wind in winter has a maximum of approximately 40 ms−1 at

around 30◦ latitude and 200 hPa, corresponding to the top of the troposphere and the

edge of the tropics. In summer, the jet is weaker and its maximum is found further pole-

ward.

The northern hemisphere in particular contains large zonal asymmetries so the jet

stream is localised (Figure 2.3 c). In Figure 2.3 d, the zonal averaging is performed only

over the Atlantic sector (300 to 360◦ E) and the separation of the subtropical and eddy

driven jet is evident.
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2.3.2 Mechanisms: subtropical jet

The subtropical jet (STJ) exists because of angular momentum conservation in the Hadley

cell. The Hadley cell 6 is the bouyancy driven overturning circulation in the tropical at-

mosphere, associated with ascent near the equator in the summer hemisphere and de-

scent in the subtropics (e.g. James, 1995).

Held and Hou (1980) presented an analytical model for the width and strength of

the Hadley cell and hence also the position and strength of the STJ. This assumes a dry,

hemispherically symmetric and axisymmetric atmosphere with no friction in the upper

atmosphere. It is assumed that the flow is driven by relaxation to a specified radiative

equilibrium profile. Secondly, the zonal wind is assumed to be near-zero at the equator,

and the assumption of angular momentum conservation as air moves poleward gives

an upper-level latitudinal zonal wind profile. This zonal wind must be in thermal wind

balance with meridional temperature gradients, so, assuming that wind is zero at the sur-

6The Hadley cell is named after George Hadley who proposed it as the mechanism leading to the ob-
served equatorward direction of the trade winds near the surface, although Edmund Halley had earlier
proposed the existence of an overturning motion (James, 1995)
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Figure 2.3: Climatological zonal wind (ms−1) for 1981–2010; a) DJF zonal mean; b) JJA zonal
mean; c) DJF at upper (250 hPa, contours) and lower (850 hPa, shading) levels; d) DJF zonal

mean in Atlantic sector. Data from the NCEP/NCAR reanalysis (Kalnay et al., 1996).
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face due to friction, a second temperature profile is obtained. However, this temperature

profile is cooler at the equator and warmer in the subtropics than the equilibrium pro-

file specified previously (Held and Hou, 1980, Figure 4), consistent with the thermally

direct circulation acting to transport warmth polewards. This same comparison leads

to determination of the width of such a circulation, since the model assumptions must

break down at the latitude poleward of which further net radiative heating is implied.

The subtropical jet strength in this analytical model is given by the zonal wind at this

latitude.

These arguments lead to an estimated Hadley cell which is slightly too narrow with

respect to observations, and a jet which is too strong and has a wind discontinuity at the

boundary. However, allowing frictional dissipation in the atmosphere reduces the wind

speed and relaxes the discontinuity (James, 1995). Moisture considerations improve the

representation of the Hadley cell structure, localising the region of heating and ascent

and broadening the region of descent (James, 1995).

A slightly different interpretation of what sets the Hadley Cell terminus comes from

assessing the latitude at which the circulation implied by the above arguments becomes

baroclinically unstable to perturbations (e.g. Frierson et al., 2007; Korty and Schneider,

2008). In particular, this onset of baroclinic instability may occur at a lower latitude than

that of the predicted Hadley Cell terminus under the Held Hou model. Frierson et al.

(2007) found that a scaling built on this argument, using a critical value of wind shear for

the onset of baroclinic instability, predicted the Hadley Cell width well in both simple and

complex GCMs except for very warm or cold conditions. However, Korty and Schneider

(2008) argued that while the concept of baroclinic instability onset is crucial, arguments

using critical wind shear to predict this onset did not agree with experimental results

in a dry GCM. Both studies found a measure of the tropical static stability to be key in

predicting the width of the Hadley Cell, and O’Gorman (2011) incorporated the effect of

moist processes into the estimation of this static stability.

2.3.3 Mechanisms: eddy-driven jet

The second driving mechanism for the jets is eddy momentum forcing by transient

eddies. The midlatitudes are regions of strong temperature gradients, or equiva-

lently (by thermal wind balance) vertical wind shear. They are therefore highly baro-

23



Chapter 2: Scientific Background

clinic; density and pressure surfaces are not parallel. Such regions can be baroclin-

ically unstable, i.e., unstable to disturbances which generate vorticity through baro-

clinic processes (Holton, 2004). Such disturbances are variously referred to as baroclinic

waves/modes/disturbances, storms, cyclones, or transient eddies, and the regions of

maximum storm activity known as the storm tracks. Their growth is characterised by

baroclinic processes which convert available potential energy into eddy (zonally asym-

metric) kinetic energy (Simmons and Hoskins, 1978). Their decay is characterised by

barotropic processes which convert this eddy kinetic energy into zonal kinetic energy

(Simmons and Hoskins, 1978). Through these processes, westerly momentum is trans-

ported into the region (Held, 1975; Hoskins et al., 1983), as discussed in the following

paragraphs. These processes, whereby the mean flow determines the growth and prop-

agation of disturbances which in turn modulate the flow, are referred to as wave-mean

flow interaction.

2.3.3.1 Disturbance growth and lifecycle

The growth of such midlatitude disturbances was investigated by Eady (1949) under the

assumption of adiabatic, frictionless motion and convective stability. The analysis reveals

that in a simple case of flow between rigid boundaries and under certain assumptions,

the growth rate of eddies is determined by the parameter

σBI =
b f

N

∂U

∂z
(2.1)

The maximum value of b at which growth occurs is shown in Eady (1949)7 to be b=0.3098,

therefore with this value of b the equation identifies the regions most unstable to baro-

clinic disturbances. This can be used to approximate the location of the atmospheric

storm tracks (Hoskins and Valdes, 1990).

The behaviour of the arising eddies or storms has been examined extensively in life-

cycle experiments. In particular, Simmons and Hoskins (1978) introduced normal mode

disturbances of wavenumber 6 to a baroclinically unstable jet, analysing the eddy fluxes,

energy conversions, and modifications to the basic flow. Their results confirm the gen-

eral picture of baroclinic growth and barotropic decay as discussed above. The relative

7b was denoted β in Eady, 1949 but is given different notation here to avoid confusion with β =
d f
dy ).
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importance of momentum fluxes u′v′ to heat fluxes v′T′ increases through the distur-

bance, such that the heat fluxes are more associated with the growth and the momentum

fluxes with decay. Such fluxes, then, provide another description of the storm tracks. In

the zonally localised North Atlantic storm track, the heat flux maximum is concentrated

upstream while the momentum flux maximum is concentrated downstream, consistent

with the lifecycle discussed above (Chang et al., 2002; Novak et al., 2015).

2.3.3.2 Wave-mean flow interaction

Eliassen-Palm Flux

The merit of considering heat and momentum fluxes extends beyond visualising the

storm tracks. These fluxes describe the transport of heat and momentum by the eddies

which act to accelerate the mean flow and a mathematical formalism can be developed

in which their structure determines the effect of the eddies/waves on the mean flow.

This formalism introduces the Eliassen-Palm (EP) flux F (Edmon et al., 1980), ex-

pressed in the y-p co-ordinate system as

F = (Fy, Fp) = (−[u∗v∗], f
[v∗θ∗]

θp
) (2.2)

where the subscript p with no brackets denotes differentation with respect to p (Edmon

et al., 1980). The divergence of the EP flux is a powerful diagnostic, describing the accel-

eration of the mean zonal flow by the eddies.

Physically understood, the meridional momentum fluxes (horizonal component)

transfer momentum into the region from other latitudes and correspond to a barotropic

acceleration of the flow (e.g. Holton, 2004). The meridional heat fluxes (vertical com-

ponent) mix the horizontal temperature gradients which led to the disturbance. In de-

creasing the meridional temperature gradient they also reduce the vertical wind shear,

by thermal wind balance, and therefore drive a transfer of momentum down through the

atmospheric column.

Eddy feedbacks on the 3 dimensional flow: the E-vector

A three dimensional extension to the EP flux is given by the E-vector E (Hoskins et al.,
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1983), given in pressure co-ordinates by the expression

E = (v′2 − u′2,−u′v′, f0
v′θ′

θp
) (2.3)

This is formulated with respect to deviations from the time mean rather than zonal mean

flow, such that it is appropriate to three dimensions. In analogy to the EP fluxes, the

divergence of the E-vector quantifies the westerly acceleration of the flow by transient

eddies. The two horizontal terms were shown in Hoskins et al. (1983) to represent the

eddy anisotropy. Therefore there is a physical link between these terms and the deforma-

tion of eddies, or alternatively breaking of waves.

Hoskins et al. (1983) also noted that the magnitude of the low-level poleward heat flux

(e.g., at 700 hPa) and the direction of the upper tropospheric horizontal E-vector provide

a good insight into a complete picture of the eddy structure and the effect on the mean

flow.

Rossby wave breaking

Rossby waves are wave solutions in the atmosphere arising for example as solutions

to the quasi-geostrophic vorticity equation (James, 1995). The dispersion relationship

for barotropic Rossby waves is given by ω = uk − βk
K2 (where k is zonal wavenumber,

K =
√

k2 + l2 is total wavenumber, and β is the meridional gradient of planetary vortic-

ity). The zonal phase speed cp is given by cp = ω
k = u − β

K2 , so Rossby waves always

propagate westward relative to the mean flow. The wave properties are dependent on

the background flow. In particular, waves break at their critical latitude where cp = u

and are reflected meridionally at the turning latitude at which k=K. As discussed above,

Rossby wave breaking is associated with dynamical feedbacks on the jet, as discussed in

the previous section.

The Rossby wave group velocity is {cgx, cgy} ={ ∂ω
∂k , ∂ω

∂l } ={u − β(l2−k2)
(k2+l2)2 ,

βkl
(k2+l2)2 }. Since

energy or information travels at the group velocity, it is these expressions which are re-

lated to the EP flux. For example, it can be shown that convergent meridional momentum

fluxes (horizontal EP flux divergence) arise when wave energy flux is divergent; equiva-

lently when cgy is divergent such that waves are propagating meridionally out of a region

(e.g. Holton, 2004).
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2.3.4 Asymmetries: theory and modelling

The observed time-mean atmospheric flow is not axisymmetric, but displays notable

zonal variations (e.g. Figure 2.3c). This section describes theoretical arguments for the

origins of this asymmetry, in particular asymmetries in land, orography and SST, and

linear ‘stationary wave model’ results. The following section (2.3.4.3) discusses GCM

studies which have examined the relative importance of these factors, particularly in the

North Atlantic.

2.3.4.1 Stationary Rossby wave theory

Stationary Rossby wave theory is a key tool for understanding the time-mean zonal vari-

ations in the observed atmospheric flow. Stationary Rossby waves have phase speed

cp = 0, such that the total stationary wave number is given by (rearranging the relation-

ship above) K =
√

β
u . Thermal and mechanical forcings which cause a vorticity pertur-

bation lead to such features.

Hoskins and Karoly (1981) investigated the response to thermal and orographic forc-

ing asymmetries, including such Rossby waves, in a linear, steady, five-layer baroclinic

model. The model was linearised around the northern hemisphere winter flow. For a

midlatitude low level heat source, the heating is balanced by horizontal advection, and

a surface trough develops downstream. For an orographic source, the (upper level) re-

sponse is of a ridge on the upslope and a trough on the downslope, and two downstream

wavetrains propagating roughly East and South-East. Later authors examined in more

detail the extent to which such linear theory explained the full winter flow; in partic-

ular, Held et al. (2002) discussed the successes and limitations of this linear stationary

wave modelling framework. They demonstrated that the linear response to orography

and observed heat sources and transient heat fluxes reproduces many elements of the

main stationary wave peaks and troughs in the northern hemisphere January circulation.

However, there are notable differences between the linear and nonlinear responses.

2.3.4.2 Linear versus nonlinear response to heating

As discussed in the previous section, the linear response to zonally localised extratropi-

cal heating is the direct thermodynamic response, whereby a local heating is balanced by
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horizontal advection (Hoskins and Karoly, 1981). It is baroclinic, with a surface (warm)

low and a high in the mid troposphere. Kushnir et al. (2002) discussed the extent to which

this response (termed variously as the ‘direct’ or ‘thermodynamic’, linear baroclinic re-

sponse) extends to the nonlinear case. In the full nonlinear response, there is a modifica-

tion in the local storm track as a result of the local heating anomalies. These changes in

the transient eddies interact with the mean flow, leading to the nonlinear ‘indirect’ eddy

mediated response which may be fundamentally different in character to the linear re-

sponse. For example many GCM studies produce an equivalent barotropic high pressure

in response to a positive SST anomaly. Moreover, linear models forced with the transient

eddy response to an SST heating are able to recreate the full nonlinear response (Kushnir

et al., 2002).

2.3.4.3 GCM studies

Several studies have sought to understand the Northern Hemisphere winter circulation,

and the relative importance of different boundary asymmetries, using GCMs forced with

simplified lower boundary conditions. Forcings have included SST anomalies of fixed

wavenumber in the tropics or extratropics (Inatsu et al., 2000, 2002b, 2003; Brayshaw et al.,

2008) and simplified land and orography (Inatsu et al., 2002a; Cash et al., 2005; Wilson

et al., 2009; Chang, 2009; Brayshaw et al., 2009; Saulière et al., 2012; Kaspi and Schneider,

2013). Here, attention is restricted mainly to extratropical forcing.

Aquaplanet Modelling

Many of the following studies refer to aquaplanet AGCMs. These are AGCMs in

which the Earth surface is assumed to be entirely ocean. In general, SSTs are spec-

ified (although some aquaplanet studies such as Kaspi and Schneider (2013) cou-

ple the atmospheric model to a slab ocean, which has no dynamics but does have

a specified local energy balance). Neale and Hoskins (2000b) proposed a frame-

work in which atmospheric models are evaluated and compared according to their

simulation of climate in an aquaplanet with zonally symmetric fixed SSTs. In this

way, complexities associated with different treatment of land surface and orogra-

phies are not considered. However, the full complexity of the atmospheric model

is retained, including the dynamical core, moist processes, and physical parameti-

sations of unresolved processes.
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Aquaplanet models have been exploited extensively to investigate the atmospheric

response to zonally symmetric SST anomalies (e.g. Caballero and Langen, 2005;

Brayshaw et al., 2008) and asymmetric SST anomalies (e.g. Inatsu et al., 2000;

Brayshaw et al., 2008).

The series of papers by Inatsu et al. investigated the responses to several asym-

metries in a GCM at T42 resolution under perpetual January conditions. Inatsu et al.

(2002b) found that in an aquaplanet, tropical SST asymmetries were dominant in set-

ting up stationary waves, while a zonal wavenumber-1 extratropical SST anomaly dipole

around 40◦N had a weaker effect on stationary waves but produced a deep asymmet-

ric storm track. Furthermore, the study of Inatsu et al. (2003) showed that the response

to wavenumber-1 extratropical SST asymmetries was sensitive to the latitude of the im-

posed anomaly, and was stronger when the anomaly was centred at 30◦N or 40◦N than

at 50◦N. They found competing effects of ∂T
∂y and vertical stability to be a cause of the

sensitivity. Brayshaw et al. (2008) also found that the storm track response to zonal

wavenumber-1 extratropical SST perturbations was very sensitive to the latitude of the

surface temperature gradient anomaly.8

Inatsu et al. (2002a) investigated the relative responses to tropical SST monopoles,

extratropical land-sea contrast, and a broad mountain (of zonal extent 180◦). The land

had a limited effect on the stationary eddies, consistent with the earlier finding by the

same authors (Inatsu et al., 2000) that tropical SST anomalies rather than extratropical

land-sea contrast were dominant in localising the upper level subtropical jet. Inatsu et al.

(2002a) also found that orography created stationary eddies. However, the zonal extent

of the mountain is not particularly representative of anything observed in reality.

Gerber and Vallis (2009) investigated possible drivers of North Atlantic circulation

features in a dry GCM. They introduced a zonally localised mountain of 1000–3000 m in

height and a zonal cooling/warming dipole to simulate the effect of the North Ameri-

can/North Atlantic coast. The orographic feature introduced a standing wave pattern,

characterised locally by an upstream ridge (to the north-west) and downstream trough

(to the south and east). Such a feature was also found in response to orography in the

study of Cash et al. (2005) and is similar to the linear response discussed in Hoskins and

Karoly (1981).

8The response to SST anomalies, in particular the role of surface fronts, is discussed later in the chapter.
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Wilson et al. (2009) considered the effect of ocean dynamics and orography on north-

ern hemisphere storm tracks by removing these elements from an otherwise realistic

model. The localisation of atmospheric transient heat fluxes is retained when the land

distribution is retained but neither orography nor ocean dynamics is included. How-

ever, orography was required to introduce damping of storm tracks over land, and the

ocean dynamics and their effect on SST in order to give a realistic latitude of the storm

tracks. Chang (2009) investigated the relative importance of diabatic forcing (tropical

and extratropical asymmetric heating distributions) and orographic forcing (Tibet and

the Rockies) in a dry GCM. Again, different components were found to be important for

different fields: orographic forcing was crucial for producing asymmetry in the upper-

level streamfunction, while both heating and orography contributed to low-level asym-

metries. The extratropical heating, however, was key for the storm tracks.

Three papers by Brayshaw et al. built on many of the above ideas by investigating

the effect of more tailored boundary forcings. Brayshaw et al. (2009) found a weak lo-

calisation of storm tracks from idealised extratropical land surfaces (Eurasia and North

America) alone, with storm tracks weakened over land. This was associated with re-

duced moisture availability and frictional damping, although strong baroclinicity over

land associated with differential heating and frictional restoration of vertical wind shear

acted in the opposite direction. Moreover they found a downstream effect of continents

with enhanced baroclinicity ‘advected’ over the oceanic moisture source seeding storm

growth. The addition of ‘Rocky mountains’ enhanced this effect due to the existence of a

cold pool in the lee of the mountain, interacting constructively with gradients associated

with the tilted American coast to produce strong storm tracks. The Rockies were also

fundamental in producing stationary waves in the northern hemisphere.

Brayshaw et al. (2011) investigated the response to tightened midlatitude SST gradi-

ents associated with the Gulf Stream and slackened midlatitude SST gradients associated

with North Atlantic drift. They found that the change in baroclinicity associated with

these gradients, rather than diabatic effects associated with the temperature anomaly,

dominated the response of the storm tracks and therefore the jet. Finally, Saulière et al.

(2012) added Tibetan orography, a tilted Eurasian coastline and the Kuroshio current,

all features expected to be key to the Pacific storm track. They found Pacific responses

consistent with many of the results in Brayshaw et al. (2009, 2011) as well as a remote re-
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sponse in the Atlantic. This could be associated with either interacting stationary waves

from the orographic features, or with changes in the response to the Rockies given re-

duced incident flow associated with orographic drag.

The above results (e.g. Wilson et al., 2009) suggest that frictional damping down-

stream is required to terminate a storm track. In contrast, experiments by Kaspi and

Schneider (2013) where a simplified GCM was coupled to a slab ocean with specified lo-

cal heat flux convergence contained zonally localised storm tracks despite no such damp-

ing. The length of the storm track in these experiments was set by the length scale of the

stationary eddy triggered by the forcing.

In summary, orographic features such as the Rocky mountains and Tibet have gen-

erally been found to be crucial for creating the characteristic stationary waves in the

Northern Hemisphere, as well as localising the storm tracks due to enhanced baroclin-

icity downstream of the orography. On the other hand, asymmetric heating distibutions

associated with SST asymmetries and the land-ocean contrast are more fundamental for

asymmetries in the storm track. However, these studies typically contain an isothermal

cap in the polar regions. No study has used such a framework to investigate the at-

mospheric response to sea ice loss or, more fundamentally, assessed the effect of sea ice

on these large scale atmospheric responses to midlatitude lower boundary asymmetries;

most have treated the polar surface as an isothermal cap.

2.3.4.4 Response to extratropical local SST anomalies

The previous section has discussed the role of various asymmetric forcings on the atmo-

spheric mean state, including the role of SSTs in time-mean atmospheric asymmetries.

There is also a substantial body of literature on the effect of local SST anomalies on the

atmosphere. Two themes from both bodies of literature are discussed here; first, the hy-

pothesis that it is local SST fronts rather than the anomaly themselves which are dynami-

cally important, and secondly that the response to an anomaly is sensitive to season. Both

themes are particularly relevant for the understanding of the impact of sea ice anomalies

on the atmosphere.

SST fronts

Reanalysis data has been used to demonstrate that the SST front associated with the

Gulf Stream has a strong influence particularly on local climate (Minobe et al., 2008). This
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occurs through triggering of a surface pressure adjustment by the SST front, causing wind

convergence and consequently vertical motion. This in turn is associated with precipita-

tion over the front. A similar response was found in the modelling study of Brayshaw

et al. (2011).

In addition, Brayshaw et al. (2008) highlighted the importance in their studies of

the latitude of the surface temperature gradient anomaly, and therefore the baroclinic-

ity anomaly, for determining the storm track response to extratropical SST anomalies.

This finding implies the importance of eddy feedbacks, rather than the linear response

(Section 2.3.4.2), for the response to an SST anomaly, as well as the importance of the

surface front itself.

Response sensitivity to season and location

Another key theme highlighted in the review of Kushnir et al. (2002) was the sensitiv-

ity of the atmospheric response to the background state (which varies for example with

season) and to the location of the forcing relative to the background state. For example,

Ting and Peng (1995) investigated the response to a North Atlantic SST anomaly at 50◦N

40◦W for January and November insolation and SST in an AGCM, and further in a linear

baroclinic model. The response is sensitive to the mean flow, being cyclonic in January

but anticyclonic in November.

In addition as already discussed the exact location of the forcing affects the response

(Brayshaw et al., 2008; Inatsu et al., 2003). Other sensitivities may also be important- even

in linear theory, the response is sensitive to the details (spatial extent, depth and latitude)

of the heating (Hoskins and Karoly, 1981).

2.3.5 Variability and impacts

2.3.5.1 Modes of variability: definition

The jet stream and its variability is intimately related to atmospheric modes of variability,

which describe spatially coherent patterns of geopotential height or atmospheric pressure

(and therefore winds) in a sector or hemisphere. They include, but are not restricted to,

the Southern Annular Mode (SAM) in the southern hemisphere (Thompson and Wallace,

2000), the Arctic Oscillation (AO) in the northern hemisphere (Thompson and Wallace,

2000) and the North Atlantic Oscillation (NAO) for the North Atlantic and western Eu-
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rope (Hurrell et al., 2003). These modes are relevant on timescales of several days to

decades.

One of the most common methods for defining these modes is Empirical Orthogonal

Function (EOF) analysis (also called Principal Component Analysis). This is a statistical

analysis of a timeseries of spatial data which isolates the patterns which describe most of

the variance in the timeseries (Wilks, 2005). The principal component (PC) timeseries is

the timeseries of the projection of the anomaly field onto this EOF pattern.

Following this methodology, one common index of the NAO (the leading pattern of

atmospheric variability in the North Atlantic) is the first PC of SLP in the domain 20–

80◦N, 90◦W–40◦E (Hurrell, 2015). This index defines over 40% of variance in DJF, or over

30% annually. The AO and SAM are defined as the leading modes of variability in winter

near-surface geopotential height poleward of 20◦(Thompson and Wallace, 2000). The AO

describes 20% of the variance in SLP and 45% of the variance in zonal-mean geopotential

height in the NH, while the SAM in the SH explains slightly higher percentages of the

variance.

An alternative method is to construct teleconnection maps displaying for each point

the maximum correlation with any other point. The main ‘centres of action’ can then

be isolated from these maps; the index is taken to be the pressure difference between

the two main centres of action. The pressure difference may instead be taken between

two locations with long historic SLP records which are known to vary in phase; for the

NAO such locations are Lisbon (or the Azores) and Reykjavik (Hurrell et al., 2003). This

method allows construction of long timeseries, and is non-data-intensive. However, it

is a simple measure, and differences in the location of the centres of action will not be

captured (Hurrell et al., 2003). Despite this, an index based on this ‘station difference’ is

typically highly correlated with a PC index (r>0.9 for winter and annual indices; Hurrell,

2015). Results are therefore unlikely to be highly sensitive to the methodological detail.

2.3.5.2 Modes of variability: relationships with the jet

These modes of variability (NAO, SAM, AO) essentially represent jet variability (e.g.

Woollings et al., 2010). The sign convention is that the positive phase refers to anoma-

lously low pressure/geopotential in the poleward centre of action and anomalously high

pressure/geopotential in the equatorward centre of action. Therefore, the positive phase
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describes an anomalously strong gradient of geopotential, and, simply understood, an

anomalously strong and poleward jet stream.

However, there are arguments that this is an over simplification. As demonstrated by

Monahan and Fyfe (2006), EOFs cannot truly separate physical variability- shifts, pulses

and width alterations- since these physical structures are not orthogonal. Therefore care

is required when interpreting the physical meaning of an EOF. Woollings et al. (2010)

investigated the relationship of the NAO and EA (East Atlantic) patterns with an index

of jet latitude and strength in the ERA-40 reanalysis. Here, the NAO and EA were defined

as the first and second EOFs of monthly mean 500 hPa geopotential heights in the North

Atlantic and Western Europe. It was found that, while negative NAO corresponded to

a southerly jet stream, knowing the state of one of the PCs is in general insufficient to

determine the jet position and strength. Equivalently, the EOFs again combine changes

in jet position and strength, rather than isolating one or the other.

Another possible simplification is that the AO and SAM are often referred to as ‘an-

nular modes’. However, this interpretation has been questioned; Ambaum et al. (2001)

demonstrated that EOFs do not necessarily represent physical structures in the underly-

ing data. In particular, they found that:-

• the AO based on reanalysis SLP has equally-signed centres in the North Pacific and

Atlantic but this does not correspond to correlations in SLP between these sectors

• regionally-defined EOFs of different variables were dynamically consistent with

one another but hemispherically-defined EOFs were not.

These results suggest that the NAO is a physically more meaningful construct than the

annular modes. Cash et al. (2002) found that while EOFs defined in an aquaplanet were

zonally symmetric, individual events associated with high PC index were localised at

different longitudes. The EOF structure represented the average of these equally likely

events, rather than a tendency for the whole hemisphere to vary in phase. This argument

is consistent with that of Ambaum et al. (2001).

Both these findings- the lack of a direct physical interpretation of an EOF structure

and the difference between regional and annular modes- demonstrate that care must be

taken when interpreting the physical meaning of an EOF structure or EOF-like anomaly.

34



Chapter 2: Scientific Background

2.3.5.3 Impacts

The jet stream and storm tracks play a crucial role in the weather and climate of mid-

latitudes. This is particularly true for the northern hemisphere midlatitude continents

and can be seen both in climatological relationships and in case studies. These impacts

can often be well described by relationships between the variables in question and the

dominant regional mode of variability.

The review by Hurrell et al. (2003) provides a valuable summary of the impacts of

the NAO as observed in the second half of the twentieth century. During this period,

positive NAO winters were associated with a poleward shift of the storm track, increased

precipitation–minus–evaporation (P-E) in the north east Atlantic (Iceland, the UK and

Scandinavia) and south west Atlantic and reduced P-E elsewhere. Anomalously warm

temperatures in northern Europe and Eurasia are also associated with positive NAO. The

possible impacts of the NAO and AO on sea ice have already been described (Section

2.1.5.3). Other documented variability associated with the NAO includes variability in

wave height (Hurrell et al., 2003) and wind speeds (Ely et al., 2013). However, not all

winters are well described by the NAO.

The storm tracks are also important for extreme weather events; it has been estimated

that between 60–80% of short timescale precipitation extremes in the densely populated

areas of North Europe, Japan, and North East America, are associated with cyclones

(Pfahl and Wernli, 2012b).

The winter of 2013/14 provides an excellent recent example of the impacts of these

large scale circulation patterns. In January 2014, eastern North America experienced

strongly anomalous cold temperatures while the UK experienced warm and stormy con-

ditions (Slingo et al., 2014). The cold temperatures in America were caused by a partic-

ularly strong deflection of the jet northward at the west coast of America and resulting

cold advection southwards from Canada in the downstream jet stream. Meanwhile a par-

ticularly strong Atlantic jet (related in part to this anomalously cold air causing stronger-

than-normal temperature gradients in the West Atlantic) was associated with the passage

of storms over the UK, heavy precipitation and high storm surges (Slingo et al., 2014).
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2.3.6 GCM representation

As mentioned above (e.g. section 2.3.4), the broad characteristics of atmospheric jets and

stationary waves can be reproduced by relatively simple configurations. Depending on

the problem studied, the atmosphere might be assumed to be dry, barotropic, linear, or

have very simple parameterisations of friction. However, these are obvious simplifica-

tions of the real climate system. The best tools available to the climate community for

accurately simulating the Earth’s atmosphere are fully coupled GCMs, containing a dy-

namic ocean and coupled components for land and sea ice, land surface, and vegetation.

Such models are used for climate projection, for example in the experiments contributing

to the IPCC process (Flato et al., 2013).

However, even these coupled GCMs have biases in their representation of the jet

streams. The CMIP5 ensemble (Barnes and Polvani, 2013) typically simulates annual-

mean low level zonal wind maxima (representing the eddy-driven jet) which are too far

equatorward in both the North Atlantic and Southern Hemisphere. An equatorward bias

is also evident in the summer southern hemisphere in the mid troposphere in CMIP5

(Wilcox et al., 2012), and at lower levels in the southern hemisphere (Kidston and Ger-

ber, 2010) and the North Atlantic (Woollings and Blackburn, 2012) in CMIP3. Woollings

and Blackburn (2012) also documented insufficient tilt and a too-strong bias in the North

Atlantic jet stream. The CMIP ensembles in both phases also display significant inter

model variability (Kidston and Gerber, 2010; Woollings and Blackburn, 2012; Barnes and

Polvani, 2013).

As expected from the above discussions, jet biases are accompanied by biases in the

storm track position. Low-level winter storm tracks in the North Atlantic in many CMIP5

models are too zonal or too equatorward, although there is a general improvement since

CMIP3 (Zappa et al., 2013b). An upper level winter bias was reported in Chang et al.

(2012) but this did not separate the northern hemisphere ocean basins. For summer, both

studies found that the storm track latitude was generally well represented, while Zappa

et al. (2013b) reported a negative strength bias.

Therefore, model representation of the jet and storm track in particular in the North

Atlantic is improving but biases remain. This is of concern when using climate models to

simulate future change. Therefore it is essential to use methods other than future climate

projections in GCMs in order to obtain the best possible understanding of the future, for
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example experiments with simplified forcings which build understanding of processes.

2.3.7 Observed and projected changes

Due to their impacts on the weather and climate of midlatitudes, it is important to es-

tablish what changes in the jet and associated features might be expected as a result of

anthropogenic forcing. It is also of interest to establish what, if any, observed variability

can be attributed to human behaviour.

The jet streams and associated features are highly variable systems, displaying inter-

decadal variability (Woollings et al., 2014). Therefore, even seemingly ‘large’ trends, as

recently observed, may not be a signature of any external forcing but only a manifestation

of internal variability. For example the NAO displayed positive trends between 1960 and

1990 but this trend has appeared to reverse since (Hartmann et al., 2013). It is therefore

challenging to draw conclusions about the robustness and cause of changes for which

data is available only since the late 1970s, when satellite observations became common-

place. However, there is some evidence of a poleward shift in observations of the North

Atlantic storm track (Hartmann et al., 2013).

In GCM simulations of future change, Woollings and Blackburn (2012) found a pro-

jected poleward shift in the EDJ in the North Atlantic in CMIP3, but the response was

robust only in summer. This is in contrast to the southern hemisphere, where Kidston

and Gerber (2010) found a robust projected poleward EDJ shift in all seasons except sum-

mer. They suggested that the summer discrepancies between models were due to dif-

fering stratospheric ozone, the effects of which are largest in summer. In the southern

hemisphere, the response was correlated with the 20th century equatorward bias (equa-

torward jets shift further; Kidston and Gerber, 2010) while there is no evidence of this

relationship in the North Atlantic. Woollings and Blackburn (2012) found no robust jet

speed responses in the North Atlantic.

The newer CMIP5 models do not provide a radically different view. Barnes and

Polvani (2013) found, in the CMIP5 models, a projected poleward shift of the EDJ in

the North Atlantic as well as in the North Pacific and Southern Hemisphere. They also

found a strengthening in the Southern Hemisphere. However, they found that the vari-

ability of the jets changes, such that projections onto annular modes are not sufficient to

capture the response.
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To first order, the storm track response to anthropogenic forcing in the 21st century is

often seen as a poleward shift (Yin, 2005). This is seen in Yin (2005) as a robust upward

and poleward intensification of the transient eddy kinetic energy in CMIP3 models in SH

summer and winter and NH winter; it is related to upward intensification of the baro-

clinicity, dominated by the temperature gradient contribution rather than static stability.

However, Ulbrich et al. (2008) found that the response of the North Atlantic storm track

is instead described by a downstream extension into Europe. The CMIP5 multi-model

ensemble provides further evidence for this conclusion; the multi-model mean response

in SLP variance in the North Atlantic is relatively small and does not correspond to a

poleward shift (Harvey et al., 2012). Zappa et al. (2013a) found an eastward extension of

the winter Atlantic jet and storm density field, although there is evidence of the poleward

shift in both measures in summer. The results of Chang et al. (2012) are largely restricted

to the zonal mean, and while they show a poleward shift in some variables in winter,

this is dependent on the variable and on the level analysed. Finally there is not a clear

relationship between the control period bias and the projected winter change in CMIP3

models (Ulbrich et al., 2008), or in CMIP5 models for the North Atlantic (Zappa et al.,

2013a). Asymmetries in the North Atlantic in particular (Section 2.3.4.3) are one possible

reason why the response here may be less robust, since the forcing is interacting with

pre-existing stationary waves.

The above discussion highlights that there is complexity and uncertainty in the re-

sponse of the jets and other features of the atmospheric circulation to external forcing.

The response is dependent on the variable, season, level and location considered, and,

for the storm tracks, even robust responses are generally small in the Northern Hemi-

sphere. While the ‘poleward shift’ of the jet and storm track system is a recurrent theme,

this response is generally not robust or dominant in projections for the winter North At-

lantic; rather, there is substantial evidence that the long-term response of this storm track

in this region is a downstream extension into Europe.

The causes of these uncertainties have not yet been discussed in this chapter. Broadly

opposite circulation responses can be found in regional model responses for at least the

next fifty years due to internal variability alone, dwarfing the forced response (Deser et al.,

2012, 2014). However, the range of projections can also be related to the mechanisms of

change. This is discussed in Section 2.3.7.1.
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2.3.7.1 Thermal drivers of circulation change under greenhouse gas forcing

Held (1993) discussed two possible pathways by which global warming might cause

changes in the jet stream. These are the increase in upper-tropospheric temperature gra-

dient (Section 2.2.3) and the decrease in lower-tropospheric temperature gradient (Sec-

tion 2.2.1). Because geostrophic winds are related to the horizontal temperature gradient

via thermal wind balance

p
∂ug

∂p
= −R

f
k ×∇T (2.4)

a strengthened meridional temperature gradient must be balanced by an increased verti-

cal wind shear, and vice versa. That the upper and lower level gradient responses conflict

thus has opposing impacts on thermal wind balance as well as on baroclinicity and so on

eddy behaviour. In the southern hemisphere recent stratospheric ozone depletion and

projected recovery, causing lower stratospheric cooling and warming respectively, cause

a further thermal forcing which is seen to affect the jet (Section 2.2.4; Wilcox et al., 2012)

Butler et al. (2010) investigated the response to these three different climate-change-

like thermal forcings in a simple dry GCM. Both polar stratospheric cooling and tropical

tropospheric warming (although not designed to have realistic magnitudes) contributed

to increased westerly wind shear at upper levels and a poleward shift in eddy measures

of the storm tracks. In contrast, polar surface warming gave an equatorward shift in the

storm track. These responses were broadly robust to details of location and spatial scale.

The tropospheric wind response was nonlinear; the response to a sum of forcings was

weaker than the sum of responses to individual forcings. They also found qualitative

similarity between the wintertime and equinox response, although the winter response

was shifted in latitude and strengthened. Chen et al. (2010) also found that ‘high lati-

tude’ warming (beginning at 30◦) caused an equatorward jet shift in an aquaplanet GCM.

Lorenz and DeWeaver (2007) investigated the causes of jet shifts in CMIP3 and a simple

GCM, and found that the raising of the tropopause is key in causing zonal wind changes.

They further found that while high latitude (poleward of 50◦) heating causes an equa-

torward jet shift, low latitude heating (equatorward of 30◦) has the opposite effect. In

between these latitudes, stratospheric or low level warming causes an equatorward shift

while mid tropospheric warming causes a poleward shift. Further discussion of studies

investigating the response to SST and sea ice anomalies is found in Sections 2.3.7.2 and
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2.4.2.

As discussed in Section 2.3.7, there is a spread in model responses of the jet and storm

tracks to anthropogenic forcings, particularly in the North Atlantic. Such model spread

can provide insight into the role of different mechanisms in model changes. Barnes and

Polvani (2015) found that the CMIP5 models with stronger AA by the end of the 21st cen-

tury tend to have weaker poleward shifts of the winter jet. Harvey et al. (2013) performed

a cross-model regression in the CMIP5 archive between the responses of the temperature

gradient (upper and lower level) and the storm track. Again, they found correlations

such that a weakening of the gradient acted to reduce the storm tracks, suggesting that

sea ice loss is a key factor in inter model spread in atmospheric responses. Cattiaux and

Cassou (2013) found that CMIP3 has a more poleward jet shift in the North Atlantic, but

less ice loss, than CMIP5. This is consistent with the argument that greater sea ice loss

acts to favour an equatorward shift, so masking any poleward shift in CMIP5. Therefore,

sea ice begins to emerge as at least a moderating influence on future jet changes.

However, the warming and thermal wind balance in itself does not provide a dynam-

ical mechanism for changes; such a response must be maintained by the circulation, and

eddy feedbacks may modulate the response. One possible mechanism for changes in the

jet calls on changes in wavebreaking on the polar flank of the jet due to the change in

jet structure (Barnes and Polvani, 2013), causing changes in the eddy feedbacks. Rivière

(2011) also link changes in wavebreaking, due to changes in the upper troposphere, to

poleward jet shifts under global warming. Another possible mechanism assumes that

global warming changes the length scale of dominant eddies (Kidston et al., 2011a); there-

fore the speed of wave propagation, and as a result the region of dissipation, changes. As

a result the regions which are net sources of eddy activity shift polewards, as do the jets

(Section 2.3.3.2).

2.3.7.2 Responses to zonal mean SST

Various authors have investigated the atmospheric response to zonal mean SST changes

in an aquaplanet (responses to SST asymmetries were discussed earlier in the chapter).

Such studies provide further insight on the large scale response to thermal forcing.

Caballero and Langen (2005) investigated the response of poleward heat transport to

changes in global mean and equator-to-pole SST, and with ice fixed where T<0◦C. Sampe
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et al. (2010) investigated the atmospheric response to changes in the midlatitude SST front

against different strengths of subtropical jet as forced by different tropical SSTs. They

showed the importance, in an aquaplanet, of midlatitude SST fronts for the formation of

a deep eddy driven jet and storm track. Lu et al. (2010) adjusted global mean SST (Tm)

in the range 0–35◦C and the equator-to-pole difference (△T) in the range 0–60◦C. They

found a poleward shift of the jet with increasing Tm and, above a given threshold, with

increasing △T.

Graff and LaCasce (2011) prescribed SST anomalies of 2 K in different latitudinal

bands in an AGCM with otherwise realistic lower boundary conditions. The response

of the storm track (bandpass filtered geopotential height variance) depended on the lat-

itude of heating, with intensification on the equatorward side for high latitude heating

and the poleward side for low latitude heating. They concluded that SST changes could

be contributing to observed storm track changes.

2.3.7.3 Projection onto modes of variability

Responses to forcing of the atmosphere are often framed as projections onto the modes

of variability of the system (see e.g. Section 2.4.2). There are two perspectives on such

a problem. First, the response of a nonlinear system with inherent regimes would be

expected to manifest in changes of frequency of occurrence, rather than structure, of these

regimes (Palmer, 1999). As such the response would look like these regimes (Palmer,

1999; Branstator and Selten, 2009). However, there is some evidence from GCMs that the

structure of the states themselves may also change under anthropogenic forcing (Barnes

and Polvani, 2013). The alternative perspective suggests that the response should look

like the internal variability because the modes of variability are favourably forced on

quasi-stationary timescales (Branstator and Selten, 2009).

Ring and Plumb (2007 and 2008) investigated the annular mode response, in a sim-

plified GCM, to mechanical and thermal forcings. Ring and Plumb (2007) found the

response to mechanical forcing to be dependent both on the location of the forcing rela-

tive to the modes of variability and on the season of integration. (Ring and Plumb, 2008)

investigated the response to thermal forcing. Of specific interest to the questions within

this thesis, they found that while the response is not always annular mode like, it is so for

thermal forcings restricted to high latitudes (above 45◦), and that the eddy feedback was
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crucial for the annular mode nature of the response. Moreover, (Ring and Plumb, 2008)

discussed the applicability of the Fluctuation-Dissipation theorem, which states that the

response of a system to forcing can be described by a linear operator dependent on the

system’s unperturbed state. In many cases, for example when a system’s variability is

Gaussian, this linear operator is simply a function of the system’s timescales. Therefore

this provides another argument regarding the importance of a system’s timescales to the

response to forcing, as discussed in the previous paragraph.

2.4 Jet stream responses to sea ice

This section will discuss the observational and model evidence for jet stream responses

to sea ice on a range of timescales. As discussed in Section 2.3.7.1 in the context of 21st

century change, sea ice is only one of the possible drivers of changes in the jet stream.

2.4.1 Observational studies

Since substantial sea ice decline has already occurred, observational and reanalysis data

have been probed to investigate relationships between sea ice trends or anomalies and

the atmospheric circulation.

Liu et al. (2012) investigated the relationship between autumn ice extent and winter

snow and atmospheric fields in the period 1979–2010 through the use of linear regression.

The SLP associated with low sea ice had a positive anomaly over the Arctic and a negative

anomaly in midlatitudes. This slightly resembled the negative AO (Section 2.3.5.1) but

had more zonal variations than this pattern. The associated wind change was a reduction

in westerlies and more meandering flow. They also found an increase in snow cover over

high latitudes, associated with both increased precipitation and colder temperatures due

to weakened westerlies and therefore reduced warm advection.

The proposed responses to declining sea ice cover implied by the observational anal-

ysis of Liu et al. (2012) - a negative phase of the mode of variability, increased snow cover,

and more ‘meandering’ flow - have all been discussed at length in the literature (see

below). A further hypothesis, of possible planetary wave propagation from regions of

anomalous heating over retreated sea ice, has also arisen (Honda et al., 2009).

Jaiser et al. (2012) examined the differences in autumn and winter atmospheric circu-
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lation between the periods 1990–2000 and 2001–2010 in ERA-interim, these periods rep-

resenting high and low autumn (September and October) ice conditions respectively. In

winter, they found a barotropic positive anomaly over the pole and a low over the Pacific

and Atlantic, again slightly resembling negative AO. In contrast, the autumn response

was baroclinic. They suggested a mechanism where baroclinic processes in autumn set

up the winter barotropic anomaly, and also found evidence of a planetary wave response

in winter.

The relationship between sea ice and winter precipitation was examined by Li and

Wang (2013). Specifically, they found negative correlations between SIC in the Kara-

Laptev sea in autumn and winter SLP anomalies over northern Eurasia, such that a SIC

reduction was associated with positive SLP anomalies. Both the increase in specific hu-

midity and the changes in circulation associated with the sea ice anomaly then favoured

increased winter precipitation in this region (Li and Wang, 2013). However, while they

examined data since 1950, this relationship only emerged after 1982. Also interested in

the Eurasian region, Honda et al. (2009) found relationships between reduced Siberian sea

ice in September and cold events in Japan (in December) and in Eurasia and China (in

February), which they linked to the Siberian high and negative NAO respectively. They

postulated a mechanism whereby heating in the Barents sea excites a stationary Rossby

wave train in November. However, Sato et al. (2014) questioned the causality of such a

mechanism, suggesting that both warming in the Barents sea and December cold anoma-

lies over Eurasia were associated with a wave train from the Gulf Stream. This highlights

the difficulty of establishing causality in observational data and the importance of mod-

elling studies and physical understanding of the mechanisms.

Francis and Vavrus (2012) related AA in reanalysis data to Rossby wave behaviour.

They argued that decreased thickness gradients are associated with slower jet speeds

and so slower wave propagation, and also that this is associated with higher wave am-

plitudes. They secondly argued that the differential increase in geopotential height at

500 hPa (Z500) contributes to higher ridges. However, Barnes (2013) investigated this hy-

pothesis further in three reanalyses. It was found that trends in meridional wave extent,

phase speeds and blocking are either not significant or sensitive to methodology, and

that relationships between these variables are not simple, where they exist. Screen and

Simmonds (2013) also responded, analysing wave amplitudes in the ERA-Interim reanal-

43



Chapter 2: Scientific Background

ysis using two measures of amplitude; the spatial displacement of a given Z500 isoline

as well as the Z500 anomaly at a fixed latitude. They found no more significant trends

than would be expected by chance, in any season. They also questioned the relationship

of changes at 500 hPa to sea ice induced AA, which is primarily shallow.

Hassanzadeh et al. (2014) investigated the Francis and Vavrus (2012) hypothesis in

a dry GCM. They found that a reduction in meridional temperature gradient reduced

the geopotential height gradient at 500 hPa and decreased the westerlies, particularly on

the poleward flank of the jet. However, this resulted in a decrease in blocked area and in

wave amplitude, in contrast to the hypothesis of Francis and Vavrus (2012). They demon-

strated that a chain of reasoning which takes into account only reductions in the geopo-

tential height gradient, and not in the variance of geopotential heights, would lead to

expecting an increase in blocking and wave amplitude under a reduced gradient. Other

complexities in evaluating the response of blocking or wave amplitude include a range

of models and of definitions of blocking, such that it is challenging to interpret the many

differing results.

A related hypothesis (i.e., regarding amplification of certain circulation patterns) was

proposed by Petoukhov et al. (2013), although they investigated summer and were not

directly interested in the effect of Arctic change. They associated recent Northern Hemi-

sphere summer extremes, in particular heat waves in Europe, North America and Russia

since 2000, with amplification of waves at zonal wavenumber 6–8. Following barotropic

theory, they proposed a mechanism whereby free waves of zonal wavenumber 6–8 can

become trapped in a wave guide, resulting in increased magnitudes and persistence on

monthly timescales as was observed during these extremes. Furthermore they demon-

strated that such a waveguide requires a particular zonal jet structure. They then hypoth-

esised that such a structure may be favoured by recent AA. However, AA is not observed

in summer, and it is unclear if or to what extent this mechanism is relevant in winter,

when AA chiefly occurs and when the jet has a very different structure.

Remote impacts on the Atlantic from Pacific sea ice anomalies have been hypothe-

sised: Mesquita et al. (2011) found through feature-tracking of storms in reanalysis data

that sea-ice anomalies in the Sea of Okhotsk have a bigger influence on Atlantic storms

than anomalies in the Atlantic, and also an effect on the NAO.

The short observational record and high internal variability of the atmosphere mean
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it is challenging to interpret the relationships found in observational data. Moreover,

causality cannot be conclusively established from observations of a coupled system.

Therefore GCM studies are frequently used to analyse the response to sea ice anomalies.

2.4.2 Sea ice anomalies in GCMs

There is a substantial body of literature investigating atmospheric responses to sea ice

anomalies in GCMs. Much of this addresses some of the hypotheses arising from the

observational studies (see above), and tailored experiments provide the opportunity to

address issues of causality and lack of robustness due to high internal variability. Ex-

periments are generally conducted in atmosphere only models, with prescribed sea ice

concentration anomalies and SSTs. Experiments considering the response to ice thick-

ness anomalies are rare, and in the following discussion, models are forced only with

SIC unless specified. The fields used as lower boundary conditions in these experiments

have included SIC from modelled or observed ‘high’ and ‘low’ sea ice years (e.g. Liptak

and Strong, 2014), SIC based on trends (e.g. Magnusdottir et al., 2004), and idealised sea

ice fields (e.g Kidston et al., 2011b). SSTs are fixed either to climatology or to anomalies

coherent with the sea ice forcings.

2.4.2.1 Energy Budget response

The direct effect of sea ice anomalies is to impact the surface energy budget and thereby

the Arctic boundary layer (Cohen et al., 2014). Deser et al. (2010) forced an AGCM with

projected reductions in SIC and thickness. They found that the maximum response in the

surface energy budget was dominated by change in turbulent heat fluxes and was largest

in winter, lagging the maximum SIC reduction by two months. This is consistent with

the results of Peings and Magnusdottir (2013) who found that the maximum anomalous

energy transfer to the atmosphere also occurred in late Autumn and early winter in re-

sponse to both current and future SIC anomalies. Semmler et al. (2012) focused on the

effect on the Arctic energy budget of ice reduction and removal in an AGCM such that

the ice reduction experiment resulted in an ice-free summer Arctic. However, Deser et al.

(2010), Peings and Magnusdottir (2013) and Screen et al. (2013b) (who investigated the

response to recent ice loss) all commented on possible exaggeration of the surface energy

budget response, or unrealistic features away from the ice edge (Peings and Magnusdot-
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tir, 2013) due to the lack of a coupled ocean.

2.4.2.2 Evidence for and against an NAO response

Magnusdottir et al. (2004) and companion papers (Deser et al., 2004, 2007; Strong and

Magnusdottir, 2010b) forced the CCM3 climate model with SIC and/or extratropical SST

anomalies based on, but exaggerated from, the observed 1954–1994 trend. The response

resembled NAO negative and since the anomalies were representative of NAO positive

(Strong and Magnusdottir, 2010b) this may be seen as a negative feedback. However, is-

sues around causality and the robustness of the link from NAO to sea ice remain (Section

2.1.5.1).

This idea that the response to negative sea ice anomalies projects onto the nega-

tive phase of the NAO (or sometimes NAM or AO) recurs frequently in the literature

(Budikova, 2009) and is consistent with certain theoretical arguments (Section 2.3.7.3).

While the projection is sometimes quantified, the evidence given is generally the exis-

tence of a correctly signed north-south pressure dipole in pressure or geopotential height.

Moreover, as discussed in Section 2.3.5.1, it is not possible to directly deduce changes in

physical structures such as the jet stream from NAO information only.

In addition, the location and magnitude of the sea ice forcing may be crucial for

determining the response (e.g. Strong and Magnusdottir, 2010b) rather than the overall

anomaly. For example, in Alexander et al. (2004) the response to forcing by SIE anoma-

lies which are generally positive but negative in the GIN (Greenland, Iceland and Nor-

wegian) seas (see map in Figure 2.1) resembles the negative NAO/AO in that a north-

south dipole in pressure is found between Greenland and the mid Atlantic. Therefore

the NAO/AO response in this case appears to be determined by the local rather than

hemispheric sea ice anomaly.

Honda et al. (2009) found a negative NAO-like response in February in response to

September-December sea ice anomalies representative of recent ice loss in the Siberian

sea. This response was further associated with late winter cold anomalies in China and

Eurasia associated with reduced September SIE. Examples of cases where an NAO nega-

tive response have been found in an AGCM forced with projected sea ice changes are as

follows:-
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• In March, and to a lesser extent in DJF, in response to a projected late-21st century

seasonal cycle of SIC (Seierstad and Bader, 2009).

• In February, but not earlier in winter, in response to a projected, late-21st century

seasonal cycle of SIC and SIT (Deser et al., 2010)

• Peings and Magnusdottir (2013) found a negative winter NAM response to im-

posed current and projected sea ice and SST anomalies in the free troposphere, al-

though there were differences between the Atlantic and Pacific responses in the

vertical. The response, however, was significant only for forcings representing 2090

conditions, and not for 2010 conditions.

Other studies considering recent Arctic sea ice anomalies have also found results con-

sistent with NAO or AO negative; Liu et al. (2012) found a positive SLP response over the

pole and negative SLP response in midlatitudes in DJF, and Semmler et al. (2012) found a

dipole of the zonal wind response around 50◦N, with reductions to the north.

However, other studies provide conflicting evidence. One reason is that internal vari-

ability in the winter atmospheric circulation is high and care must be taken interpreting

the response to forcings. Screen et al. (2013b) forced small model ensembles of 5 and 8

members with annually repeating cycles representing observed sea ice loss. The response

of the surface energy balance and temperature was strong and largely confined below 700

hPa. They found some evidence of an NAO negative response in early winter, but it was

weak and not robust across other seasons. This was conducted using an index based on

SLP differencing rather than EOFs which may bring out different features of the circula-

tion (see Section 2.3.5.1). Screen et al. (2013a) used large model ensembles of 100 and 60

members to investigate the strength of these responses relative to internal atmospheric

variability. The response in this case was a shallow heat low, and either an NAO–positive

response or a response which is not NAO–like. Finally, Liptak and Strong (2014) found a

negative NAO-like response to both anomalously ‘high’ and anomalously ‘low’ sea ice.

Possible mechanisms for an NAO response are examined in Deser et al. (2004), Deser

et al. (2007) and Strong and Magnusdottir (2010b). The response was separated into an

‘indirect’ or ‘modal’ NAO-like equivalent barotropic response and a baroclinic ‘direct’

residual response (see also Section 2.3.4.2). They suggested that the direct response sets

up the NAO response. This hypothesis was supported in transient experiments (Deser
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et al., 2007), in which the direct response is the fast response (reaching a maximum af-

ter 5–10 days) and the ‘modal’ response is triggered later and maintained by anomalous

vorticity and heat fluxes. Strong and Magnusdottir (2010b) further found that the fast re-

sponse caused changes in Rossby wave breaking (RWB) via changes in the critical lines at

which wavebreaking occurs (Section 2.3.3.2). Resulting reductions in anticyclonic RWB

at around 55◦N and increases in anticyclonic RWB around 30◦N corresponded to acceler-

ation of zonal winds south of 55◦N and north of 30◦N, explaining most of the zonal wind

anomalies.

2.4.2.3 Seasonal Dependence

As is evident from the bullet points in the previous section, the response to sea ice anoma-

lies appears to vary through the winter season (here considered to be DJFM).

Strong and Magnusdottir (2010b) found the greatest response to sea ice anomalies,

and strongest projection onto the internal mode of variability, in late winter (March),

although this was not the time of strongest forcing. Unlike many studies, Semmler et al.

(2012) investigated all seasons, and found that the response is greatest in winter (DJF)

followed by Spring (MAM). The different combinations of months analysed means it is

not possible to conclusively determine whether the results of Strong and Magnusdottir

(2010b) and Semmler et al. (2012) are in disagreement.

Seierstad and Bader (2009), investigating the modelled response to a projected future

seasonal cycle of ice anomalies, also found the greatest response and the strongest pro-

jection onto the mode of variability in March. Given the weaker surface forcing than in

earlier winter, they suggested that this may be due to different background circulation

in March, consistent with evidence from studies investigating the response to midlati-

tude SSTs (Section 2.3.4.4). Deser et al. (2010), also investigating the response to future,

seasonally varying ice anomalies, also found a seasonal dependence, with a baroclinic

response to the heating anomaly in early winter and a barotropic, NAO-like response in

late winter. This may therefore suggest that the NAO response is set up by the baroclinic

response, as discussed above (Section 2.4.2.2, Deser et al., 2007).

Liptak and Strong (2014) forced an atmospheric model with ‘high’ and ‘low’ daily

varying DJF sea ice concentrations (obtained from a long control run of the ice model).

In both cases, the atmospheric response (relative to a run forced with sea ice climatol-
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ogy) matures from a local response in December to a north–south dipole in atmospheric

pressure in February. Therefore both the ‘high’ and ‘low’ sea ice forcings produce an

NAO negative like response, but the longitude of the maximum response differs greatly

depending on the forcing.

2.4.2.4 Planetary wave and Precipitation responses

As noted in Section 2.4.2.4, two other hypotheses regarding winter effects of sea ice

anomalies are, first, excitation of planetary Rossby waves and, second, precipitation and

snow anomalies particularly in Eurasia.

The setup of a Rossby wave train response by anomalous heating over sea ice anoma-

lies has been proposed by Alexander et al. (2004) for anomalies in the Sea of Okhotsk

and by Honda et al. (2009) for November anomalies in the Barents-Kara Sea. The latter is

used to explain an observed relationship between Autumn (September) Siberian sea ice

anomalies and Far East cold anomalies in December. Mori et al. (2014) also conducted

modelling studies into the relationship between recent negative sea ice anomalies and

cold Eurasian winters. Their results suggested that the recent very cold winters are a

combined result of sea ice anomalies and internal, unforced variability associated with

the AO. Interestingly, they did not find a statistical link between the AO and ice anoma-

lies. Finally, the modelling study of Peings and Magnusdottir (2013) further suggested

the role of the stratosphere in setting the timescale of the remote circulation anomaly.

In terms of snow, both Liu et al. (2012) and Li and Wang (2013) found increased winter

snowfall in response to reductions in sea ice in reanalysis data and models forced with

recent sea ice anomalies. This relationship has also been found in future projections;

Deser et al. (2010) found an increase in winter accumulated precipitation and March snow

cover over Northern Eurasia and North America in response to projected 2080–2099 sea

ice concentration and thickness anomalies.

2.4.2.5 Thickness Anomalies

Sea ice thickness anomalies cause weaker heat flux anomalies per unit area, but the

anomalies are geographically more widespread (Gerdes, 2006). There are few studies

addressing the response to thickness anomalies. However, in a model forced with up-
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per and lower extremes of ice thickness derived from a hindcast model for 1948–1998,

the response to thickness and concentration anomalies is quite different to the response

to concentration-only anomalies (Gerdes, 2006). Negative thickness anomalies force a

dipole of reduced Arctic SLP and increased Pacific SLP, while the NCEP reanalysis sug-

gests increased SLP in the Atlantic rather than the Pacific.

2.4.2.6 Coupled and unforced models

The literature discussed so far in this section has mostly focused on experiments with

prescribed SSTs and sea ice distributions. However, there are limitations of such a tech-

nique. As discussed in Section 2.1.5.1, the atmosphere drives sea ice variability both

dynamically and thermodynamically. It also drives SSTs at lags of up to one month (e.g.

Kushnir et al., 2002). The implications of this have been noted in several studies. For ex-

ample, Peings and Magnusdottir (2013) noted unrealistic surface heat flux anomalies to

the south of the sea ice anomaly in atmosphere-only experiments. This is a result of the

ocean’s inability to adjust to the increased atmospheric temperatures by warming, and

therefore damping the anomaly. Attempts at understanding the response of the coupled

system are therefore of particular interest, although harder to implement and interpret.

Sedlàc̆ek et al. (2012) approached the problem by reducing the albedo of ice and snow

on ice in a fully coupled model. They ran an eight member ensemble for one year for

both ‘equilibrium’ and ‘transient’ CO2 forcing. The location of the atmospheric response

differed between these two setups, probably due to the precise location of the SIC anoma-

lies. However, an albedo approach can only produce realistic sea ice anomalies in the

summer months (Deser et al., 2015). Deser et al. (2015) instead prescribed longwave nudg-

ing to the sea ice field, creating sea ice fields which closely resembled the CCSM4 20th

century and 21st century simulations under historical and RCP8.5 conditions. The zonal

mean response resembled a negative NAM in both coupled and uncoupled experiments.

However, coupled experiments produced a larger and more global response, with the

response differing between the two south of 30◦N.

Taking a different approach, Sokolova et al. (2007) examined the atmospheric circu-

lation associated with ice cover anomalies using 7-year periods of ‘high’ and ‘low’ DJF

sea ice from a long, coupled, unforced simulation. Again, the ‘high’-‘low’ difference is

indicative of AO positive, but the projection is not quantified. Moreover, it is difficult to
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conclude the direction of causality in such an uncoupled simulation, particularly since

sea ice and atmospheric fields are analysed in the same season.

Finally, there is also evidence from statistical models and climate models that the

feedback strength between sea ice (specifically in the Barents Sea) and the NAO impacts

the variance of both components (Strong and Magnusdottir, 2011). Increased sensitivity

of the sea ice to the atmosphere, as expected from thinner ice, decreases the variance of

the NAO and increases the variance of sea ice.

2.4.3 Antarctic sea ice

Antarctic sea ice covers between 0.8 and 5.2% of the Earth’s ocean area (3×106–

18×106 km2; Vaughan et al., 2013). Antarctic sea ice cover is thus more seasonal than

that in the Arctic, and so has a higher proportion of first year ice with lower thicknesses

and different thermal and salinity properties. Unlike sea ice in the Arctic, it is not in a

bounded ocean; in comparison to the Arctic it is generally more zonally symmetric, and

typically extends to lower latitudes (55 to 65◦ in winter, depending on longitude [Kidston

et al., 2011b]).

Trends in sea ice extent and area in the Antarctic are positive over the satellite era (e.g.

Parkinson and Cavalieri, 2012). Even the newest coupled models (CMIP5) are unable to

capture this positive trend; most display a negative trend in response to historical forcing

(e.g. Turner et al., 2013). Projections for the end of the 21st century suggest widespread ice

loss (Collins et al., 2013). However there is considerable uncertainty in these projections

due to the inability of models to recreate past trends (Collins et al., 2013). This apparent

failure of the models to represent past Antarctic sea ice trends could be due to internal

variability, or missing processes in the representation of Antarctic sea ice, for example in

its response to atmospheric circulation anomalies (Turner et al., 2013).

Nevertheless, the possible effects of Antarctic sea ice loss on the atmosphere has

received some attention. This has been motivated either by understanding shorter

timescale influences for seasonal forecasting, or by the potential for impact on the at-

mospheric circulation should large trends occur in future. These studies are discussed

briefly below, since they will inform discussion of the Northern Hemisphere and shed

light on behaviour in idealised zonally symmetric models such as will be used in this

thesis.
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Menendez et al. (1999) found that the strongest response to removing all Antarctic sea

ice occurred in winter (note that the forcing due to removal of all ice would be strongest

in this season), with an equatorward shift of the storm tracks and weakened transient

eddies. This study is however relatively low resolution by modern standards with reso-

lution of 3.75◦ longitude by 3◦ latitude at 60◦S, so the relevant mechanisms such as eddy

heat and momentum fluxes are unlikely to be accurately represented. The model was run

for only ten years, so internal variability may still be playing a large role. More recently,

Kidston et al. (2011b) forced a GCM with synthetic changes in sea ice. In response to in-

creased sea ice in the cold season, anomalies in the upper level jet stream are as large as 4

ms−1, at approximately 60◦S. They form a dipole about the control period jet maximum

and thus represent a ‘shift’ in the jet. However, the response to reduced sea ice is small.

Finally, Bader et al. (2013) found a negative SAM response in a model ensemble forced

with projected late 21st century sea ice loss. The projection is strongest in September (late

winter), but this is not the time at which Eady growth rate changes are greatest. Two

themes emerge from these papers; sensitivity to the season investigated or equivalently

the latitude of the forcing, consistent with results in the SST literature (see earlier in this

chaper) and an equatorward jet shift in winter in response to reduced sea ice.

2.4.4 Palaeoclimate

The atmospheric state in a colder climate such as that at the Last Glacial Maximum (LGM)

21,000 years before present may also provide insights into the atmospheric circulation

response to ice changes. Increased sea ice relative to the present day was one feature of

this period.

New proxies support equatorward shifts of the jet of up to 10◦ in the LGM (Tog-

gweiler et al., 2006). Toggweiler et al. (2006) discussed possible positive feedbacks be-

tween poleward-shifting midlatitude westerlies and atmospheric CO2 primarily due to

Southern Ocean processes. This is consistent with a poleward shift in warm climates

and vice versa. However, sea ice is not directly implicated in any of the mechanisms.

Toggweiler and Russell (2008) argued that stronger westerlies should be expected in the

colder climate of the LGM. Toggweiler (2009) suggested a mechanism whereby northern

hemisphere cooling and southern hemisphere warming at the end of the LGM caused a

restoration of the inter-tropical convergence zone (ITCZ) to the equator and a southward
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and poleward shift in the southern hemisphere westerlies. This was also associated with

a small shift in the Northern hemisphere, with the jet shifts being asymmetric between

the hemispheres due to the hemispheric asymmetry of the warming.

The results in the previous paragraph suggest an equatorward jet shift in cold past

periods such as the LGM. Model experiments have further investigated this hypothesis.

Model simulations of the LGM with specified SST (either from reconstructions or from

model runs) create storm tracks which are very much aligned along the zonal ice edge

on the North Atlantic (Kageyama et al., 1999; Dong and Valdes, 2000). Dong and Valdes

(1998) also attributed part of the response in LGM experiments with fixed SSTs versus

those with a slab ocean to the change in sea ice. Pausata et al. (2011) forced a coupled

climate model with isolated components of LGM forcing (greenhouse gases, ice sheet

albedo and ice sheet topography). The response to topography, in particular the Lauren-

tide ice sheet over the North American continent, dominated the response in mean SLP,

the leading mode of SLP variability, and the North Atlantic jet stream. This suggests that

it is the mechanical forcing from topography driving the downstream response, rather

than local surface temperatures. This contrasts with the conclusions of Kageyama et al.

(1999) andDong and Valdes (2000); however, the runs in Pausata et al. (2011) did have less

sea ice than the atmosphere only models of these two earlier studies. The dominance of

the Laurentide ice sheet in driving the LGM stationary wave patterns and Atlantic eddy

driven jet was also found in the atmosphere- and land- only simulations of Merz et al.

(2015).

2.5 Concluding Remarks

This chapter has demonstrated that there is a substantial theoretical and modelling ba-

sis for the possible effects of thermal and mechanical forcings, in particular surface SST

anomalies, on the extratropical atmosphere. Sea ice constitutes a thermal and to a lesser

extent mechanical forcing on the atmosphere, and is in decline. However, extracting the

impacts of sea ice on the atmospheric circulation is challenging, due in particular to high

internal variability and the short observational record available for attribution studies.

As a result, there is some controversy over the observed impacts of sea ice.

Model experiments have also produced conflicting results regarding the response of
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the atmosphere to sea ice anomalies. Key outstanding questions relate to:-

• the dependence of the response to sea ice anomalies on the season investigated (also

found in studies of the response to SST anomalies)

• the possibility for remote impacts via teleconnections and triggering of wave trains

• the causality of observed relationships

• the extent to which it is helpful to frame the response as a projection onto modes of

variability.

Regarding this last, there is evidence both from previous studies of the response to sea

ice and from general considerations regarding the nature of annular modes, and their

response to forcing, that examination of results should not focus only on these modes.

The progress made by previous authors in using a hierarchy of models, for example

GCMs with simplified boundary conditions, to understand the atmospheric response to

surface forcing suggests that such an approach would help to address these outstanding

questions. Therefore, the following two questions (restated from Chapter 1) will be con-

sidered in this thesis using modelling experiments with simplified boundary conditions:-

• What is the atmospheric response to sea ice removal? In particular what is the

response of the eddy driven jet, including its mean, variability and spatial hetero-

geneity?

• What sets the nature and magnitude of the jet response to sea ice forcing?

A separate question, regarding a slightly different hypothesis considering the impacts of

near-surface warming heterogeneities such as Arctic amplification on midlatitude tem-

perature variability, is expanded upon in Chapter 4.
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Chapter 3

Models and Datasets

Three models, or groups of models, are used in this thesis. In brief:

• Data from experiments conducted as part of CMIP5 are used to examine future

changes in surface temperature variance, and its robustness across models

• Data from the ESSENCE single model ensemble is used to further explore these

changes, and in particular to test the role of the thermal advection mechanism

• Idealised model experiments are conducted using HadGAM1, a configuration of

the Met Office Unified Model, to investigate the effect of sea ice removal on the

atmosphere

This chapter describes the details of the two datasets (CMIP5 and ESSENCE) and the

configuration of HadGAM1. Further details of the experimental design employed in

HadGAM1 to answer the questions in this thesis are given later, in chapters 5 and 6.

This chapter also gives details of analysis methodologies (including tests for statistical

significance) used in Chapters 5 and 6, and the reanalysis data sets mentioned in this

thesis.

3.1 CMIP5

The fifth phase of the Coupled Model Intercomparison Project (CMIP5) provides a frame-

work for co-ordinated experiments using climate models (Taylor et al., 2011). These were

designed to address a range of goals including decadal prediction and understanding

of past climates (palaeoclimates). However the main goal relevant to this thesis was to

evaluate recent (‘historical’) climate simulations and to produce projections of future cli-

mate to aid understanding of the range of possible responses to anthropogenic forcing,

including increased greenhouse gases. The resulting multi-model ensemble is a valuable
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tool for assessing how robust projected changes are. Data was available from 2011 on-

wards and was a key component of evidence for the Intergovernmental Panel on Climate

Change fifth assessment report (IPCC AR5), published in 2013 (IPCC, 2013).

The experiments which will be mainly considered are those using ‘historical’ forc-

ing of atmospheric composition and land use in the period 1850–2005 and representative

concentration pathway 4.5 (RCP4.5) in the period 2006–2100 (van Vuuren et al., 2011).

There are four such pathways- RCP2.6, RCP4.5, RCP6.0 and RCP8.5. These were devel-

oped for IPCC AR5, based on existing scenarios in the literature and named according

to their radiative forcing in 2100, i.e. RCP4.5 has a radiative forcing of 4.5 Wm2 in 2100.

RCP4.5 is likely to correspond to implementation of climate policy. It is chosen because,

as well as representing a middle-of-the-road scenario, it is the forcing pathway for one

of the two core projection experiments in CMIP5 (the other uses RCP8.5; Taylor et al.,

2011); therefore the multi-model ensemble is larger than for RCP2.6 and RCP6. The RCPs

prescribe greenhouse gases and other forcing agents; in particular, the CO2 concentra-

tion in 2100 under RCP4.5 is approximately 525 ppm (Taylor et al., 2011, Fig.9). Since

modelling groups could either specify time-varying ozone from a provided dataset or

calculate ozone using interactive chemistry, there are some inter-model differences in

ozone concentrations. Relative to the SRES (Special Report on Emissions Scenarios) forc-

ings, RCP4.5 is approximately comparable to SRES B1 (Taylor et al., 2011). The two sets

of scenarios (RCP and SRES) also differ in that the RCPs specify concentrations (rather

than emissions), and that the RCPs specify reductions in aerosol concentrations in the

21st century.

The models used are listed in Table 3.1. They have a range of atmospheric spatial

resolutions from 0.5◦ to 4◦ (Taylor et al., 2012). However, all data is interpolated onto a

common grid for the purposes of this thesis and only multi-model statistics are shown.

Therefore the individual models are not discussed further.

3.2 ESSENCE

Sources of uncertainty in climate projections are three-fold; forcing uncertainty, inter-

nal variability, and model uncertainty (Hawkins and Sutton, 2012). While multi-model

ensembles, such as that above, predominately address the issue of model and scenario
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uncertainty, large ensembles of a single model are useful to evaluate the significance of a

signal (e.g Deser et al., 2012), particularly in higher order statistics such as the variance.

The ESSENCE single model ensemble (Ensemble SimulationS of Extreme weather

events under Nonlinear Climate change; Sterl et al., 2008) is a seventeen member single-

model ensemble of the ECHAM5/MPI-OM coupled model. The ensemble is generated

through perturbation of the initial atmospheric conditions only, and can be expected to

effectively sample the internal variability in the climate system. The model is forced with

observations for 1950–2000 and with the SRES A1B emission scenario for 2001–2100. This

scenario has rapid economic growth, a peak in global populations at around 2050, and a

mix of fossil fuel and other sources for energy (Nakicenovic and Swart, 2000).

3.2.1 The ECHAM5/MPI-OM model

The atmospheric component of ECHAM5/MPI-OM is described in detail in Roeckner

et al. (2003). The model represents divergence, temperature, vorticity and the logarithm

of surface pressure with truncated series of spectral harmonics in the horizontal, with

a semi-implicit time differencing scheme, and a hybrid sigma-pressure vertical coordi-

nate. In ESSENCE the model was run at T63 with 31 levels in the vertical, extending to

10 hPa (Sterl et al., 2008). (T63 denotes that total wavenumbers up to 63 are retained, cor-

responding to a resolution of 1.875◦ at the equator.) The ocean component is described

in Marsland et al. (2003). It is a primitive equation z-coordinate model with variable hor-

izontal resolution.

The ECHAM5/MPI-OM coupled model was shown to produce a good representation

of observed global SLP patterns over the 20th century (van Ulden and van Oldenborgh,

2006). Relative to other CMIP3 models, it has relatively modest surface temperature bi-

ases over well-observed regions (Randall et al., 2007, Figure S8.1b) although it shares a

cold bias in the North Atlantic and large biases over south west Greenland and much of

Antarctica. Under greenhouse gas forcing, it has a relatively high transient climate re-

sponse (the temperature increase at time of doubled CO2 in a 1% yr−1 CO2 increase run)

but an equilibrium sensitivity of 3.4◦C, close to the CMIP3 model mean (Randall et al.,

2007, Table 8.2).
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3.3 HadGAM1

3.3.1 Atmospheric component

Experiments investigating the effect of sea ice on the atmospheric circulation are run us-

ing HadGAM1, the atmospheric component of HadGEM1 (The Hadley Centre Global

Environmental Model; Martin et al., 2006). HadGAM1 differs profoundly from earlier

model versions, employing a non-hydrostatic semi-Lagrangian dynamical core and ad-

vanced model physics. The justification behind the model configuration, its formulation

and the discretized equations solved in the model are presented in Davies et al. (2005).

Key features are described in the following paragraphs.

The dynamical core was that used in operational numerical weather prediction from

2002 and climate studies from 2004. It uses the deep atmosphere, fully compressible, non-

hydrostatic equations. Semi-Lagrangian advection is applied to all prognostic variables

except density, i.e., Eulerian treatment of the continuity equation is applied, which en-

sures that dry mass is conserved in the model. Tracers, and moisture, are also conserved,

using moisture correction (Martin et al., 2006). The typical resolution of the model is N96

(1.25◦ latitude by 1.875◦ longitude) with 38 levels in the vertical, double that used as stan-

dard in HadAM3. Notably the semi-Lagrangian, semi-implicit scheme allows stability at

a longer timestep than an Eulerian explicit scheme would. An 1800 s time step (30 min-

utes) is appropriate for global climate runs. The model is run on an Arakawa C-grid and

uses a terrain following height-based vertical co-ordinate.

HadGAM1 featured significant changes to many physical parametisation schemes,

discussed in the following sections.

3.3.1.1 Clouds and microphysics

Cloud water and liquid cloud amount are diagnosed from the grid box moisture and

potential temperature, to give the cloud cover fraction within each gridbox (Martin et al.,

2006).
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3.3.1.2 Radiation

Radiation is modelled by splitting the frequency spectrum of atmospheric radiation into

a limited number of spectral bands which capture the radiative properties of the differ-

ent constituent components of the atmosphere. Radiation is separated into shortwave

and longwave radiation and into two streams in the vertical, upward and downwards

flux. Horizontal radiative flux is not considered. The Edwards and Slingo (1996) radi-

ation code is used, as in HadCM3, but with minor adjustments, for example updated

absorption spectra. There are six shortwave and nine longwave bands, and the effects

of water, carbon dioxide, ozone, oxygen, nitrous oxide, methane and CFCs are included

(Martin et al., 2006).

3.3.1.3 Aerosols

In HadGAM1, there is the capability for a new interactive treatment of aerosols including

black carbon, sea salt, sulphate, and biomass-burning aerosols. The model also includes

the ‘direct’ scattering and absorption aerosol effect, the ‘semi-direct’ affect of aerosol ab-

sorption properties on cloud and temperature. For aerosols other than black carbon,

the first indirect effect (whereby aerosols affect cloud albedo) and second indirect effect

(whereby they effect cloud precipitation efficiency) are also included.

3.3.1.4 Orographic drag

A new scheme was used in HadGAM1 relative to that used in previous versions of the

UM (Webster et al., 2003). Whereas the old scheme assigned the orographic drag entirely

to perturbations of the flow over orography, i.e., to gravity wave drag, the new scheme

also allows for drag due to flow around orography. Therefore the drag is dissipated

both at the height of the orography and in the lower stratosphere. This scheme greatly

improved the model’s skill in the troposphere (Webster et al., 2003).

Representation of orography requires both the mean gridscale orography and the sub-

grid scale orography, including the horizontal gradients of and standard deviation of oro-

graphic height within the gridbox. The Webster et al. (2003) scheme uses a newer, higher

resolution raw dataset for these orographic fields than the scheme in earlier versions of

HadAM3. The dataset of mean and subgrid scale orography is also filtered in space to
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avoid gridscale features which may cause numerical instabilities.

3.3.1.5 Boundary layer and convection

It is key to the realism of atmospheric models that they are able to account for turbu-

lence in the atmospheric boundary layer. HadGAM1 uses the boundary layer scheme

presented in Lock et al. (2000). The scheme works by identifying the boundary layer

type, of which there are six. The type is identified by considering the motion of a lifted

parcel with adiabatically conserved properties identified at the surface. The mixing and

entrainment are then parameterized according to the type identified.

3.3.2 Land surface model

HadGAM1 uses the Meteorological Office Surface Exchange Scheme MOSES version 2.2

(MOSES-II; Cox et al., 1999; Essery et al., 2001) land surface model to calculate surface

energy and moisture fluxes.

The main new feature in MOSES-II is the introduction of a tiling scheme (Essery et al.,

2001) to account for subgridscale surface heterogeneity. There are nine surface tiles cor-

responding to nine surface types; five plant functional types as well as bare soil, inland

water, urban surface and (land) ice. At each grid point, the fraction of each land surface

type is specified to the model, and fluxes are calculated for each tile separately. This rep-

resentation of subgridscale surface heterogeneity allows for more accurate calculation of

surface fluxes than earlier schemes.

There are four soil levels with thicknesses, in order of depth, of 0.1, 0.25, 0.65 and 2 m

(such that the deepest level extends to 3 m below the ground; Cox et al., 1999). Moisture

content and temperature, allowing for moisture phase change in the soil, are modelled

on these soil layers.

Snow is ascribed a constant density of ρsnow=250 kg m−3. Lying snow alters the sur-

face friction, albedo, and thermal conductivity.

3.3.3 Model performance

Before conducting idealised experiments (i.e., with simplified lower boundary condi-

tions) it is important to know the model’s ability to simulate key processes and features
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of the global climate system. This section discusses key improvements from the previous

model version HadAM3 before focussing on the biases in the extratropical circulation,

which are particularly relevant to this thesis. It draws heavily on the validation papers

by Martin et al. (2006) and Ringer et al. (2006) but, for readability, these citations are not

repeatedly mentioned. Validation in these papers was performed against the ERA-40 and

ERA-15 reanalyses.

In comparison with HadAM3 (at N48), the largest improvement in HadGAM1 (at

N96)1 is in the representation of temperature and relative humidity in the upper tropo-

sphere and lower stratosphere (Martin et al., 2006). However, a cold bias of -5 K remains

around the southern hemisphere polar tropopause. The improvement is attributed to

improved vertical resolution around the tropopause, a more accurate advection scheme,

and more efficient conversion of water to ice. The second notable improvement is of rep-

resentation of transient eddy fields (eddy kinetic energy EKE and transient eddy heat

and moisture fluxes). The improvement comes from an increase in for example EKE

(Ringer et al., 2006, Figure 1), reducing the negative bias. However, semi-Lagrangian

cores have been found to decrease EKE relative to Eulerian cores at the same resolution;

therefore the increase and improvement can be attributed to increased horizontal resolu-

tion (Ringer et al., 2006). Other variables are similar between the two configurations or

slightly deteriorated in HadGAM1.

There is generally a small positive zonal wind bias, of less than 2 ms−1, in midlati-

tudes (Figure 3.1d). This bias is present at around 40–60◦N throughout the depth of the

troposphere in both hemispheres in the zonal mean. In the northern hemisphere it is

evident in both ocean basins at approximately these latitudes. The jets have generally

shifted poleward since earlier models, an effect of increased horizontal resolution also

found in earlier model versions, which contributes to this, a poleward bias. However

representation is generally good, and the extratropical and polar stratosphere is greatly

improved since HadAM3 (Figure 3.1d vs c).

Positive MSLP biases poleward of 70◦N are greatly improved relative to HadAM3.

This can be attributed to the semi-Lagrangian scheme which performs better near the

poles, and to improved eddies resulting from increased horizontal resolution. In the

eastern North Atlantic, there is a meridional dipole of MSLP biases with negative biases

1These resolutions are the standard resolutions of the respective models. Comparing HadAM3 and
HadGAM1 at N48 shows deterioration in certain fields in HadGAM1
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(a) Zonal wind

Figure 3.1: Zonal mean zonal winds (ms−1) in HadGAM1 relative to HadAM3 and the ERA

reanalysis. The north pole is at the left of the plot and the grey/pink divide is 0 ms−1. This figure
is Figure 4 of Martin et al. (2006).

in the region 50–70◦N and positive biases to the south, while the high in the East Pacific

is too strong. These biases contributes to positive 850 hPa wind bias in the north At-

lantic and northeast Pacific, also affecting continental temperatures. The previous model

version had opposite signed biases.

As already mentioned for the zonal mean, the representation of transient eddy fields

is greatly improved in HadGAM1 relative to HadAM3 (Ringer et al., 2006). For various

measures of the northern hemisphere storm tracks, the extension into Europe is under-

estimated (Ringer et al., 2006; Greeves et al., 2007) but the tracks are generally well repre-

sented.

The NAO in the coupled model has a similar structure to that in observations, al-

though the southern centre of action is displaced to the west (Ringer et al., 2006, ; only the

coupled model is shown). The model pattern explains 44% of the interannual variability

in Atlantic surface pressure, which is similar to the value of 48% in observations, and its

power spectra has the observed peaks at approximately 3 and 5 years and retains power

in long timescales (Ringer et al., 2006).

To summarise, in a fully realistic configuration, HadGAM1 at N96L38 resolution gives
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a good representation of the mean circulation and of features such as the NAO and north-

ern hemisphere storm tracks (Martin et al., 2006; Ringer et al., 2006). Although the newer

model is not universally an improvement on the older HadAM3, components key to this

project such as the storm tracks are represented better, as are the upper troposphere and

lower stratosphere (Martin et al., 2006; Ringer et al., 2006). The use of HadGAM1 also al-

lows some comparison with earlier experiments performed in the same model (Saulière

et al., 2012).

3.3.4 Sea Ice component

The sea ice component in HadGEM1 (the coupled version of the above model) is de-

scribed in detail in McLaren et al. (2006). It incorporates several elements of CICE: The

Los Alamos Sea Ice Model (Hunke et al., 2010), and produces an improved representa-

tion of for example the annual cycle of sea ice (McLaren et al., 2006) relative to the sea ice

model used in HadCM3. However, the sea ice model components are split between the

ocean and atmosphere models; in particular, the ocean component determines growth

and melt and ice dynamics. The atmospheric component, used in this project, solves

for the radiative and heat fluxes between the ice and atmosphere, the diffusive heat flux

through the ice, and the ice surface temperature.

The temperature of the ocean-ice interface (the bottom of the sea ice) is set at the

freezing temperature of salt water, -1.8◦C. The surface temperature is then solved for;

its evolution in time is calculated according to the zero-layer thermodynamics model of

Semtner Jr (1976). This evolution depends only on the difference between the downward

heat flux into the ice, calculated as a residual from the surface energy balance, and the

downward diffusive heat flux through the ice which is dependent on the sea ice temper-

ature and depth. In addition to the Semtner model, an effective surface heat capacity is

included. The surface temperature is constrained never to rise above the melting temper-

ature of fresh water (0◦C).

The albedo of sea ice is a function of surface temperature, such that albedo is lower

at higher temperatures, to allow for the effect of melt ponds (McLaren et al., 2006). The

configuration used here has no snow depth dependency2. For T >Tmelt-10 K, albedo is

2In fact, there is no snow on sea ice. Although ‘snow on sea ice’ was not specified as a diagnostic, a
comparison of monthly mean surface temperature T with monthly mean heat flux Fi through the ice verifies
that the two are linearly related. The relationship is that specified in McLaren et al. (2006) equation 3, Fi =
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a linear function of temperature, while for lower temperatures, albedo is capped at a

maximum value of 0.8 (McLaren et al., 2006).

3.4 Analysis Methods

3.4.1 Empirical orthogonal functions

In chapters 5 and 6, empirical orthogonal function (EOF) analysis is used to extract the

modes of variability in a system. At the core of EOF analysis is the fact that, since atmo-

spheric fields are highly spatially correlated, the behaviour of a field x can be captured

by the projections of the field at each time onto a smaller set of eigenvectors e of the co-

variance matrix of the field (Wilks, 2005). Following the notation of Wilks (2005), the key

components of EOF analysis for spatial fields are:-

• The normalised eigenvectors (EOFs) em of the covariance matrix. Here, m=1,2,..K

where K is the number of spatial data points; see below for the restriction to fewer

eigenvectors. The normalisation gives ||em||=1 for each em.

• Their corresponding eigenvalues λm. The percentage of the variance in the under-

lying fields explained by em is given by 100λm

∑
K
k=1 λk

.

• Their corresponding principal component (PC) time series um(t), defined as the pro-

jection at each point in time of x(t) onto em (equivalently, the inner product of x(t)

and em)

A further consideration is that appropriate weighting must be applied to gridded data in

order to account for the variation of gridbox area with latitude. In addition, in the case

of EOFs in the vertical, the variation of mass with height must be taken into account.

Therefore data is weighted by
√

cos(φ) and
√

ρ before calculating the EOFs (Butler et al.,

2010).

Typically only the few EOFs which explain the most variance are considered. This is

sufficient to capture the majority of the variability in the system, and sampling issues at

some point become a problem for calculating further eigenvalues. North et al. (1982) pre-

sented a ‘rule of thumb’ for the independence of two eigenvalues; given an eigenvalue

κi
T−Tf

he
, for constant effective depth he=2, therefore confirming that there cannot be snow present, or he

would vary
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λ1, the difference between it and another eigenvalue λ2 should be greater than the sam-

pling error dλ1 associated with the eigenvalue. dλ1 can be approximated by λ1(
√

2/N),

where N is the effective number of independent samples (i.e. the number of samples

reduced by some factor to allow for temporal autocorrelation).

Since an EOF has unit norm, the values associated with it do not have physical mean-

ing. To give the EOF physical meaning, the PC timeseries is first normalised by its stan-

dard deviation. The timeseries of the original, unweighted data anomaly field x is then

regressed upon the normalised PC timeseries, giving the anomalies associated with an

anomaly of one standard deviation.

Finally, for a particular anomaly field of a variable x (for example, the response to

an external forcing) the projection onto a given EOF can be established. The projection

is calculated as the scalar product of the response with the EOF anomalies defined in

the paragraph above (normalised such that |EOF| = 1) multiplied by the EOF anomaly

pattern. Finally, the projection strength is this scalar product, converted into units of σ,

where σ is the standard deviation of the original PC timeseries associated with this EOF.

3.4.2 Jet latitude index

The jet latitude index (JLI) is a simple geometrical index of the jet stream which can

provide insights into its behaviour (Woollings et al., 2010). JLI is calculated as follows:-

• The timeseries of daily-mean zonal wind u is averaged over the required longitudes

and pressure levels

• At each timestep, the maximum of the resulting zonal wind profile and the latitude

at which it occurs are stored as the jet speed ujet and jet latitude φjet on that day

• A 10 day low-pass filter is applied to both time series. The Lanczos filter (Duchon,

1979) is used with 61 weights, i.e. 61 days of data are used to calculate the filtered

field at each time.

Statistics of ujet and φjet can then be examined.
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3.4.3 Transient fluxes

Transient heat fluxes v′T′, momentum fluxes u′v′, and geopotential height variance z′z′

are calculated from 6 hourly instantaneous fields. A 2–6 day band pass Lanczos filter

(Duchon, 1979) with 121 weights (31 days of data) is applied to the raw fields; these time

scales capture the synoptic scale eddies or ‘storms’ (Blackmon, 1976).

3.4.4 EP fluxes and E-vectors

The Eliassen-Palm (EP) flux vector F, and the three dimensional E-vector E are used in

chapters 5 and 6. The expressions for both the EP flux and the E-vector were introduced

in Section 2.3.3.2 together with the key elements of the theory.

As discussed in Section 2.3.3.2, the EP flux is formulated with respect to the zonal

mean. Here, it is calculated from daily mean data. Again, a 2–6 day band pass Lanc-

zos filter with 61 weights is applied, such that the flux particularly shows the effect of

synoptic frequency transient eddies on the flow. The necessary extensions to spherical

geometry, and an appropriate scaling for plotting of the EP flux vectors, are developed in

(Edmon et al., 1980) and are used in this thesis.

Following Hoskins et al. (1983), E is summarised by plots of low level thermal ac-

tivity (v′T′ at 850 hPa) and upper level horizontal divergence, i.e. the divergence of

Eh = (v′2 − u′2,−u′v′) at 250 hPa.
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Table 3.1: List of CMIP5 models used

Model name Institution

ACCESS1-0 CSIRO (Commonwealth Scientific and Industrial Research Organisation, Aus-
tralia), and BOM (Bureau of Meteorology, Australia)

ACCESS1-3 CSIRO (Commonwealth Scientific and Industrial Research Organisation, Aus-
tralia), and BOM (Bureau of Meteorology, Australia)

bcc-csm1-1 Beijing Climate Center, China Meteorological Administration
bcc-csm1-1-m Beijing Climate Center, China Meteorological Administration
BNU-ESM College of Global Change and Earth System Science,

Beijing Normal University
CanESM2 Canadian Centre for Climate Modelling and Analysis
CCSM4 National Center for Atmospheric Research (NCAR)
CESM1-BGC National Science Foundation, Department of Energy, NCAR
CESM1-CAM5 National Science Foundation, Department of Energy, NCAR
CMCC-CM Centro Euro-Mediterraneo per I Cambiamenti Climatici
CMCC-CMS Centro Euro-Mediterraneo per I Cambiamenti Climatici
CNRM-CM5 Centre National de Recherches Meteorologiques / Centre Europeen de

Recherche et Formation Avancees en Calcul Scientifique
CSIRO-Mk3-6-0 CSIRO in collaboration with the Queensland Climate Change Centre of Excel-

lence
EC-Earth23 EC-EARTH consortium
FGOALS-g2 LASG, Institute of Atmospheric Physics, Chinese Academy of Sciences; and

CESS, Tsinghua University
FIO-ESM The First Institute of Oceanography, SOA, China
GFDL-CM3 Geophysical Fluid Dynamics Laboratory (GFDL)
GFDL-ESM2G Geophysical Fluid Dynamics Laboratory
GFDL-ESM2M Geophysical Fluid Dynamics Laboratory
GISS-E2-H-CC NASA Goddard Institute for Space Studies
GISS-E2-H NASA Goddard Institute for Space Studies
GISS-E2-Hp2 NASA Goddard Institute for Space Studies
GISS-E2-Hp3 NASA Goddard Institute for Space Studies
GISS-E2-R-CC NASA Goddard Institute for Space Studies
GISS-E2-R NASA Goddard Institute for Space Studies
GISS-E2-Rp2 NASA Goddard Institute for Space Studies
GISS-E2-Rp3 NASA Goddard Institute for Space Studies
HadGEM2-AO National Institute of Meteorological Research/Korea Meteorological Adminis-

tration
HadGEM2-CC Met Office Hadley Centre
HadGEM2-ES Met Office Hadley Centre
INM-CM4 Institute for Numerical Mathematics
IPSL-CM5A-LR Institut Pierre-Simon Laplace
IPSL-CM5A-MR Institut Pierre-Simon Laplace
IPSL-CM5B-MR Institut Pierre-Simon Laplace
MIROC-ESM Atmosphere and Ocean Research Institute (The University of Tokyo), National

Institute for Environmental Studies, and Japan Agency for Marine-Earth Sci-
ence and Technology

MIROC-ESM-CHEM Atmosphere and Ocean Research Institute (The University of Tokyo), National
Institute for Environmental Studies, and Japan Agency for Marine-Earth Sci-
ence and Technology

MIROC5 Atmosphere and Ocean Research Institute (The University of Tokyo), National
Institute for Environmental Studies, and Japan Agency for Marine-Earth Sci-
ence and Technology

MPI-ESM-LR Max Planck Institute for Meteorology (MPI-M)
MPI-ESM-MR Max Planck Institute for Meteorology (MPI-M)
MRI-CGCM3 Meteorological Research Institute
NorESM1-M Norwegian Climate Centre
NorESM1-ME Norwegian Climate Centre
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3.5 Significance Testing

This thesis uses the common method of p-values to assess statistical significance. The

p-value is the probability that the result, for example a difference in means, occured if

the null hypothesis (in this case the means being the same) is true. As demonstrated by

Ambaum (2010a), this in itself does not give a probability of the hypothesis that the mean

is different being true, and Bayesian concepts of prior odds would be required to assess

this different question. This note is included to clarify that statements about significance

in this thesis are exactly statements about the p-values; i.e. ’95% significance’ is precisely

’p-value less than 0.05’.

3.5.1 Temperature, zonal wind and geopotential height fields

The temperature, zonal wind and geopotential height anomaly significance fields are

evaluated using a two-tailed Student’s t-test for equivalance of means. The number of

degrees of freedom is modified on a gridpoint basis to allow for autocorrelation, using

the adjustment ne f f = n
1−ρ
1+ρ where ρ is the lag-one autocorrelation.

3.5.2 Transient fluxes

The timeseries v′T′, u′v′ and z′z′ have strongly non-Gaussian distributions. In order to es-

timate the significance of responses in these fields, a Wilcoxon-Mann-Whitley rank-sum

test (Wilks, 2005) is performed on the time-filtered (co)variances. This is a non paramet-

ric test, which takes the null hypothesis of equivalence of location, specifically median,

of the two samples.

In order to ensure that the data are uncorrelated, they are subsampled before applying

the test. The autocorrelation function at various lags was evaluated in order to establish

a suitable subsample lenght. An interval of 24 time points, therefore 6 days, was found

to be appropriate; this was chosen to be a lag at which all points in the northern midlati-

tudes had autocorrelations of less than 0.1. Since some points will have shorter intrinsic

timescales this is a conservative estimate.
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3.6 Reanalyses

Two reanalysis datasets are mentioned in this thesis; the NCEP-NCAR reanalysis (Kalnay

et al., 1996) is used in order to compare the circulation in modelling experiments to the

climatology from recent decades. The ERA-40 dataset (Uppala et al., 2005) is not used

directly but has been mentioned above as the validation dataset for HadGEM1. Since the

results in this thesis are not dependent on the reanalysis product, reanalyses are discussed

only briefly.

The concept of a reanalysis is the combination of historical observations and numer-

ical models in order to produce a physically consistent gridded historical dataset of the

state of the atmosphere or ocean. A numerical forecast model is run and at each time,

available observations are incorporated into the model to produce a best estimate of the

state of the system. This process is known as data assimilation and allows for error in

both the forecast model and the observations.

Reanalyses are therefore sensitive to both the model used, the assimilation scheme,

and the observations. This thesis only presents zonal wind fields from the reanalysis and

is primarily interested in tropospheric winds. Since these are well constrained by obser-

vations (Kalnay et al., 1996) there is relatively little difference between different reanalyses

(Pope and Stratton, 2002), therefore the choice of dataset is of relatively low importance

in the context of this thesis.

Reanalysis data (monthly and seasonal climate composites) are provided by the

NOAA/ESRL Physical Sciences Division, Boulder Colorado, and were downloaded from

their website at http://www.esrl.noaa.gov/psd.
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Chapter 4

The Impacts of Heterogeneous Surface

Warming on Midlatitude Temperature

Variability

4.1 Introduction

The work in this chapter has been published, Holmes et al. (2016), Journal of Climate 29 (6),

“Robust Future Changes in Temperature Variability under Greenhouse Gas Forcing and the Re-

lationship with Thermal Advection”. This appears here with minimal edits, although changes are

made in particular to the Introduction and Data sections to avoid repetition and improve consis-

tency with other chapters.

As discussed in section 2.2, robust regional and seasonal heterogeneities exist in the

observed and projected mean surface warming under increased greenhouse gases (van

Oldenborgh et al., 2013; Hartmann et al., 2013). These include winter Arctic amplifica-

tion, which is directly linked to the focus of the rest of this thesis, as well as enhanced

warming over land (e.g. Boer, 2011), and enhanced warming in the winter hemisphere.

However, for useful impacts assessment the mean temperature is not necessarily the most

important parameter. Recent extreme temperature events have highlighted the urgency

of assessing whether the likelihood of such events changes in an anthropogenically forced

world. Two examples are the 2003 European heat wave (Stott et al., 2004) and the very

cold winter of 2010 across Europe (Cattiaux et al., 2010). For the European region, re-

search into the mechanisms for changes in extreme hot days (Fischer and Schär, 2009)

and cold spells (de Vries et al., 2012; Peings et al., 2012) is ongoing. Changes in variabil-

ity may be more important for temperature extremes than the well documented changes

in the mean, as suggested both by considerations from extreme value theory (Katz and
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Brown, 1992) and climate model analysis (Schär et al., 2004).

Therefore a review of the projected global changes in temperature variability is timely.

The aims of the paper which forms this chapter are

• To assess the robustness of projected changes in variability in coupled climate mod-

els

• To quantify the relationship between these changes in variability and the hetero-

geneity of the warming pattern to answer the first question posed in the introduc-

tion; to what extent does thermal advection contribute to projections of 21st century

temperature variability in coupled climate models?

The existing literature on this subject, and the proposed mechanism, is discussed below.

4.1.1 Review of changes in temperature variability

Some common features of changing variability have emerged in the literature. On inter-

annual timescales there is evidence of decreasing variability of winter mean temperatures

and increasing variability of summer mean temperatures in Europe (Rowell, 2005; Scher-

rer et al., 2005). Gregory and Mitchell (1995) found that daily temperature variability in

Europe also decreased in winter but increased in summer under doubling of CO2 in an

atmosphere and slab ocean configuration of the UK Met Office Hadley Centre model.

Whilst this model at the time showed strong mean state biases, recent studies using state

of the art climate models and 21st century forcing scenarios have concluded similarly for

Europe; de Vries et al. (2012) found decreased winter daily temperature variability in a 17-

member ensemble of ECHAM5/MPI-OM and Fischer and Schär (2009) found increasing

variability of summer daily temperatures in a multi-model ensemble of regional climate

models. Ylhäisi and Räisänen (2014) found similar results for Europe, and decreases for

the northern hemisphere mid latitudes as a whole, in daily temperature variability.

However, the picture is not so robust everywhere (Ylhäisi and Räisänen, 2014). For

example, the Arctic response tends to be characterised by variability changes of the same

sign as those in midlatitudes in early models with simple sea ice treatment (Stouffer and

Wetherald, 2007); in contrast, later models with ice dynamics and features such as sea ice

leads show increasing variability in winter and decreasing variability in summer.
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It is also important to note that models differ considerably in their representation of

20th century interannual temperature variability (Hawkins and Sutton, 2012).

4.1.2 Mechanisms for changing temperature variability

The dominant mechanisms driving temperature variability and its projected changes dif-

fer by region and season. In summer, radiative and land surface processes are thought

to dominate. In particular, changes in surface heat balance (Gregory and Mitchell, 1995)

related to reduced soil moisture availability have been shown in several studies (Fischer

and Schär, 2009; Fischer et al., 2012; Seneviratne et al., 2006; Lenderink et al., 2007; Vi-

dale et al., 2007) to be important in central Europe. Changes in the radiative balance

associated with cloud cover (Pfahl and Wernli, 2012a; Lenderink et al., 2007) have also

been discussed. For autumn and winter changes in thermal advection, specifically from

changes in time-mean surface temperature gradients, have been proposed as a dominant

mechanism (Gregory and Mitchell, 1995; van Ulden and van Oldenborgh, 2006; de Vries

et al., 2012; Screen, 2014). This has also been mentioned as a less important driver in sum-

mer (van Ulden and van Oldenborgh, 2006; Lenderink et al., 2007). It is this mechanism

that forms the focus of this study, and it is discussed further below.

Circulation patterns such as the North Atlantic Oscillation and synoptic patterns such

as blocking have a strong influence on regional temperatures largely through thermal

advection. For example, a winter blocking system over Europe brings cold air from the

Arctic or the cold continental interior (e.g. Goubanova et al., 2010). In the UK, this is

manifest as a relationship between Central England Temperature (Parker et al., 1992) and

synoptic variability as characterised by either air source or geostrophic flow direction

and strength (Parker, 2009; Osborn et al., 1999). It may therefore be expected that changes

in either circulation patterns or surface temperature gradients, together contributing to

thermal advection, may contribute to changing variability.

This mechanism is potentially valid anywhere on the globe; land areas are gener-

ally warmer than ocean areas in summer and colder in winter [Figure 4.1a,b; Kang et al.

(2015)]. Land areas also warm faster in response to external forcing than ocean areas in

both seasons, especially summer (Figure 4.1c,d). Thus the heterogeneity of the warm-

ing pattern is such that the land-ocean temperature gradient strengthens in summer and

weakens in winter (Figure 4.1, lower panels). On the other hand, the Arctic is colder than
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the tropics year round, so that northern polar amplification of surface warming (predom-

inantly in the winter) weakens the time mean meridional temperature gradient at 2 m,

∂T̄
∂y (Figure 4.1g). The figure shows the change in the absolute values of ∂T̄

∂y and ∂T̄
∂x such

that negative (blue) is a weakening and positive (red) is a strengthening. Therefore, even

unchanged wind patterns blowing across projected mean temperature gradients would

cause widespread decreased variability in winter, and increased variability in summer in

or near coastal areas.

Thus, in Europe for example, the changes in surface temperature gradient (Figure

4.1) are consistent with increases in summer variability (strengthening gradients) and de-

creases in winter variability (weakening gradients). Indeed, Gregory and Mitchell (1995)

proposed that the changing land-sea temperature contrast was the key mechanism for

simulated changes in winter variability and de Vries et al. (2012) used a cross-member

regression in a single-model ensemble to show the role of zonal temperature gradients

in projected winter changes in Central Europe. Projected changes in the summer land-

sea temperature difference over Australia have been shown to drive thermal advection

changes contributing to enhanced temperature extremes (Watterson et al., 2008). Most

recently, Arctic amplification and the reduction of the northern hemisphere meridional

temperature gradient have been linked to reduced severity of cold days, and so to reduc-

tion of daily temperature variance (Screen, 2014).

Changes in mean gradients and their impact on thermal advection therefore provide

a possible physical mechanism behind changing temperature variability (de Vries et al.,

2012; van Ulden and van Oldenborgh, 2006). Circulation changes projected by global

climate models would also impact thermal advection but there is more uncertainty as to

the direction and causes of such changes than in the case of mean temperature gradients

(as discussed in the Introduction and in Chapters 5 and 6).

This chapter addresses the aims stated above through the use of two datasets, the

ESSENCE single model ensemble and the CMIP5 multi-model archive, both introduced

in Chapter 3. The effect of thermal advection on 20th century temperature anomalies is

investigated in ESSENCE through the use of multiple linear regression (section 4.4). This

regression is then used to investigate what proportion of ESSENCE projected changes in

variability can be attributed to thermal advection. This study considers both winter and

summer and has a particular focus on midlatitude continents.
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Figure 4.1: Top panel: ESSENCE seasonal-mean, ensemble-mean 2 m air temperature (T̄) for a)
winter and b) summer. Second panel; the projected change FUT-C20 in ESSENCE

seasonal-mean, ensemble-mean T̄ for c) winter and d) summer. Third panel; as above, but for

absolute zonal gradient mod( ∂T̄
∂x ), calculated over 18.75◦ longitude. Bottom panel; as above, for

absolute meridional gradient mod( ∂T̄
∂y ), calculated over 11.25◦ latitude. Gradients in K/1000km.
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4.2 Data

4.2.1 The ESSENCE ensemble

The majority of the analysis in this chapter uses data from the ESSENCE ensemble, de-

scribed in Section 3.2.

Two periods are isolated for comparison; a twentieth century control period C20 (Dec

1950–Jul 1990) and a future period FUT (Dec 2060–Jul 2100). DJF (December, January

and February) and JJA (June, July and August) are considered. Due to the seasonality

discussed in the introduction, the periods discussed hereafter are winter (northern hemi-

sphere DJF and southern hemisphere JJA) and summer (vice versa).

The data used are daily mean fields of 2m air temperature T and sea level pressure

SLP, computed into monthly averages where required, and monthly mean sea ice con-

centration SIC (as fraction of sea area in the grid box) and snow depth (m). All data are

global and on an N48 Gaussian grid (1.875◦ longitude by 1.865◦ latitude).

4.2.2 CMIP5

CMIP5 multi-model ensemble data (from the models in Table 3.1) is interpolated to a

regular 2.5◦ grid prior to analysis, and only monthly-mean near-surface air temperature

TAS is utilized. As discussed in Chapter 3, RCP4.5 is comparable to SRES B1 (Taylor

et al., 2011) and therefore the forcing for the CMIP5 models considered is weaker than

SRES A1B which is used in ESSENCE. Despite this difference in forcing scenarios, iden-

tifying the changes which are both robust across the CMIP5 ensemble and consistent

between the CMIP5 and ESSENCE ensembles gives confidence in the qualitative nature

of the changes seen, since they are found in the response to different levels of forcing, in

different models, and with different initial conditions. The C20 and FUT periods are used

as previously defined.

4.2.3 Processing

An underlying trend in a data series serves to inflate its true intrinsic variability (Scher-

rer et al., 2005). Therefore such trends should be removed prior to conducting variance

analysis, particularly for variables such as surface air temperature where strong trends
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exist. In this study, the 40 year linear trend in ensemble-mean, seasonal-mean grid point

temperature is removed for each period, thus discarding year-to-year temperature vari-

ability arising from the linear warming trend but retaining that which may result from

persistent circulation anomalies.

In addition, the choice is made to discard changes in variability brought about by

changes in the seasonal cycle alone, so that the changes are not dominated by for example

different seasonality of snow and ice in a future climate. Therefore the gridpoint period-

mean for each calendar month is removed from each data point in the monthly time series

after detrending. For CMIP5, each ensemble member has its own trend and seasonal

cycle removed, rather than the CMIP5 ensemble mean trend and seasonal cycle.

4.3 Temperature Variability and Projected Changes

4.3.1 Control period variability in ESSENCE

Much of the variability in circulation acts on sub-monthly timescales, so that thermal ad-

vection influences might be expected to be strongest at short timescales. However daily

data is very noisy and other processes also modify the temperature variability. Moreover,

it is persistent anomalies which can have the strongest impacts on health and agriculture,

as well as possibly contributing to climate feedbacks. Therefore, it is of merit to look at

longer timescales, and so the analysis which follows will focus on monthly data. Using

monthly data has the added benefit of allowing direct comparison with CMIP5 data.

The global map of monthly temperature variability in ESSENCE in the C20 period

is presented in the top panels of Figure 4.2, for winter (a) and summer (b). Variabil-

ity is quantified by σ(T′
C20), the standard deviation of all monthly temperature anoma-

lies taken across the full ensemble after removing the trend and seasonal cycle. Winter

daily temperature variability in Europe was shown in de Vries et al. (2012) to compare

very well with ERA-40 reanalysis data even though Europe is a particularly hard area

to model. However, different climate models show very varied 20th century interannual

TAS variability (Hawkins and Sutton, 2012) which must be borne in mind when inter-

preting studies such as this.

Temperature variability is highest in the winter, especially in mid to high latitude

land areas in the northern hemisphere. It is also higher over sea ice covered areas such
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Figure 4.2: Top panel: σ(T′
C20), the standard deviation of ESSENCE monthly temperatures in

C20 (shading) and ESSENCE climatological ice edge (15% concentration contour) in the relevant
season (white contour). Bottom panel: Projected 21st century change in variability quantified by

the ratio
σ(T′

FUT)

σ(T′
C20)

. Stippling where 12 ensemble members (> 67% of ensemble) agree with

ensemble-mean on sign of change.

as east of the Antarctic peninsula and large regions of the Arctic Ocean than over open

ocean (Stouffer and Wetherald, 2007) as seen by the location of the seasonal-mean ice

edge (15% contour of seasonal mean ice cover; white contour in Figure 4.2).

4.3.2 Change in temperature variability in ESSENCE

The change in temperature variability, quantified as the ratio
σ(T′

FUT)
σ(T′

C20)
, is presented in the

second panel of Figure 4.2. Proportional changes are presented due to their relation-

ship to the F-test for statistical significance of changes in variability (Barlow, 1989). In

the northern hemisphere extratropics there is a notable seasonality to the response; vari-

ability generally decreases in winter and increases in summer. In the Arctic Ocean the

opposite is broadly true, although local behaviour varies. Elsewhere this seasonality is

not evident; the standard deviation increases in the tropics and decreases in the southern

ocean in both seasons. Regions where twelve members (67% of the ensemble) agree on

the sign of change are stippled in Figure 4.2 (c) and (d); this constitutes 75% of gridpoints
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where the given sign of variability change is ‘likely’ in IPCC terminology. When the con-

dition enforced is that 90% of the ensemble must agree (IPCC ‘very likely’), 30% of all

gridpoints show ensemble agreement.

Due to the large spatial scales of changes of a given sign, it is reasonable to consider

the regional average standard deviation over the full 151 year period of ESSENCE to

give insight into how the signal develops and how it is related to the ensemble spread.

Figure 4.3 displays time series of 40 year running σ averaged over three representative

regions: Europe, the Arctic Ocean, and the Southern Ocean. These time series reinforce

some points from Figure 4.2; firstly, the seasonal dependence of both initial variability

and response in variability is evident in all three regions. In Europe, the ensemble mem-

bers unanimously agree on a summer increase in variability, and on a winter decrease.

The timeseries demonstrate the large spread in the ensemble representation of variability

demonstrating the need for use of a large ensemble or long periods for analysis. Note

that even in the summer Arctic, where the signal is strongest, it does not ‘emerge’ from

the ensemble noise until the middle of the 21st century.

4.3.3 Comparison with CMIP5

Figure 4.4 displays σ(TASC20)and σ(TASFUT)
σ(TASC20)

for the CMIP5 models; σ is calculated as the

median of the model standard deviations at each gridpoint, after removing the linear

trend in seasonal mean temperature and the seasonal cycle for each model. Globally,

ESSENCE variability in the control period is well representative of that in the CMIP5 en-

semble (compare with Figure 4.2). This is true despite the coarser grid in the CMIP5 data

which might lead to the measured variability being lower (Hawkins and Sutton, 2012).

ESSENCE variability is slightly higher than that in the CMIP5 median model over the

tropical Pacific and other regions of the tropics in both seasons, a difference likely due

to differences in ENSO representation. There are also differences in the Barents sea and

Southern Ocean, likely related to sea ice representation. Finally, while in the time pro-

cessed data shown (time and seasonal cycle removed) the two datasets generally agree

over Antarctica, this was not the case for the raw data; in summer the standard deviation

of temperatures in ESSENCE was approxiately half that in the CMIP5 median model.

This discrepancy was found largely to result from different representations of the sea-

sonal cycle across the CMIP5 ensemble. However, Antarctica is not a key region of inter-
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Figure 4.3: The emergence of the variability signal in the 17 ensemble members of ESSENCE in
winter (left) and summer (right). Each line resembles an ensemble member; red indicates an

increase, blue indicates a decrease. The time series is the square root of the regional mean of the
variance of monthly mean temperatures, for the 40 year period centred on the given year. The

trend and seasonal cycle of the ensemble mean is removed prior to analysis (see text).

est for this study, so is not discussed further.

The direction of change is robust between the two datatsets except for two regions,

as seen by again comparing Figures 4.4 and 4.2. The first region is the equatorial Pacific,

in both seasons, which is again likely to be due to disagreement on ENSO processes
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Figure 4.4: Top panel: standard deviation of CMIP5 monthly temperatures in the control period.

Bottom panel: Projected 21st century change in variability quantified by the ratio
σ(TASFUT)
σ(TASC20)

. The

grid point trend and seasonal cycle is removed for each model prior to analysis. The data shown
is the median of the values in the multi-model ensemble; the median is calculated at separately

each grid point. Stippling shows where > 67% of multi model ensemble agrees on sign of
change.

between the models. The other region is the marginal ice zone in the Barents sea in

summer, which is likely to be due to differences in sea ice processes and melt. Overall,

projected changes in ESSENCE are stronger and more robust than in the CMIP5 ensemble

median, particularly in the tropics. This is perhaps unsurprising, but points to the role of

model uncertainty increasing the CMIP5 model spread.

When the emergence analysis is conducted on the CMIP5 models (not shown), there

is strong evidence of the effect of removing the seasonal cycle and trend. For five of the

models, leaving in the seasonal cycle produces dramatic increases in DJF variability at

the end of the 21st century, while leaving in the trends produces similar increases mid-

century. Changing seasonality is therefore a cause of changes in monthly variability and

of intermodel differences.

For the regions of particular interest in this study, namely midlatitude continents,

the two datasets show strong agreement on the magnitude of control period variability

81



Chapter 4: Heterogeneous Surface Warming and Midlatitude Temperature Variability

and on the sign of change, with the exception of the Eurasian continental interior, where

CMIP5 has no robust trend. This suggests that it is appropriate to conduct further analy-

sis in ESSENCE only, as it is consistent with the multi-model ensemble.

4.3.4 Qualitative relationship with temperature gradients

The changes in variability found in response to greenhouse gas forcing (outlined above)

are consistent with a relationship with temperature gradients, as follows.

In the northern hemisphere in winter, the dominant and most spatially coherent sig-

nal is a widespread decrease in mod( ∂T̄
∂y ), i.e., a weakening of the meridional temperature

gradient between 35 and 80◦ N (Figure 4.1g). There is also a widespread weakening of

the zonal gradients across the coasts due to changes in the land-sea contrast. It should be

noted that on the west coasts of Europe and North America, the land-sea contrast effect

spreads some way inland (Figure 4.1c and e), for example in Europe (10W-30E), prob-

ably due to the moderating oceanic influence on Western European climate. In general

therefore, advection-driven variability would be expected to decrease, consistent with

the overall changes found above.

In the northern hemisphere in summer, land-sea contrasts increase (gradients

strengthen) and additionally in southern and central Europe there is a strengthening of

the meridional gradient due to the enhanced warming over Spain and the Mediterranean

coast (Figure 4.1f and h). Advection-driven variability would therefore be expected to in-

crease.

In the southern hemisphere, there are no large zonally extending continents in the

midlatitudes so the land-sea contrast is evident only locally. The meridional gradient

signal is a weakening over ocean poleward of 60◦ S and a strengthening equatorward of

here. The decrease in variability in the high latitude ocean in both seasons is consistent

with decreasing temperature gradients, although this could also be directly attributable

to Antarctic sea ice which is projected by the ESSENCE ensemble to decrease.
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4.4 Reconstruction of Temperature Variability

4.4.1 Multiple regression model

To quantify the relationship between variability and thermal advection, and to investi-

gate what portion of the changes discussed above can be attributed to changing tem-

perature gradients and circulation patterns, we construct a multiple regression model.

The variables considered are monthly mean temperature anomalies T′ (processing as de-

scribed above), climatological mean temperature gradients ∂T̄
∂y and ∂T̄

∂x , and geostrophic

wind anomalies u′
g and v′g. Use of geostrophic winds follows van Ulden and van Old-

enborgh (2006) and de Vries et al. (2012); the components are calculated from ESSENCE

SLP poleward of 15◦ latitude (equatorward of here geostrophic balance is not a valid

approximation), assuming constant density of 1.2kg m−3 and Coriolis parameter f calcu-

lated by latitude. Use of geostrophic winds is designed to capture the large-scale flow;

however, in regions where geostrophic winds deviate significantly from the near-surface

wind speed, this can be expected to limit the utility of the model. Regions where this is

observed include the Tibetan plateau, Greenland and the Andes (not shown).

Gradients in both SLP and T are calculated over 11 gridpoints in the x-direction

(18.75◦ longitude) and 7 gridpoints in the y-direction (11.25◦ latitude). These spatial

scales are similar to those in van Ulden and van Oldenborgh (2006) and de Vries et al.

(2012). A simple point difference is used such that, for example,

(∂T

∂x

)

i,j
=

Ti+5,j − Ti−5,j

xi+5,j − xi−5,j
(4.1)

where the subscripts i and j are gridpoint indices in the zonal and meridional directions.

The variables are related using the multiple regression model

T′ = (Aug
′ ∂T̄

∂x
+ Bvg

′ ∂T̄

∂y
) + ǫ ≡ T′

lin + ǫ (4.2)

at each gridpoint, where ǫ is the residual. The regression is applied in the C20 period to

obtain the regression coefficients A and B at each gridpoint.

More advanced methods in the calculation of the temperature gradient (such as av-

eraging over a domain) were found not to affect the results. Likewise, a sensitivity test

using geostrophic height at 850 hPa to calculate the winds reduced the fraction of vari-
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Table 4.1: The notation for temperature anomalies in the linear model discussion

T′
C20 ESSENCE temperatures, C20 period

T′
FUT ESSENCE temperatures, FUT period

T′
lin Linear fit to T′

C20

ǫ Residual T′
C20-T′

lin
T2′u∇T Reconstructed FUT timeseries; both ug and ∇T replaced with FUT val-

ues
T2′∇T Reconstructed FUT timeseries; ∇T only replaced with FUT values
T2′u Reconstructed FUT timeseries; ug only replaced with FUT values
T3′u∇T T2′u∇T + ǫ
T3′∇T T2′∇T + ǫ
T3′u T2′u + ǫ

ance explained by the regression model in general. Therefore SLP was used.

4.4.2 Fraction of variance explained

The correlation coefficient can be viewed as an indicator of the goodness of fit of the

regression. The regression model above equates a temperature anomaly with selected

terms from the tendency equation for temperature, so neglecting temporal variability in

temperature gradients as well as thermodynamic effects (as discussed in the Introduc-

tion). Thus the correlation coefficient quantifies the ability of thermal advection acting

across mean temperature gradients to explain temperature anomalies. Figure 4.5a and b

show the correlation coefficient in both seasons. Correlations are generally higher in win-

ter, particularly in the northern hemisphere. Correlations in winter exceed 0.7 in regions

such as Western Europe, Alaska, and the eastern seaboard of North America- equiva-

lently, 50% of monthly temperature variance in these regions can be explained by vari-

ability in circulation on monthly timescales. In summer, high correlations are restricted

to much smaller geographical areas, in particular on the west coast of Europe, northern

Africa, North America and Australia, and the Arctic coast. Even in these regions, the

variance explained generally does not exceed 40%.

There are various reasons for the spatial and seasonal variation in the fraction of vari-

ance explained. Firstly, in regions of high orography (for example the Rocky Mountains,

Tibetan plateau and the Andes) geostrophic balance based on SLP is not a good approx-

imation. Indeed, the wind components u′
g and v′g are very poorly correlated with the
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ESSENCE 10m wind speed in these regions.

Secondly, the regression model may not capture the main drivers of variability. For

example, in the high Arctic temperatures are strongly moderated by the radiative bud-

get, and the temperature gradient is very variable such that using the mean temperature

gradient is not a good approximation.

The difference between the summer and winter correlations is particularly striking.

This can in many places be linked to summer having either weaker geostrophic winds

(for example in Western Europe) or weaker temperature gradients (in the North Ameri-

can interior and across the coasts of North America, Norway, and East Asia; implicit from

temperature fields, Figure 4.1a and b). The dominant driving mechanism for summer

variability therefore appears to be something other than thermal advection, for example

the radiative and land surface drivers discussed in Section 4.1.2.

4.4.3 Use of the simple model to simulate future change: methodology

The multiple regression model can be used to investigate what portion of the change in

variability discussed in section 4.3.1 can be attributed to changes in thermal advection.

A new time series of temperature anomalies is constructed for the future period using

the linear model with coefficients A and B retained from the C20 regression and winds

and/or temperature gradients calculated from the FUT period of ESSENCE. This is de-

noted e.g. T2′u∇T with the subscripts denoting whether winds, temperature gradients or

both are changed. To retain a comparable level of noise, the control period timeseries of

ǫ is then added to create a modelled timeseries of future temperature anomalies T3′u∇T.

(See Table 4.1 for a full explanation of notation. T2′u∇T is not discussed further.)

The standard deviation of this time series can be compared to σ(T′
FUT) (temperature

anomalies computed directly from ESSENCE). It is then possible to estimate how much

of the projected change in temperature variability in ESSENCE is a direct consequence of

thermal advection. By retaining either control period temperature gradients or winds, the

contribution to changing temperature variability from wind anomalies and temperature

gradients can be partitioned.

This methodology applied directly produces many points at which a nonphysical

change in variability is produced (i.e. an increase of greater than double the maximum

seen in the ESSENCE data, or a decrease of less than half the minimum). These points are
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Figure 4.5: a) and b): The correlation of T′
C20 with T′

lin for winter and summer. c) and d) The

change of standard deviation in the regression model quantified as
σ(T3′∇T)

σ(T′
C20)

. All data is monthly.

e)–h); The fraction of change captured by the linear model;
σ(T3′∇T)−σ(T′

C20)

σ(T3′FUT)−σ(T′
C20)

. Here and in

subsequent figures, data is not available for very high latitudes, where the tight grid spacing is
deemed to make the scales of the zonal gradient calculation inappropriate, or the tropics, where

the geostrophic assumption is invalid. Therefore these areas are excluded from the plots.

generally those in which the mean control or future temperature gradient is very small

(of order 1× 10−3Kkm−1 or less). Therefore any small shift in mean temperature patterns
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produces an increase of order several hundred in the regression and consequently in the

reconstructed time series, because temperature anomalies are modelled as a linear func-

tion of the gradient components. For this reason any temperature gradient component

which is less than 1 × 10−3Kkm−1 in either period is not included in the regression.

Figures 4.5c and 4.5d display the change in temperature variability produced by the

linear model in the case when only temperature gradients are replaced with their 21st

century values (i.e., wind components are retained from the C20 period). Evidently, there

are large regions where this is not a good model. In particular, these include the tropics

and low to mid latitude oceans in both seasons, regions of high orography, and the mid-

latitude continental interiors especially in summer. These regions can be linked back to

those where correlation is small in the C20 period (section 4.4.2), or where temperature

gradient changes are small (section 4.3.4). Over southern hemisphere midlatitude oceans,

the Indian Ocean and southern Eurasia in winter, and over northern China and Eurasia

in summer, the model does not even recreate the sign of change correctly. These regions

are therefore not considered further.

Panel 4.5c shows the results from the linear model for winter. By changing tempera-

ture gradients alone, the decrease in winter variability is qualitatively recreated in Alaska

and Western Canada, the subpolar North Atlantic and much of Europe, the ACC region

west of the Drake Passage, and south Australia. Of these regions, it is of interest to fo-

cus on the quantitative agreement for two regions where there is particularly widespread

agreement in the sign of change, namely, Europe and North America. Panels 4.5e and g

show this agreement for winter. The agreement is quantified by
σ(T3′∇T)−σ(T′

C20)
σ(T3′FUT)−σ(T′

C20)
. A value

less than 0 (dark blue) implies the linear model sign of change is incorrect, and a value of

1 (white) implies the linear model recreates the exact magnitude of change. Over much

of Europe and large regions of North America, over 50% of the projected change in vari-

ability can be reproduced solely using the change in mean temperature gradient.

Over the ocean there are regions where the linear model future variability is over a

factor of two greater than that simulated in ESSENCE. These are regions of decreasing

variability; therefore the discrepancy implies that much of the decrease is caused by pro-

cesses not accounted for in the linear model. Comparison with Figure 4.2 shows that

these regions are those just inside the control period sea ice zone. This is discussed in the

next section.
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In summer (Figure 4.5d), the linear model induces the largest changes at the coasts

(excluding that of Antarctica) and in high latitudes of the northern hemisphere (70–80◦N).

There is also a strong signal inland in northern Africa and over much of Europe. The

linear model correctly reproduces increasing variability in Australia, Europe and north-

ern Africa, India and South America, and off the Arctic coast. There is also scattered

agreement elsewhere, but often in regions where the change simulated by ESSENCE is

small. In subpolar regions (poleward of 60◦) the linear model again underestimates the

projected changes. Increasing variability in other areas is generally underestimated by

the linear model, in particular in India and South America, off the Arctic coast, and to a

small extent in parts of Europe. Panels 4.5f and h show the agreement between the linear

model and ESSENCE for summer. Evidently the linear model is less skilful in summer

than winter, but there are still areas, including southern England, southern Spain and

central Europe, where the change in temperature gradient reproduces 50% of the future

change in variability. Thermal advection does not appear to be an important process in

changing variability in North America in summer.

Circulation changes may also contribute to changes in advection. ECHAM5 (the at-

mospheric model in ESSENCE) shares many features of circulation change with other

models. These include a poleward shift of the westerlies in the southern hemisphere in

both seasons and in the Pacific in winter and a downstream extension of the Atlantic

storm track (not shown; e.g. Pinto et al., 2007). Figure 4.6 shows which of the variabil-

ity changes described above are reproduced when circulation ug is changed in addition

to or instead of temperature gradients. The change induced by circulation changes and

temperature gradients together (Figure 4.6, top) is in the opposite sense to that in the full

simulation across much of the subtropical southern hemisphere ocean. The change in-

duced by circulation changes only is very small (Figure 4.6, bottom), so we conclude that

temperature gradients are more important for explaining future changes in variability.

As the Arctic is a region of distinctive changes in temperature variability which are

qualitatively but not quantitatively recreated by the simple linear model, and due to the

role of Arctic Amplification in changing temperature gradients, we now discuss the Arc-

tic region in more detail.
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Figure 4.6: As for Figure 4.5c) and d) but (top) with
σ(T3′u∇T)

σ(T′
C20)

and (bottom)
σ(T3′u)
σ(T′

C20)
.

4.4.4 Arctic regions

The low correlations in the Arctic (Figure 4.5, panels a and b) suggest that circulation vari-

ability is not a key driver of surface temperature variability here. As is the case anywhere,

this could be due either to dynamical terms neglected in the regression which include

variability in ∇T or to thermodynamic effects. High temperature gradients across the ice

edge and the intraseasonal movement of this edge causes high variability in gradients

themselves, and so if dynamics are the cause it could be expected that including ∇T′ in

the regression would increase correlations and the ability of the regression to reproduce

future change. This can be done either within the regression components (so that e.g.

u′
g

∂T̄
∂x becomes u′

g
∂T
∂x ) or by fitting the model separately to u′

g and ∂T′
∂x . However, sensitiv-

ity tests (not shown) confirmed that neither method notably improves correlations in the

Arctic region, except between 30◦ W and 60◦ E, a region where the simpler description of

thermal advection variability was already producing good results.

This is consistent with temperatures (and temperature variability) in the Atlantic sec-

tor in winter being dominated by thermal advection but elsewhere across Arctic being

dominated by the longwave radiation budget (Serreze and Barry, 2005). The longwave

radiation budget is affected by the extent and depth of sea ice cover as well as the amount
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and type of cloud cover.

4.4.5 Daily variability

A preliminary analysis of variability, its changes, and the 20th century relationship with

thermal advection was also conducted for ESSENCE daily data. These results are sum-

marised below (not shown).

As expected, the C20 standard deviations of daily data are larger than monthly values.

The seasonal and spatial structure is similar, with greater variability in winter, and at

high latitudes or over sea ice, snow, land, and the western boundary currents in the

ocean. Some features differ; for example, the local maximum in monthly variability in

the equatorial Pacific, which can be linked to ENSO, is not as prominent in daily data.

The changes are also consistent with the findings in monthly data, although changes

in daily variability are weaker in the Arctic and stronger over Eurasia than in the the

monthly data.

Finally, the correlations between geostrophic winds and temperature are lower on

daily timescales than on monthly timescales; in daily data, while correlations still exceed

0.6 in some regions, summer correlations in the northern hemisphere are particularly low

(<0.4 everywhere). Therefore, the relative importance of different processes for daily

variability is, as may be expected, somewhat different than for monthly variability. A

detailed analysis of processes acting on daily timescales is left for future work.

4.5 Discussion and Conclusion

This chapter has presented a global assessment of the climatological variability of

monthly and to a lesser extent daily temperatures in the two solstitial seasons, projected

changes, and the role of the thermal advection mechanism. The key findings may be

summarised as:-

• There is a clear spatial pattern and seasonality in the projected changes of the stan-

dard deviation σ of monthly surface air temperature variability. This is robust

across a single model initial condition ensemble (Figure 4.2). Many of these changes

are also robust across the CMIP5 multi-model ensemble (Figure 4.4).
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• The time series of σ averaged over a large region (Figure 4.3) is noisy, showing the

importance of good sampling, such that the use of a large ensemble as is done in

this paper is essential.

• Emergence of the signal is not expected until at least the middle of the 21st century.

• A simple metric of atmospheric thermal advection explains over 50% of 20th century

monthly temperature variability in widespread areas in winter (Figure 4.5c).

• A relatively simple regression model, taking account only of changes in mean tem-

perature gradients, is able to reproduce many aspects of the spatial pattern of

change in temperature variability. Over large regions of Europe and North America

in winter the advection could account for over half of the projected change in tem-

perature variability. The contribution is weaker in summer but still amounts to sev-

eral tens of percent over large regions (Figure 4.5e–h). This suggests that the ther-

mal advection mechanism, whereby anomalous winds (relative to the time mean)

blowing across a region of temperature gradation cause anomalous temperatures

downstream, provides a physical explanation for many of the projected changes in

temperature variability.

Regarding the variability changes themselves, preliminary analysis found similar re-

sults for daily variability. Robust signals of change in the large ESSENCE ensemble thus

add weight to recent papers by Ylhäisi and Räisänen (2014), Screen (2014) and Schneider

et al. (2015) demonstrating changes in daily variability.

Considering the difference between ESSENCE and CMIP5, regions where results are

robust in ESSENCE but not in CMIP5 point to the role of structural differences between

models, rather than internal variability, in the uncertainty.

For winter, our findings on the role of thermal advection are consistent with the link

between variability and zonal gradients proposed by de Vries et al. (2012), and between

variability and Arctic amplification as shown by Screen (2014) and Schneider et al. (2015).

All these papers look at a specific domain (Europe or the northern hemisphere) and at

a specific temperature gradient direction, whereas our model is successful over a large

spread of geographic regions and covers both directions. Moreover, we explicitly recreate

future changes in variability using changed temperature gradients, which no previous

study has done. Thermal advection is found to be important for projected changes in
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Alaska, Western Canada, Europe, south Australia, and subpolar oceans in winter.

In summer, local radiative and land surface processes are more often invoked to ex-

plain changes in variability, with some exceptions; Watterson et al. (2008) showed that

projected changes in summer temperature extremes in south central Australia can be un-

derstood in terms of thermal advection from the hot continental interior, using a simple

model with some similarities to ours. They concluded that it is the increasing temper-

ature gradient, and not changes in wind variability, which dominate the response. Our

results also show a role of the temperature gradient and thermal advection for Australia

in summer, but in the south east (Figure 4.5d). We also find other regions where the effect

of temperature gradients can be seen in summer, for example in Europe, subtropical land

areas, and off the Arctic coast. However, the change induced by the thermal advection

mechanism is, in most areas, less than 50% of the whole, with the local radiative and land

surface processes discussed previously playing a more dominant role.

The regression model is deliberately simple, and yet is able to capture a large propor-

tion of projected changes in temperature variability. It is to be expected that some of the

choices made may have moderate effects on the findings; for example, the influence of

the land-sea contrast on variability near coasts may extend further inland were a differ-

ent lengthscale used. In addition, there are limitations to using the geostrophic wind, in

particular that calculated from SLP, since it itself may be affected by temperature anoma-

lies. However, the winds calculated in this way did provide a good representation of the

near-surface wind speeds in the regions of interest (as discussed in Section 4.4.1), and use

of geostrophic winds has precedent in previous studies of this nature (van Ulden and van

Oldenborgh, 2006; de Vries et al., 2012).

The thermal advection mechanism discussed in this chapter would manifest as

changes in the relationships between circulation and temperature anomalies, as found

in Goubanova et al. (2010) and Masato et al. (2014). For example, the familiar temper-

ature impacts of given circulation regimes such as the cold weather found in northern

Europe in the negative phase of the North Atlantic Oscillation may become less severe in

winter due to reduced temperature gradients (Cattiaux et al., 2010; Osborn, 2011; Masato

et al., 2014; Dong et al., 2011). Cattiaux et al. (2012) found that in each season, circulation

changes (assuming the same relationship between circulation and temperature) are not

the dominant driver of future warming and of increases in interannual variability. This
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is consistent with the findings above that temperature gradient changes are more impor-

tant than circulation changes. These results therefore have important implications for

understanding the impacts of circulation patterns in the future, as well as contributing to

the ongoing discussion about extremes in a more statistical sense. Crucially, changes pre-

dicted by the thermal advection mechanism as outlined in this study can be treated with

added confidence due to the physical understanding underlying heterogenous changes

in mean surface temperature.
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Chapter 5

The Response to Sea Ice in an

Aquaplanet Configuration of

HadGAM1

As discussed in the Introduction, one of the key goals of this thesis is to examine the at-

mospheric response to sea ice forcing in simplified configurations. In this chapter, mod-

elling experiments are performed in an aquaplanet configuration of HadGAM1. Aqua-

planet experiments are a useful tool for examining the purely dynamical behaviour of any

given GCM (Neale and Hoskins, 2000b), and have previously been used for the examina-

tion of the effect of both symmetric and asymmetric SST perturbations in the tropics and

midlatitudes (e.g. Caballero and Langen, 2005; Neale and Hoskins, 2000b; Inatsu et al.,

2002b; Brayshaw et al., 2008). Here, atmosphere-only aquaplanet modelling is extended

to investigate the effect of zonally symmetric sea ice perturbations.

In using an AGCM, aquaplanet modelling is a step up in complexity from simpler

techniques previously used to study the impacts of sea ice loss (e.g. Butler et al., 2010).

On the other hand, since the lower boundary forcings are zonally symmetric, it represents

a notable simplification from most studies into the effects of sea ice (as discussed at length

in chapter 2). Therefore it provides a unique opportunity to investigate the mechanisms

which contribute to modelled responses to changing sea ice conditions.

The key questions investigated in this chapter are-

• What is the response of the jet stream to sea ice change?

• What mechanisms are fundamental to this response?

• At what latitudes, if any, is the atmosphere particularly sensitive to forcing?

• How is the response to a given sea ice forcing sensitive to the background atmo-
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spheric state?

This chapter is structured as follows; the experimental design, in particular the SST and

sea ice forcings, are introduced in section 5.1. The model state in a case with no sea ice

is described in section 5.2. The main body of the chapter examines the response of the

time mean circulation, and its variability, to ice addition (section 5.3). Finally, section

5.4 investigates which aspects of this response are robust and which are sensitive to the

control run circulation; this is achieved through experiments with a different SST profile.

5.1 Experimental Design

In this chapter, zonally symmetric, time invariant sea ice and SST profiles are specified as

forcing in an aquaplanet configuration of HadGAM1 (described in Section 3.3). It is run at

N69L38 resolution, corresponding to 1.875◦ x 1.25◦ in the horizontal. There are 38 vertical

levels extending to 39.3 km (Martin et al. (2006)). The other details of this configuration

are specified below.

5.1.1 Solar, Atmospheric and Aerosol Forcings

Emissions of aerosol, CO2, soot and black carbon are turned off, and ozone is specified

at northern hemisphere annual mean (derived from the standard, late 20th century ozone

climatology for HadGAM). The insolation is specified at perpetual equinox conditions

so that the insolation is both time invariant (excepting the diurnal cycle) and symmetric

around the equator. Equinox conditions are chosen rather than solstice conditions so that

that there is some insolation at high latitudes, otherwise the pole may become unrealisti-

cally cold1.

5.1.2 SST forcing

Figure 5.1 shows three SST profiles. Two of these, denoted SST1 and SST2, are used

in this chapter. The third, QOBSWIDE (on which SST1 and SST2 are based) was used

in Brayshaw et al. (2009) where it was described as representing Northern Hemisphere

1Perpetual equinox is achieved by setting both the Earth’s obliquity (the axial tilt relative to the plane of
orbit) and the eccentricity of its orbit to 0.
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Figure 5.1: SST profiles specified for HadGAM1 experiments. a) SST profiles ‘SST1’ (black),
‘SST2’ (blue), and QOBSWIDE (Brayshaw et al., 2009) (blue dashed). b) As a) but for SST

gradient.

winter SSTs2.

The profiles as a function of latitude φ take the form:-

T(φ; T0, Tφc , r, φc) =











(T0 − Tφc)(1 − rsin2(90
φ
φc

) − (1 − r)sin4(90
φ
φc

)) + Tφc if |φ| ≤ φc

Tφc if |φ| > φc

(5.1)

The parameters are: T0, the temperature at the equator; 0 < r < 1, describing the relative

weighting of sin2 and sin4 terms; and φc, the critical latitude poleward of which SST is set

to the constant Tφc .

For both SST1 and SST2, φc=67◦, T0=301.15 K (28◦C), and Tφc is the freezing tempera-

ture of salt water (below which sea ice would be expected to exist) 271.35 K (-1.8◦C). For

SST1, r=0.25, and for SST2, r=0.5. With these values, SST2 is the same as QOBSWIDE

except that the polar cap temperature is lower. In SST1 the curvature is reduced in the

tropics but increased in mid-latitudes relative to QOBSWIDE or SST2. The SST gradient

in SST1 is therefore increased close to the region where sea ice and the associated surface

temperature front is to be imposed.

5.1.3 Sea Ice Forcing

A control run is conducted with no sea ice3. This is denoted ‘NOICE’. In all other cases,

ice of concentration 100% and thickness 2 m is imposed from the pole to a specified lat-

itude φ1. Thickness and concentation decrease linearly over 5◦ latitude to zero at φ2.

These experiments are denoted ‘INN’, where NN = φ2 (as shown in Table 5.1). These

2QOBSWIDE was in turn a warmer, broader version of QOBS (e.g. Neale and Hoskins (2000b) and
Brayshaw et al. (2008)).

3For computational reasons both polar points are still specified at SIC=100% in this run
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sea ice profiles were chosen to provide a simplified forcing in keeping with the style of

the experiment. SST in all grid boxes containing sea ice is set to 271.35 K (-1.8◦C).

Since the control run contains no ice, all the perturbed runs (with ice added) are in

the opposite sense to the majority of previous studies, which examine the response to

sea ice removal. The ice addition approach enables a constant benchmark in a way that

arbitrarily picking a control ice extent at high or midlatitudes would not. In addition, it

enables comparison of the control run to previous aquaplanet studies.

Since the focus of this thesis is the North Atlantic, ice thickness is set to 2 m, for the

following reasons:-

• This is the default thickness in the Northern Hemisphere in UM atmosphere-only

integrations (Jones, 1993)4.

• Where previous studies have stated the thickness used, this is the most common

value (Seierstad and Bader, 2009; Blüthgen et al., 2012; Screen et al., 2013b).

• While sea ice thickness is very heterogeneous, and multi-year ice may have thick-

4Southern hemisphere ice is typically thinner, and the default thickness there is 1 m (Jones, 1993).

Experiment Lowest Latitude
with c=100% (φ1)

Highest Latitude
with c=0% (φ2)

Ice Extent Ice Area

NOICE 0.02 0.02
I80 85 80 3.41 2.26
I75 80 75 7.98 6.12
I70 75 70 14.44 11.87
I65 70 65 22.73 19.48
I60 65 60 32.79 28.88
I55 60 55 44.53 40.00
I50 55 50 57.89 52.75
I45 50 45 72.73 67.05

Region and Period Ice Extent Ice Area

NH climatology Sep (month of minimum) 6.5 4.4
NH climatology Mar (month of maximum) 15.5 13.7
SH climatology Feb (month of minimum) 3.0 1.9
SH climatology Sep (month of maximum) 18.8 14.5
NH 2012 Sep mean (month of record minimum) 3.6 2.36

Table 5.1: Top: The sea ice extent and area (106 km2) in each hemisphere for all experiments.
NOICE has a non-zero area due to polar sea ice point. Bottom: Sea ice climatology for 1981–2010
for both Northern Hemisphere (NH) and Southern Hemisphere (SH), derived from the NSIDC
Sea Ice Index (Fetterer et al., 2002) (Section 2.1.1). Observed NH areas are a lower bound on the
true values as there is a small polar area of 0.31–1.19 106 km2, depending on the year, which is

outside the range of the satellites.
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nesses of 5 m or more, 2 m is close to the average depth of first-year Arctic ice in late

winter (Kwok et al., 2009), and there is a growing proportion of first-year ice in the

Arctic.

The extents and areas in the different experiments are presented in Table 5.1 for com-

parison with observed values. While ice in the Northern Hemisphere is observed as far

south as 45◦ (Serreze and Barry, 2005), this is only in highly localised regions in marginal

seas, and at maximum extent. The climatological maximum and minimum extents are

closest to the experiments I70 and I75, respectively, while the record minimum observed

in September 2012 is most similar to I80 (Table 5.1). Some of the forcings presented here

are therefore large in the context of 21st century northern hemisphere sea ice. Large ex-

panses of the Eurasian and North American land masses north of 45◦N have surface

temperatures below freezing in winter (Figure 4.1a) so there are cold surface tempera-

tures at these latitudes. Moreover, the cases with most ice may have particular relevance

to past climates and to the southern hemisphere, where sea ice surrounding Antarctica

extends to between 55◦S and 65◦S in winter (e.g. Kidston et al., 2011b).

5.1.4 Spinup, Run Length, and Data Processing

The aquaplanet simulations are run for five years. The time evolution of area-mean sur-

face temperature, lower tropospheric temperature and lower tropospheric zonal wind

suggests that the ice-atmosphere system is spun up by 5–6 months into the integration

(not shown), whether the averages are taken globally or only poleward of 45◦. The first

year of simulation is therefore discarded to ensure that the atmosphere is spun up.

The hemispheres can be assumed to be independent and so within this chapter, all

analysis uses data from both hemispheres. For example, time mean plots show the aver-

age over both hemispheres for years 2–5. The overbar denoting time mean is in general

dropped for ease of presentation, and a time mean should be assumed unless noted oth-

erwise. Moreover, in all axis labels, ‘latitude’ refers to ‘absolute latitude’.

In the model output, when the surface pressure is below 1000 hPa, variables on pres-

sure levels are not extrapolated to the 1000 hPa surface. Rather, the data appears as zero.

Variables are therefore only presented for 925 hPa and above. However, in three of the

experiments (I55, I50 and I45) the surface pressure response is strongly negative over the

pole, such that there is often also missing data at 925 hPa. Therefore, variables presented
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at 925 hPa (temperature and zonal wind) are only averaged over valid time points, de-

termined by evaluating the 6 hourly data. This generally affects results polewards of 70◦

latitude.

5.2 The Control Run: ‘NOICE’

This section introduces the basic structure of the atmospheric circulation in the NOICE

run (forced with SST1).

The time-mean zonal-mean zonal wind [ū] is shown in Figure 5.2a. The maximum of

[ū] in the control run is 35 ms−1 at approximately 200 hPa and 47◦ (Figure 5.2a). The max-

imum at 850 hPa is 16 ms−1 and is at the same latitude on the model grid. A stratospheric

polar vortex is evident poleward of 55◦ and above 50 hPa.

Direct comparisons with observations are difficult since these experiments are not

designed to exactly simulate any one season; nor is a symmetric planet with an isother-

mal cap a very accurate description of either hemisphere. Nevertheless, the zonal wind

structure can be compared to early winter (December and January) in the North Atlantic

(Figure 5.2b); the eddy driven jet is of comparable magnitude to the subtropical jet, and

the winter polar vortex is apparent. The structure is also very similar to that in Brayshaw

et al. (2009) using QOBSWIDE, although SST1 produces a slightly stronger and poleward

shifted eddy driven jet than QOBSWIDE. This is consistent with the poleward shift of the

maximum surface temperature gradient and the increased pole-to-equator temperature
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Figure 5.2: a) Zonal-mean zonal wind (shading) and temperature (contours) in the NOICE
experiment. b) December 1981–2010 zonal-mean zonal wind over the Atlantic basin, 60W–0E, in

NCEP/NCAR reanalysis (Kalnay et al., 1996).
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difference in SST1 relative to QOBSWIDE (Figure 5.1).

Figure 5.3 shows the precipitation P, meridional mass streamfunction ψ, Eady growth

rate σBI , and band-pass filtered covariances u′v′ and v′T′. P (Figure 5.3a) has a maximum

at 10◦ and a secondary maximum around 40◦. The primary maximum is almost exclu-

sively convective precipitation, and its offset from the equator is suggestive of a dou-

ble ITCZ, which is also found in other aquaplanet models (Neale and Hoskins, 2000a),

including HadAM3. The meridional mass streamfunction (Figure 5.2(b)) indicates a

Hadley cell extending to just poleward of 30◦, with a maximum strength of 10×1010 kg

s−1.

The secondary precipitation maximum is dominated by large-scale precipitation (Fig-

ure 5.3a) with a secondary contribution from convective precipitation. This secondary

precipitation maximum is approximately co-located with the lower-level zonal wind

maximum near 50◦, consistent with its having a strong contribution from cyclone pre-

cipitation in the storm track associated with the EDJ.
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Figure 5.3: Features of the atmospheric circulation in NOICE: (a) Precipitation and the
contribution from convective and large scale precipitation. (b) Meridional mass streamfunction.

(c) Eady growth rate at 850 hPa. (d) Covariance measures of the storm track.
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The low-level baroclinicity (Figure 5.3c) has two maxima, at 26◦ and 49◦. Both these

maxima are co-located with local maxima in the temperature gradient at 850 hPa (see

later, Figure 5.5d), suggesting that this component largely determines the structure with

static stability playing a weaker role. The peak in temperature gradient (and baroclin-

icity) at 49◦ can be linked to the maximum in the surface temperature gradient, and the

peak at 26◦ to the edge of the tropics. The low level poleward heat flux by transient ed-

dies, v′T′ (Figure 5.3d, solid line) has a single maximum at 48◦. This is co-located with

the poleward of the two peaks in the baroclinicity, and with the low level zonal wind

maximum. Finally, u′v′ at 250 hPa has a maximum at 42◦ (Figure 5.3d, dashed line). This

is consistent with convergence of westerly momentum into the core upper-level jet region

at 48◦ by transient eddies (2–6 days, capturing the role of synoptic storms which grow as

a result of the baroclinicity) providing the driving mechanism for the eddy driven jet.

5.3 The Response to Ice Addition (SST1)

5.3.1 The time-mean response

5.3.1.1 Temperature

The zonal mean temperature response to ice addition is shown in Figure 5.4. The dom-

inant signal in all cases is of statistically significant low-level cooling above the added

ice. This cooling further extends at least 10◦ equatorward of the imposed ice edge. The

surface temperature response is shown in Figure 5.5a. In I70, a ‘real-world-like’ extent,

the surface temperature drops to 250 K at the pole (-23◦C, anomaly -25◦C) and in the most

extreme case considered I45 it reaches 233 K (-40◦C, anomaly -42◦C).

The realism of such temperatures can be evaluated by comparison with March surface

air temperature in reanalysis, since March is the month of maximum extent and therefore

most comparable. Over the period 1981–2010 average March temperatures reach approx-

imately -30◦C north over the thick ice north of Greenland and are below -25◦C across the

central Arctic ocean (NCEP/NCAR reanalysis, not shown). Therefore, despite the simple

aquaplanet configuration in these experiments, the temperatures being simulated over

sea ice in these experiments appear broadly consistent with what would be expected in

more realistic settings.
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Figure 5.4: The zonal mean temperature response to ice addition. The shading depicts the
anomaly from NOICE, the black contours the NOICE simulation and the grey contours the

perturbed simulation (both black and grey contour interval 10 K). Stippling indicates
significance at the 95% level in a two tailed student’s t-test. The wedge on the x-axis indicates the

latitudinal extent of sea ice.
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That ice addition induces a surface cooling can be understood from the surface energy

budget. Sea ice acts to insulate the warm ocean surface and the associated moisture

source from the atmosphere, and so decreases the sensible and latent heat fluxes from the

ocean to the atmosphere. At high latitudes, in this model, the direction of the surfaceheat

flux reverses when ice is added (not shown). In addition, sea ice has a high albedo α (in

the range 0.5 < α < 0.8, dependent on surface temperature; Section 3.3.4) and so the net

down shortwave flux at the surface is significantly decreased when ice cover is increased.

It is noted that, due to the fixed SSTs in the NOICE simulation and at low latitudes in all

simulations, the lower boundary in the model is not able to equilibrate to the radiative

conditions, so the model is not in radiative balance.

The cooling weakens strongly with height (Figure 5.4). From I65 onwards there is a

secondary feature of mid-tropospheric warming centred on 50◦ and cooling centred on

40◦. There is also a polar stratospheric response, of cooling in cases I80–I60 and warming

for I55, I50 and I45.

5.3.1.2 Temperature gradient

Figure 5.5b, d and f show
∣

∣

∣

d[T]
dy

∣

∣

∣
, the absolute value of the meridional temperature gradi-

ent, at the surface, 850 hPa and 500 hPa for each experiment. The absolute value is plotted

so that a positive anomaly implies a strengthening of the gradient.

The surface temperature response is very tightly tied to the ice forcing, as discussed

in the previous section. In the perturbation experiments, there is a very sharp spike in the

surface gradient over the five degree zone where SIC is increasing from 0 to 100%. Fur-

ther poleward, where SIC=100%, the temperature gradient has a smooth profile (Figure

5.5b).

On the other hand the temperature response in the free troposphere, shown at 850 hPa

and 500 hPa (Figure 5.5d and f) is mediated to a greater extent by the response of the at-

mospheric circulation, for example through heat transports and latent heating (discussed

later). At these levels, the response differs between the strongest forcing cases (I45, I50

and to some extent I55; purple/grey lines) and the rest.

In the case of weaker forcing (I60–I80) there is a local maximum in the absolute gra-

dient at 850 hPa directly over the transition from open water to sea ice (Figure 5.5d). For

I65 and I60, the gradient at 500 hPa (Figure 5.5f) is perturbed everywhere poleward of 25◦
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Figure 5.5: The temperature response to ice addition: temperature and the equator-to-pole
temperature gradient at the surface, 850 hPa and 500 hPa.

although Figure 5.4 suggests that this may not be significant everywhere. There is a small

poleward shift of the two maxima, with the maximum near 50◦ reducing in importance

relative to that at 30◦.

In the strongly perturbed experiments I50 and I45, the gradient at 850 hPa is strength-

ened everywhere poleward of 25◦ (Figure 5.5d), particularly poleward of 50◦. The local

extrema shift poleward and the maximum, now between 55 and 60◦, strengthens; in I45

its magnitude doubles. In these two experiments the structure at 500 hPa is also changed

by a large amount (Figure 5.5f); the midlatitude maximum, previously at 50◦, moves over

10◦ poleward. I55 is a transition case, with behaviour at 500 hPa that is in between that

of I60 and that of I45 or I50. These two types of behaviour (or three, if I60/I65 are also

viewed as different from I70/I75/I80) are discussed further in Section 5.3.1.4.
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Figure 5.6: The zonal mean zonal wind response to ice addition. The shading depicts the

anomaly from NOICE, and the black contours the NOICE simulation (contour interval 5 ms−1).
Other details as Figure 5.4.
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5.3.1.3 Zonal wind

The zonal-mean zonal wind response is shown in Figure 5.6, overlaid with the NOICE

wind contours. Ice addition forces an intensification on the poleward flank of the jet, a

reduction in or near the jet core, and an intensification of the subtropical flank of the jet.

This structure is robust in all experiments except the weakest forcing cases I80 (where the

response is non-significant) and to a lesser extent I75. The anomalies increase nonlinearly

with the ice edge latitude (note nonlinear colour bar in Figure 5.6).

Figure 5.7 shows zonal wind integrated over 850–500 hPa, a measure of the eddy-

driven jet, and at 250 hPa which captures both the subtropical and eddy driven compo-

nents of the jet. For the weaker forcings (I60–I80, oranges and greens), the anomalies

(discussed above) do not change the latitude of the jet maximum, only affecting the pole-

ward flank. In contrast, the strongest forcings (I55, I50 and I45, purples/greys) force a

more sizable change in the jet structure. In I55 the EDJ at low levels is shifted poleward

and broadened, but its maximum is reduced (Figure 5.7a). In I50 and I45 the EDJ is again

shifted poleward and broadened, but its maximum is also increased (Figure 5.7a). The

upper level jet anomalies actually constitute a weakening of the EDJ maximum in all

cases except I45 (Figure 5.7b), although the zonal wind increases locally on the poleward

flank.

The zonal wind adjustments must be locally consistent with the temperature anoma-

lies via thermal wind balance. Therefore, the strengthening of low level temperature

gradient (Figure 5.5d) is linked to the increase in vertical wind shear in the lower tropo-

sphere (Figure 5.6). The temperature gradient weakens at middle latitudes (40–55◦) and

pressures (700 – 300 hPa; Figure 5.4), consistent with the reductions in vertical wind shear

here.

5.3.1.4 Response clustering

In examination of the temperature and zonal wind response, there has been a clear sepa-

ration between the response of the strongest forcings (I45, I50 and to a lesser extent I55)

and the rest. Furthermore, the strength of the zonal wind response (Figure 5.7) suggests a

possible further separation between the weakest cases (I80, I75 and I70) and the moderate

cases (I65 and I60), although this is a somewhat more subjective distinction; I70 could be
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Figure 5.7: The time-mean, zonal-mean zonal wind response to ice addition. (a) Vertical average
over 850–500 hPa. (b) At 250 hPa.

grouped rather with I65 and I60. The discussion hereafter will be simplified by grouping

the forcings into clusters: ‘WEAK’ (I80, I75 and I70), ‘MODERATE’ (I65 and I60), and

‘STRONG’ (I55, I50 and I45), and only a subset of the experiments will be presented. The

responses in the ‘WEAK’ forcing cases are small, but of interest because these ice extents

are closest to those observed in the real world (Table 5.1).

Figure 5.8 shows the potential temperature response (c.f. the temperature response in

Figure 5.4) for cases representing each cluster. This will be helpful in the following dis-

cussion, but also helpfully summarises the temperature responses; all cases have a dome

of cooling over the pole, and MODERATE and STRONG additionally have a mid tropo-

spheric midlatitude warming. WEAK and MODERATE cases have polar stratospheric

cooling while STRONG cases have polar stratospheric warming.
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Figure 5.8: The zonal mean potential temperature response to ice addition. The shading depicts
the anomaly from NOICE, the black contours the NOICE simulation and the grey contours the

perturbed simulation (both black and grey contour interval 10 K). The wedge on the x-axis
indicates the latitudinal extent of sea ice.
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5.3.1.5 Dynamics of the response

WEAK and MODERATE cases

This section considers the WEAK and MODERATE cases only, depicted by green and

orange lines in Figure 5.9.

Figures 5.9a and b show the Eady growth rate σBI at in the lower troposphere

(850 hPa) and mid troposphere (500 hPa). The low level Eady growth rate change for

these cases is dominated by an increase at high latitudes and a peak over the ice edge.

This is similar to the changes in meridional temperature gradient (Figure 5.5d), suggest-

ing that the changing temperature gradient plays a dominant role. However, the growth

rate is also a function of static stability N2. The contributions of the two components are

quantified in Figure 5.9c for the I60 case; the NOICE eady growth rate at each latitude

is multipled separately by the proportional change in du
dz and in 1√

N2
. This shows that

the change in meridional gradient does indeed dominate the change in growth rate, but

that its effect is partially offset at high latitudes by the increasing static stability. This

increasing static stability is a result of a stronger increase of potential temperature with

height over ice (Figure 5.8). In the mid-troposphere (500 hPa), the much smaller change

is almost entirely determined by the meridional gradient change (not shown).

The combination of the two effects, at 850 hPa, is that in the WEAK forcing cases there

is little change to the main baroclinic zone at 49◦, while in the MODERATE case this

zone extends poleward (Figure 5.9a). The response of the stormtracks can be seen in the

transient fluxes of heat and momentum, v′T′ and u′v′. Figure 5.9c shows v′T′ at 850 hPa;

this is sufficiently close to the surface that large shallow positive anomalies can be seen,

which are associated with the strong temperature gradient across the ice edge and with

the peak in baroclinicity. The response of u′v′ at 250 hPa (Figure 5.9d) is confined to the

poleward flank and is small.

Anomalies in the EP flux and its divergence for transient eddies (2–6 days) are shown

in Figure 5.10b for representative case I60 (MODERATE). Anomalous divergence (red

shading) of the EP flux signifies that anomalous transient eddy fluxes are acting to ac-

celerate the jet. In the WEAK (not shown) and MODERATE forcing cases, the EP flux

anomalies are dominated by anomalous vertical convergence of v′T′ in the lower tropo-

sphere (850–600 hPa) over the imposed ice edge. This anomalous convergence is very

shallow. The dominant effect then, is of a local and shallow response.
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(a) Eady growth rate σBI at 850 hPa
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(b) Eady growth rate σBI at 500 hPa
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(c) σBI decomposition at 850 hPa, I60
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(d) σBI decomposition at 850 hPa, I45
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(e) v′T′ at 850hPa (2–6 day band pass filter)
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(f) u′v′ at 250 hPa (2–6day band pass filter)
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Figure 5.9: Storm track response to ice addition. (a) Eady growth rate at 850 hPa; (b) As a) but at
500 hPa. (c) Eady growth rate at 850 hPa, decomposition into contributions from vertical wind

shear and static stability, I60. (d) as c) but for I60. (e) Transient heat flux v′T′ at 850 hPa. (f)

Transient momentum flux u′v′ at 250 hPa. Both v′T′ and u′v′ are band pass filtered here and in
subsequent plots, as described in Section 3.4.3.

The precipitation (Figure 5.11) reinforces this view. When ice is added, precipitation

increases between its NOICE maximum at 50◦ and the ice edge and decreases polewards

of the ice edge. Partitioning this response (Figure 5.11b, for I60 as a representative case),

large scale precipitation increases at all latitudes poleward of 50◦, consistent with the

storm track response. However, over the ice, a decrease in convective precipitation (con-

sistent with a reduced moisture source and increased static stability) dominates, leading

to a decrease in total precipitation.

STRONG cases

Under STRONG forcing there is a poleward shift and strengthening of the baroclinic
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(a) NOICE
 ; 2-6 day bp filter
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(b) I60-NOICE (MODERATE)
 and zonal wind anoms (4ms  interval) and temperature
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(c) I45-NOICE (STRONG)
 and zonal wind anoms (4ms  interval) and temperature
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Figure 5.10: EP flux for transient eddies (2–6 days), and its divergence, in selected experiments.
a) EP flux (arrows) and its divergence (shading), zonal mean zonal wind (black contours) and

potential temperature (grey contours, to 350 K only). b) The anomalous EP flux (arrows), EP flux
divergence (shading), and zonal mean zonal wind (black contours, interval 4 ms−1) in I60
relative to NOICE, and the potential temperature in NOICE (grey contours, to 350 K only).

Scalings follow Edmon et al. (1980).

zone at 850 hPa, and a poleward shift of the baroclinic zone at 500 hPa (Figure 5.9a and

b, purple/grey lines). Again, the change at 850 hPa is dominated by an increase in the

temperature gradient or equivalently vertical wind shear, with static stability moderating

the increase (Figure 5.9d). There is a poleward shift and an increase in the low-level heat

flux v′T′ (Figure 5.9c). This is qualitatively similar to the response in the baroclinicity,

which is physically consistent as it is the baroclinicity which leads to the disturbances in

which the heat flux occurs. However, the heat flux increase is larger; in I45 its maximum

increases by more than a factor of two relative to NOICE. u′v′ at 250 hPa also responds
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(a) Total precipitation
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(b) Partitioning into convective and largescale
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Figure 5.11: Precipitation response to ice addition a) the total precipitation for a wide range of
ice extents and b) convective and large-scale contributions to precipitation, I45, I60 and NOICE.

strongly to STRONG forcing (Figure 5.9d). There is a poleward shift of the maximum

(from 43◦ to 51◦), and additionally in I50 and I45 a slight increase of the maximum. Posi-

tive anomalies extend to the pole such that u′v′ is now positive everywhere poleward of

the maximum. The decrease in momentum flux out of the subtropics is consistent with

the increase in the subtropical jet maximum (Figure 5.7b), while the shift in the momen-

tum flux convergence region ( du′v′
dy < 0) is consistent with the poleward shift of the eddy

driven jet maximum. Again, the EP fluxes, shown for I45 (Figure 5.10d), reinforce this

view. The anomalies in the divergence now extend to the upper troposphere, and have a

stronger contribution from u′v′ than in the WEAK and MODERATE forcings. When only

the horizontal component (u′v′) is plotted, the anomalies are very closely associated with

the zonal wind anomalies (not shown).

The STRONG forcings therefore result in a much larger response, and, while the

anomalies are in a similar location to those in the WEAK and MODERATE cases, they

cause a fundamental shift in the atmospheric state. Moreover the response is no longer

locally confined. This can also be seen from the precipitation (Figure 5.11a and b). As in

the weaker cases, large scale precipitation in the STRONG case (I45 is shown in Figure

5.11b) increases over open ocean poleward of 30◦. Over the ice the large scale precipi-

tation response varies; it is a decrease in I45 (Figure 5.11b, dotted lines) and an increase

in I50 and I55 (not shown). Convective precipitation (CV; dashed lines in Figure 5.11b)

decreases over the ice and as far equatorward as 40◦ (again this is the same as in the

weaker case). However, there is now also a response in CV in low latitudes; equatorward

of 40◦, the CV structure shifts equatorward and its maxima increase. This convective pre-

cipitation response is the leading contributor to the changes in total precipitation at these
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latitudes (Figure 5.11b).

Temperature response

Having examined the dynamics of the response, the tropospheric temperature response

structure which was shown in Figure 5.4 can be better understood. The features of inter-

est are

• The deep cooling over the ice and in particular its vertical structure, which is rele-

vant to the debate over the causes of Arctic amplification in the real atmosphere;

• The mid-tropospheric mid-latitude warming in the MODERATE and STRONG

cases (at 50◦) and the cooling equatorward of here;

• The different response in the polar stratosphere in the STRONG case from that in

the WEAK and MODERATE cases.

These features are now discussed in turn.

As discussed in section 5.3.1.1, the polar surface cooling is an expected consequence

of the addition of sea ice. The deep and dome-like structure of the polar tropospheric

warming however is of interest. As seen from the potential temperature response (Figure

5.8), the structure of the response over the pole is very similar to the structure of the full

field in the ice addition experiment- the anomaly contours roughly follow the isentropes.

This suggests that the minimum latitude of the surface temperature anomaly sets, to first

order, the vertical structure of cooling, consistent with strong mixing along isentropic

layers. However, the change in gradient of the isentropic slopes (comparing grey and

black contours, Figure 5.8) suggests that this is not the full story and that other diabatic

processes are also acting to modify the structure, as discussed in the following paragraph.

Firstly, at high latitudes, there is a large decrease in specific humidity (Figure 5.12).

The percentage change is approximately constant in isentropic layers. Therefore, there is

less LW radiation absorption by the atmosphere, contributing to cooling, lifting the isen-

tropes. Secondly, the combined effect of the decrease in specific humidity and decrease

in temperature is to increase relative humidity, so cloud increases (not shown). This fur-

ther increases planetary albedo and further cools the surface. Finally, the decrease in

precipitation over the poles (Figure 5.11) also contributes to a decrease in latent heating.

The midlatitude (45◦–60◦) mid-tropospheric warming, of up to 2 K, is inconsistent

with the local effect of the precipitation decrease (Figure 5.11) which would cause latent
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Figure 5.12: The zonal mean specific humidity response to ice addition. The shading depicts the
percentage anomaly from NOICE, and the black contours the NOICE simulation. This figure

uses a logarithmic scale for the specific humidity so that high latitude features can be seen. It is
only plotted as far as 200 hPa, since only the troposphere is of interest (because the stratosphere

is very dry).

cooling. An alternative explanation is found in the meridional overturning streamfunc-

tion. The change in the streamfunction (Figure 5.13a, comparing grey I45 contours with

black NOICE contours) is consistent with strengthening of the Hadley cell, local ascent

over the ice edge (a feature previously reported over surface SST fronts, e.g. Minobe et al.

(2008)), and expansion of the Ferrel cell. This expansion is a manifestation of the pole-

ward extension of the baroclinic zone and extratropical jet discussed earlier. In particular,

I45 has descent as far poleward as 55◦, where NOICE had ascent. Such descent would

cause anomalous adiabatic warming.

As a step towards quantifying this effect, Figure 5.13b shows the expected anoma-

lous heating/cooling rate in I45 relative to NOICE as a result of changed vertical mo-

tion across isentropes. This is calculated as -ω′ ∂θ
∂p , where ω′ is the I45-NOICE difference

in time-mean vertical pressure velocity, and the potential temperature gradient is cal-

culated in the NOICE experiment. The meridional extent of the midlatitude warming

region (approximately 45 to 60◦) is consistent with the meridional extent of the tempera-

ture anomaly, although the vertical structure is different. At the point of maximum tropo-

spheric potential temperature anomaly (2.5 K at 400 hPa and 55◦; Figure 5.8c), the magni-

tude of this anomaly reaches around 0.6 K/day, which given typical damping timescales

in the troposphere of over 10 days would result in a larger anomaly than the 2.5 K. How-

ever, as discussed above this process is competing with others, such as latent cooling.

Therefore this seems like a suitable candidate for explaining the anomalous warming
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exists here.5
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Figure 5.13: a) Meridional mass streamfunction ψ, units 1010 kg s−1, for NOICE (black) and I45
(grey). Negative contours dashed. b) Anomalous heating rate in I45 relative to NOICE, units

K/day, due to anomalous vertical motion across NOICE isentropes; see text.

The final element of interest is the change in the character of the polar stratospheric

response (above 300 hPa) between the WEAK/MODERATE cases, where the stratosphere

cools relative to NOICE, and the STRONG cases, where it warms. These are consistent

with changes in v′T′ (all timescales); in the lower stratosphere (250–150 hPa) there is an

increase in the magnitude of these fluxes in mid-to-high latitudes (not shown, but see

increase of the vertical component of EP flux in Figure 5.10). For I45, these changes cause

the upper level heat flux maximum to move poleward, to between 60◦ and 70◦ depending

on the pressure level considered, which could alter the stratospheric temperature. The

effect of anomalous time-mean vertical motion in the polar stratosphere in I45 would

appear to be a cooling one (Figure 5.13), so changes in the time-mean vertical circulation

in the stratosphere do not explain the warming.

Summary

Following the above discussion, the response can be summarised as follows:-

• In the WEAK and MODERATE cases, there is cooling over the ice, largely confined

to the lower troposphere. The tropospheric structure of this polar cooling is largely

set by the isentropic surfaces intersected by the surface anomaly, reinforced by ra-

diative and diabatic feedbacks. The increase in local surface and near-surface baro-

clinicity caused by the ice edge and ice induces a pertubation in the storm track,

5Tendencies due to different processes, including advection, were not returned as diagnostics from the
simulations and so the roles of these processes can not be directly assessed.
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but the perturbation is separated from the main baroclinic zone and storm track

and the response remains shallow

• In the STRONG cases, the cooling over the ice extends to the mid troposphere.

The ice edge perturbs the maximum surface baroclinic region, and there is also a

perturbation to baroclinicity in the mid troposphere due to the deep cooling set by

isentropic surface. Eddy activity persists into the upper troposphere, and there is

a large scale change in the circulation, with a poleward expansion of the Ferrel cell

and poleward shift of the eddy driven jet.

5.3.1.6 Projection onto control state EOF

As discussed in Section 2.4.2, responses to forcings and in particular sea ice removal are

often described in terms of their projection onto atmospheric modes of variability. Such

a framework can be a useful way of describing the general characteristics of a response.

However, it may also mask information found by examining the full fields. In what

follows, the response is split into that which projects onto the NOICE modes of variability

and the residual which does not. The annular mode represents a self-consistent set of

eddy-mean flow feedbacks acting to vary the jet, so such a separation aids understanding

of the importance of the different mechanisms.

Here, the modes of variability are quantified as the first two EOFs (Empirical Orthog-

onal Function; Section 3.4.1) of daily-mean zonal-mean zonal wind, vertically averaged

over 925–700 hPa. These pressure levels capture variability associated with the low-level

eddy driven jet. Taking EOFs of the two dimensional (latitude-height) field did not add

information relative to the one dimensional analysis. Vertically averaging over a differ-

ent choice of pressure levels, or using the full 2D fields, produced PC timeseries that are

correlated at r>0.94 with the PC timeseries obtained with the original choice.

EOF1 of the NOICE state is a dipole around 50◦, which is close to the maximum of

the time mean field (Figure 5.14). EOF2 has a primarily tripolar structure. Physical pro-

cesses (shifts, pulses and broadenings) cannot necessarily be linked to EOF structures

(monopoles, dipoles, or tripoles) (Monahan et al., 2006). However, a dipole around the

mean maximum position is a somewhat special case (Monahan et al., 2006) and is pri-

marily the result of a shift, i.e. change in position, of the jet. The latitude-height anomaly

associated with EOF1 (Figure 5.14b) is also a dipole. This is immediately comparable in
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(a) Zonal mean wind, EOF1 (dashed) and EOF2
(dotted)
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(c) I60-NOICE zonal wind
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Figure 5.14: EOFs of vertically-integrated daily zonal wind in the NOICE experiment. a) The
zonal wind anomalies associated with EOF1 (dashed) and EOF2 (dotted) (see text for details),

and the mean zonal wind field (solid line). The cross denotes the latitude of maximum
time-mean zonal wind. b) The zonal mean zonal wind anomalies associated with EOF1. c) The

anomaly in response to ice addition, I60-NOICE (see Figure 5.6e)

structure to the wind anomalies observed in response to ice addition, in particular with

respect to the latitude of the node (50◦) shown for example for I60-NOICE (Figure 5.14c).

Figure 5.15 shows the projections of the zonal wind response onto NOICE EOF1 and

EOF2. For MODERATE and STRONG forcings, the response is well described by a pro-

jection onto EOF1 (Figure 5.15). However this is not the case for the WEAK forcing ex-

periments.

The residual response after removing the projection onto EOF1 is of positive anoma-

lies south of the jet maximum and at high latitudes (yellow line), corresponding to a

broadening of the jet. The structure of this residual bears some similarity to EOF2 (blue

line).
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Figure 5.15: The [u] response associated with EOF 1 and 2. For each experiment: the anomaly
(black), projection onto EOF1 (red), residual (yellow) and projection onto EOF2 (blue). Again [u]

refers to the vertical integral over 925–700 hPa. The value PC1 and PC2 are the projection
strengths onto EOF1 and EOF2 respectively.

5.3.2 Understanding jet variability: EOFs and the jet latitude index

The discussion thus far has focussed on understanding the response of the mean atmo-

spheric circulation to the imposed forcing. However, the variability of features such as

the jet has been the subject of many recent theories. Here, two simple metrics are anal-

ysed to examine this problem:

• EOF1 of zonal-mean zonal-wind
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• The jet latitude index (JLI).
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Figure 5.16: EOF1 structures for each experiment. The values on the upper x-axis give the
percentage of variance explained by EOF1. The crosses give the latitude of the maximum

time-mean, zonal-mean zonal wind.

EOFs are calculated as discussed in Section 5.3.1.6 for each experiment, and shown

in Figure 5.16. For each experiment (abscissa), the shading displays the EOF1-associated

anomaly at each latitude and the cross denotes the latitude of maximum time-mean zonal

wind [ū]. Firstly, the shift of the mean jet can be seen in the movement of this cross to

more poleward positions in the strong ice forcing experiments. When viewed across all

experiments, the EOF moves with the westerlies.

Barnes and Polvani (2013) found evidence of an effective poleward limit on jet latitude

in climate models, imposed by wavebreaking restrictions; in their experiments the EOFs

of more poleward jets increasingly resembled a ‘pulse’ rather than ‘shift’, demonstrating

a limit on the poleward extension of the EOF. There is some limited evidence of this in the

present experiments, as between the MODERATE and STRONG experiments, the mean

jet shifts poleward (from approximately 50 to 55◦) while the poleward centre of action

of the EOF does not move. However this only occurs across this subset of experiments.

Moreover the EOF in this case is already much further poleward than that in Barnes and

Polvani (2013).

The timescale of EOF1 (calculated as the e-folding autocorrelation of the PC time-

series) is approximately 2.5 weeks for the NOICE case, increasing to 3.5 weeks for the I55

case. This timescale dramatically reduces to approximately one week for the I50 and I45

cases. For the cases with a favoured position, i.e., all except I55, this is consistent with
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equatorward jets being more persistent (e.g. Barnes et al., 2010).

The second measure considered is the jet latitude index (JLI; Section 3.4.2). The JLI

calculation is performed on zonal-mean wind averaged between 925 and 700 hPa in order

to capture the eddy driven jet variability. The statistical distributions of the jet speed

ujet and jet latitude φjet are examined below. This analysis allows the examination of jet

variability and in particular the possibility of regime behaviour.
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0 2 4 6 8 10 12 14 16 18
relative frequency (%)

45 50 55 60 65 70 75 80 85 90

Ice cap minimum (abs.) latitude

40

50

60

70

Je
t (

ab
s.

) 
La

tit
ud

e

(c) φjet:NH
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(d) ujet
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Figure 5.17: The PDF of jet latitude φjet (top) and speed ujet (bottom), as derived from
daily-mean [u], vertically averaged over 925–700 hPa. Panels a) and d) show results for the full

dataset; b) and e) for the ‘Southern Hemisphere’ only; and c) and f) for the ‘Northern
Hemisphere’ only. Crosses denote mean φjet (a,b,c) and ujet (d,e,f).
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Figure 5.17 shows the PDF of both φjet (top) and ujet (bottom) for all the ice forcing

cases. Panels a and d show the results for the full dataset. The modal latitude of the

jet (just equatorward of 50◦ in the NOICE case) is approximately equal to the latitude

of the time-mean jet (compare to Figure 5.7a). The favoured position of the jet remains

here until the STRONG forcings are applied, when it moves to 57◦. In other words,

the response remains small until the imposed ice reaches the latitude of the stormtracks.

This response is consistent with the findings of Section 5.3.1.3. The other panels (b,c,e,f)

show the results subsampled over each ‘hemisphere’, demonstrating that the behaviour

is robust to subsampling.

Figure 5.17a also shows that the variability of the jet latitude changes considerably

between the experiments. The distribution broadens, particularly on the poleward side,

in the MODERATE and STRONG forcing cases, for ice up to I55. Again, this is consistent

with the increased time-mean zonal wind at these latitudes (Figure 5.7). For I45 the vari-

ability (standard deviation) of jet latitude is reduced again to a level approximately equal

with that in I60A (not shown), consistent with the jet being strictly confined at this new

poleward latitude by the forcing in the I45 case.

The large poleward shift in the modal jet position in I50 and I45 relative to the other

experiments gives further evidence that I50 and I45 are in a fundamentally different jet

regime to the experiments with less ice. However, I55 is a transition case, with evidence

of bimodality (two peaks in the distribution at 51◦ and 55◦), or equivalently of regime

behaviour. Given the reduced maximum in time-mean zonal wind in I55 compared to all

other cases (Figure 5.7), the distribution of ujet is of interest; it is possible that the jet in

I55 is as fast as that in I50 and I45, but that the information is masked in the time-mean

picture. Figure 5.17d shows the frequency distribution of ujet. It reveals that I55 has

similar time-mean ujet to the weaker forcing cases, with the transition to higher speeds

occuring only for I50 and I45. However, I55 ujet is not decreased either, in contrast to the

time mean zonal wind.

The two-dimensional PDF of jet latitude and speed in I55 (not shown) further con-

firms that the I55 jet is fluctuating between favoured latitudes, but that there is not a

difference in speed between these two positions. Furthermore, while the two experi-

ments with strongest eddy driven jets (I50 and I45) are also furthest poleward, there is

no correlation in individual experiments between latitude and speed when all days are
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considered. However, there is a positive correlation between latitude and strength when

restricting to days when the jet is situated poleward of 50◦.

The JLI therefore adds evidence that the system moves into a new regime under I50

and I45, and that I55 is a transition case. In addition, the states with more ice feature

more variability in jet position for all but the very strongest case (I45).

5.3.2.1 Scaling of responses with forcing

The results in this chapter so far suggest that the magnitude of the atmospheric response

to ice addition increases gradually as the ice edge moves equatorward, until the ice edge

reaches around 55◦. Beyond this latitude, the response (e.g. zonal wind anomalies) in-

crease more strongly and the atmospheric circulation looks very different. This section

seeks to formalise this distinction and in particular to establish whether this change in

response is manifest as a change from a linear to nonlinear dependence of the response

magnitude on the forcing magnitude. As well as providing a summary of the responses,

it will then also be possible to test whether the same relationship holds for example with

a different SST profile.

The first interesting relationship is that between the polar temperature response and

the ice forcing, quantified by either ice area or the latitude of the ice edge. It will then be

possible to ask

• Can the zonal wind response then be understood as a function of the forcing itself

(ice) or the temperature response to it?

• Is the projection of the response onto the annular mode a function of the strength

of the forcing (e.g. Ring and Plumb, 2008)?

Firstly, the surface temperature at the pole is found to be very highly correlated

(r=0.98) with the minimum ice latitude (not shown). Secondly, the low level tempera-

ture averaged over the polar cap, denoted [T850,φ>70◦ ], is correlated with both minimum

ice latitude (not shown) and ice area (Figure 5.18a). The linear correlation with [T850,φ>70◦ ]

is higher for ice area than ice latitude, which may be expected because ice area is a nonlin-

ear function of ice latitude. The linear correlation between ice area and [T850,φ>70◦ ] is high

suggesting that a linear relationship is a good approximation (|r| =0.986). However, a lin-

ear relationship is a much better fit when restricting attention to the MODERATE cases
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Figure 5.18: Relationship between atmospheric response and ice area. a) Relationship between
850 hPa temperature averaged poleward of 70◦ and ice area (SST1). Linear regression slopes

including all experiments (solid line) and excluding STRONG experiments (dashed line). b) As
a) but for maximum anomaly of the zonal wind averaged over 850–500 hPa. Error bars indicate

5–95 percentiles according to a bootstrap resampling.

only (Figure 5.18a, dashed line) than when considering all cases (Figure 5.18a, solid line).

This is quantitative evidence of nonlinearity in the forcing magnitude for the STRONG

forcing cases.

Figure 5.18b shows the relationship between the maximum zonal wind anomaly

and ice area. Linear regressions against ice area provide evidence that for zonal wind,

too, there is a linear scaling governing the WEAK and MODERATE cases (Figure 5.18b,

dashed line) but nonlinearity for the STRONG cases. The STRONG anomalies are greater

than suggested by the scaling obtained from the moderate cases. Excluding the STRONG

cases, the zonal wind anomaly is approximately 0.1 ms−1 per million km2. The behaviour

of the EOF projection strength (not shown) is very similar, which is unsurprising since

the maximum zonal wind anomaly is located around 70◦N in all cases and dominates the

EOF projection in all but the weakest case (Figure 5.15).

5.3.3 Impacts of friction

In the above discussion, the circulation response to sea ice addition is discussed in the

light of changing temperature gradients. This, and to some extent the accompanying

insulation of the moisture-rich ocean surface, is the focus of most previous studies and the

clearest causal link between sea ice anomalies and the circulation. However, the extent to
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(a) 10 m
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Figure 5.19: The time-mean, zonal-mean zonal wind at 10m

which the anomalous winds may be affected by surface friction is an important caveat to

the above results.

The roughness length of sea ice is 5×10−4 m in HadGAM1 (McLaren et al., 2006),

while the roughness over the marginal ice zone is much higher (0.1 m). While roughness

length was not output as a diagnostic in the symmetric simulations, a one month simu-

lation run to examine roughness found zonal mean high latitude values over open ocean

of between 1×10−4 m and 2×10−4 m. This decreased with decreasing latitude, consistent

with the roughness length being a representation of wave height and therefore a function

of wind speed. Together, these suggest that the frictional effect is likely to be significant

over the marginal ice zone only.

The zonal wind at 10 m provides evidence for this hypothesis; in I45, I50 and I55, there

is a sharp reduction in zonal wind over the marginal ice zone (Figure 5.19). However,

at 925 hPa over the marginal ice zone the response has the sign found in the rest of the

tropospheric column, which for cases I50 and I55 is an increase (Figure 5.7). This suggests

that the response is not dominated by the surface effect.

Over the 100% ice zone, zonal winds at 10 m increase, and the qualitative response is

similar to that at 850 hPa. Moreover, at a given latitude the shear u850 hPa/u10m is larger in

an experiment with ice than one without. This is consistent with the expectations of both

an increased temperature gradient and an increased surface roughness. On the other

hand the wind at 10 m is also stronger over the ice than in an experiment where there is

no ice present; this would be consistent with decreased surface roughness.

In summary, evidence suggests that surface roughness over ice is not a leading driver

of the changes above although it is likely to be moderating the response in some way.
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However, it is not possible to further separate these components without conducting

sensitivity experiments.

5.4 Sensitivity to SST Profile

As discussed in the Introduction, previous experiments with surface thermal forcings

have found that the response is sensitive to the season of integration. For example, Kid-

ston et al. (2011b) found the amplitude of the response to sea ice forcing in the southern

hemisphere to be dependent on season, with a significant response only to increased sea

ice in the cold season. One possible reason is the proximity of the imposed forcing, here

the ice edge, to the baroclinic zone of the unperturbed experiment; this is a theme which

also arises in SST perturbation experiments (e.g Brayshaw et al., 2008). While the experi-

ments above with varying ice edge go some way to investigating this, applying the same

forcing to a different state is useful to establish whether the response to the same sea ice

anomaly may be different in different seasons.

Therefore, integrations were also performed with the SST2 profile (Section 5.1.2). This

is shown again in Figure 5.20a6. SST2 (blue) imposes a stronger surface temperature

gradient than SST1 (black) equatorward of 34◦ and a weaker gradient poleward of here.

The SST2 profile is also colder than or the same temperature as SST1 everywhere. The

strongest surface temperature gradient in SST2 is slightly weaker than, and equatorward

of, that in SST1.

In the troposphere, NOICE 2 is warmer in the tropics (0–20◦), colder in midlatitudes

(20–60◦) and not significantly changed in polar latitudes relative to NOICE (Figure 5.20e).

NOICE 2 has a clear subtropical jet maximum at 200 hPa and 29◦ of 44.5 ms−1, and near-

surface zonal wind maximum at 43◦ of 15.5 ms−1 (Figure 5.20c). The subtropical (upper-

level) jet maxima is much nearer the equator and stronger compared to SST1, while the

eddy-driven component is slightly nearer the equator and weaker compared to SST1 (Fig-

ure 5.20d). Therefore, in SST2, the subtropical jet is more dominant. Likewise, the over-

turning circulation (Figure 5.20f) displays a contracted, strengthened Hadley cell and an

equatorward shifted Ferrel cell. The resulting jet structure bears closer resemblence to

the reanalysis for SH winter (JJAS) or NH late winter (FM), although the jet is stronger

6As discussed in Section 5.1.2, SST2is very similar to the QOBSWIDE profile of Brayshaw et al. (2008) but
with the minimum temperature reduced to the freezing temperature of salt water.
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(h) σBI at 850 hPa
 comparison of ice profiles
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(i) [v′T′]850 (solid) and [u′v′]250

(dashed)
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Figure 5.20: A comparison of the SST profiles and resulting atmospheric state between NOICE
(black lines in (a), (b) and (d)–(i)) and NOICE 2 (blue lines). (a) The imposed SST profile in

context. (b) The SST gradient. (c) NOICE 2 zonal wind. (d) NOICE 2 zonal wind as anomaly
from NOICE (shading) and NOICE zonal wind (contours, contour interval 5 ms−1. (e) NOICE 2
temperature (grey contours), as anomaly (shading) from NOICE (black contours). (f) meridional

mass streamfunction ψ. (g) Precipitation and its partition into convective and large scale
precipitation. (h) Eady growth rate at 850 hPa. (i) Covariance measures (with 2-6 day band pass

filter) of the storm track.
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than is found in either of these cases (not shown). This is probably a result of the lack of

asymmetries and frictional land masses in the aquaplanet experiments.

Other measures support the conclusions of the previous paragraph (Figure 5.20); first,

the stronger SST gradients in low latitudes are associated with a Hadley cell which is

more intense and narrower than that in SST1, so the convective precipitation maximum

is increased and shifted equatorward relative to SST1 (Figure 5.20g). Despite the shift

in the maximum (absolute) surface temperature gradient, the midlatitude baroclinicity

maximum does not shift but only weakens (Figure 5.20f), consistent with the 850 hPa

temperature anomaly structure, which differs from that at the surface. The transient heat

and momentum fluxes and eddy driven jet are weaker but also closer to the equator in

SST2 (Figure 5.20i), as is the large scale precipitation maximum (Figure 5.20g), implying

an equatorward shift of the storm track.

A hypothesis, therefore, is that due to the equatorward shifted storm track in SST2, a

more equatorward ice edge may be required to perturb the storm track and to obtain the

same magnitude of response as in the SST1 case. This hypothesis is tested using a subset

of sea ice forcings, with the experiments denoted NOICE 2, I80 2, I70 2, I60 2 and I50 2,

where ‘ 2’ refers to the use of SST2.

5.4.1 Evidence of sensitivity

In what follows, a subset of the analysis as performed in the SST1 case is presented in

order to highlight the similarities and differences between the results.

The temperatures and temperature responses are summarised in Figure 5.21. At

850 hPa, the NOICE and NOICE 2 temperature structures are similar (Figure 5.21b vs a),

and in particular the 850 hPa temperatures at the pole differ by under 1 K. However, in

the SST2 case the low-latitude maximum in the 850 hPa temperature gradient is stronger

relative to the mid-latitude maximum and is further equatorward (Figure 5.21d vs c). The

mid-latitude maximum is less well defined than in SST1.

Regarding the response to ice addition, only for a strong forcing, here I50 2, does the

midlatitude maximum temperature gradient intensify and shift; this is consistent with

SST1. The cooling at the pole at 850 hPa in SST2 is weaker by up to 5 K than in SST1

(Figures 5.21a and b). At 500 hPa (Figure 5.21c), it is again (as in SST1) only for a relatively

strong forcing that anomalies are notable (comparing Figures 5.21e and f), but at this level
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(b) Temperature at 850 hPa: SST2
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(c) Absolute temperature gradient at 850 hPa:
SST1
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(d) Absolute temperature gradient at 850 hPa:
SST2
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(e) Absolute temperature gradient at 500 hPa:
SST1
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(f) Absolute temperature gradient at 500 hPa:
SST2
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Figure 5.21: Zonal-mean temperature response to ice addition; a comparison of SST1 (left; a, c
and e) and SST2 (right; b, d and f). a),b); Temperature at 850 hPa. c),d); Absolute temperature

gradient at 850 hPa. e),f); Absolute temperature gradient at 500 hPa.

these anomalies are superimposed on a rather different initial state given the new SST

profile.

As in SST1, I50 2, I60 2 and I70 2 impose an increase in time-mean zonal wind on

the poleward flank of the low level eddy driven jet maximum (Figure 5.22d), and I50 2

causes a poleward shift of the maximum. The response in I80 2 is in the opposite sense,

and opposite to I80-NOICE, but this response is not statistically significant at the 95%

level. At upper levels, the reduction in the eddy driven jet core is seen again, as is the

increase in the subtropical jet (Figure 5.22f). Comparing to SST1, the anomaly structure

has therefore shifted with the jet, such that it again resembles a dipole roughly around the

NOICE 2 eddy driven jet maximum (Figure 5.22a and b, for I60 and I60 2). The response

of transient fluxes v′T′ and u′v′ (Figure 5.23) and precipitation (not shown) generally

reinforce the picture given by the zonal wind and temperature plots that the response

and its progression as more ice is added is qualitatively similar to the SST1 case.
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(a) Zonal wind, I60-NOICEA Stippling indicates p-val<0.05 (two tailed test, Gaussian)
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(b) Zonal wind, I60 2-NOICE 2 Stippling indicates p-val<0.05 (two tailed test, Gaussian)
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(e) Zonal wind upper level: SST1
 at 250hPa. Yr2to5
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(f) Zonal wind upper level: SST2
 at 250hPa. Yr2to5
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Figure 5.22: Zonal-mean zonal wind response to ice addition; a comparison of SST1 (left; a, c and
e) and SST2 (right; b, d and f). a); I60-NOICE. b); I60 2-NOICE 2. c),d); zonal wind averaged

over 850–500 hPa. e),f) zonal wind at 250 hPa.

However, key differences can be seen particularly in the I50 2 case. The response in

both v′T′ and u′v′ is weaker than in SST1, such that it looks more similar to the I55 case

than the I50 case (Figure 5.23c vs d, e vs f). It can also be argued that the I60 2 anomaly

structure looks more similar to the I65 anomaly structure in v′T′, with the anomaly well
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(a) Eady growth rate at 850 hPa: SST1
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(b) Eady growth rate at 850 hPa: SST2
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(c) v′T′ at 850 hPa: SST1
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(d) v′T′ at 850 hPa: SST2
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(e) u′v′ at 250 hPa: SST1
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(f) u′v′ at 250 hPa: SST2
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Figure 5.23: Storm track response to ice addition in the two SST profiles a) Eady growth rate at

850 hPa, SST1. b) as a) but SST2. c) Transient heat flux v′T′ at 850 hPa, SST1. d) as c) but SST2. e)
Transient momentum flux u′v′ at 250 hPa, SST1. f) as e) but SST2

separated from the maximum. Therefore, there is some evidence for the hypothesis that

the different structure of the baroclinic zone in SST1, with a weaker midlatitude maxi-

mum, affects the extent to which a sea ice anomaly near this zone is able to perturb the

atmosphere.

The evidence above shows that the response is qualitatively similar for these two

different SST profiles, with the anomalies shifting with the control jet. There is some

evidence that there is a weaker response of several variables to sea ice anomalies in SST2

than in SST1, suggesting that the response to a given (sea ice) forcing may be weaker

in SST2, but this argument is somewhat speculative thus far. To test the hypothesis, the

regression of response against forcing has been calculated for SST2 (Figure 5.24). As

found in SST1, the WEAK and MODERATE responses are well described by a linear
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(a) 850 hPa temperature, averaged poleward of
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Figure 5.24: Relationship between atmospheric response and ice area; as Figure 5.18 but for SST2

scaling which appears not to hold for I50 2 or the STRONG cases in SST1 experiments.

Table 5.2 demonstrates the key results from these regressions:

• The response (either the polar cap temperature anomaly or the maximum wind

anomaly) from a given magnitude of forcing is significantly weaker (based on a

bootstrap method) in SST2 than in SST1 (Table 5.2, second and fourth rows)

• The responses of I50 2 and I50 both deviate from the linear fit for weaker cases

in their respective SST cases. For temperature, the response is approximate 50%

stronger than this linear fit and for zonal wind it is over twice as strong.

• The anomaly I50 2-NOICE 2 is much smaller than the anomaly I50-NOICE (Table

5.2, third and fifth rows).

This provides strong evidence that the response to a given sea ice anomaly in the SST2

profile is weaker than for the same anomaly in the SST1 profile, notwithstanding the

limited number of experiments performed in the SST2 case.

Finally, the JLI is examined to investigate whether regime behaviour is again evident.

This is shown in Figure 5.25 (compare to Figure 5.17). The behaviour is similar to that

shown for SST1: in NOICE 2 there is a modal jet position near the position of time-mean

jet maximum. This remains relatively unchanged until a certain threshold is reached,

when the modal latitude shifts about 10◦ poleward. The intermediate forcing cases (I60 2,

I70 2 and I80 2) are associated with an increased probability of a poleward shifted jet

stream.
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Variable SST1 SST2

Control EDJ latitude 47◦ 43◦

Regression coefficient; x=SIA, y=T850,φ>70◦ -0.21 ±0.01 -0.16 ±0.01
Tanom,850 hPa,φ>70◦/SIA; I50 -0.33 -0.24

Regression coefficient; x=SIA, y= max(uanom) 0.10 ±0.01 0.08 ±0.01
max(uanom)/SIA; I50 0.26 0.19

Regression coefficient; x=T850,φ>70◦ ,
y=max(uanom)

-0.50 ±0.02 -0.53 ±0.03

Table 5.2: A comparison of the control states and the magnitude of response to forcing between
SST1 (column 2) and SST2 (column 3).

Top: EDJ latitude (defined below) in NOICE( 2) experiment. Rows 2,4,6: Regression coefficient b
from linear model y = a + bx, for given variables; regression is performed across the

experiments with WEAK or MODERATE forcing (NOICE–I60 and NOICE 2–I60 2). Rows 3,5;
for the STRONG case I50( 2), the response scaled by the sea ice area. This can be compared to the

WEAK/MODERATE scaling directly in rows 2 and 4.
Variable definitions are: EDJ latitude- the latitude of max(u, 850–500 hPa average); SIA- sea ice
area, million km2; Tanom,850 hPa,φ>70◦ - low-level temperature anomaly (in K) averaged, with area

weighting, over the polar cap; and max(uanom)- the maximum value of the zonal-mean zonal
wind anomaly, ms−1.

Errors on regression slopes are given in brackets, and calculated as the 1-sigma uncertainty
estimates on the regression, neglecting uncertainties in x and y; various treatments of

uncertainties did not affect the regression coefficients by more than 0.01.

(a) φjet

0 2 4 6 8 10 12 14 16 18
relative frequency (%)

45 50 55 60 65 70 75 80 85 90

Ice cap minimum (abs.) latitude

40

50

60

70

Je
t (

ab
s.

) 
La

tit
ud

e

(b) ujet

0 2 4 6 8 10 12 14 16 18
relative frequency (%)

45 50 55 60 65 70 75 80 85 90

Ice cap minimum (abs.) latitude

10

15

20

25

Je
t S

pe
ed

Figure 5.25: As Figure 5.25 but for SST2: The PDF of jet latitude φjet (a) and speed ujet (b) as
derived from daily-mean [u], vertically averaged over 925–700 hPa. Crosses denote mean φjet (a)

and ujet (b).
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In SST1, the I50 JLI showed a jet which was already shifted poleward (increased φjet)

and faster (increased ujet) than in the NOICE case. In contrast I50 2 retains high variabil-

ity in jet position φjet (Figure 5.25) and mean ujet is not greatly increased (Figure 5.25);

this is more similar to the I55 case in SST1. This is consistent with the hypothesis that the

response is different in this different background state, and in particular, a more equator-

ward ice forcing is required to obtain a given response. This suggests a different inter-

pretation of the weighting discussion above, namely that the triggering behaviour which

causes the nonlinear jet response may require a stronger or more equatorward forcing for

this second SST profile. However, an I55 2 experiment would be required to investigate

this hypothesis fully.

5.5 Summary and Discussion

In this chapter, experiments performed with an aquaplanet AGCM were used to investi-

gate the response to sea ice addition. The dominant, robust response is of an increase in

zonal wind speeds poleward of the eddy driven jet. This response is linear for forcings

which fall in the regime of recent or projected near-future climate, namely, ice restricted

to poleward of 60◦. However, for stronger cases the response is nonlinear. While the

zonal wind anomalies in these cases are centred on the same latitudes, they constitute

a poleward shift in the eddy driven jet, storm tracks and associated overturning circu-

lation. There are associated changes in other features of the circulation, for example a

strengthening of the subtropical jet.

5.5.1 Implications for 20th and 21st century climate

The majority of previous work on sea ice has focused on recent or projected near-future

climate. As such, the result that more sea ice would force a poleward intensification of

the eddy driven jet, or positive phase of the annular mode, is consistent with the find-

ings from more realistic experimental configurations. For example, Magnusdottir et al.

(2004), Honda et al. (2009), Seierstad and Bader (2009), Liu et al. (2012) and Peings and

Magnusdottir (2013) all cite a negative annular mode in response to various negative sea

ice anomalies in the North Atlantic. This finding is also consistent with results from sim-

ple models (Butler et al., 2010) and multi-model ensemble studies (Harvey et al., 2013;
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Cattiaux and Cassou, 2013).

However, caution should be exercised when interpreting these results. It was noted

in Section 5.1.3 that in terms of ice area forcing, it is the cases I70, I75 and I80 which are

most relevant to the current climate state. The response in these cases has been shown

to be weak and to not strongly project onto the annular mode. Indeed, there is some

evidence that the I80-NOICE anomalies (e.g. EOF projection) are of opposite sign, al-

though they are not statistically significant. This is in line with the results of Screen et al.

(2013b) and Screen et al. (2013a), that sea ice anomalies are actually unlikely to be forcing

large changes in our current climate. In addition, even where the response does project

strongly onto the annular mode, there is a robust residual in the sense of increased zonal

wind at high latitudes. The residual response has previously been interpreted by Deser

et al. (2004) as a direct response to the ice addition which then triggers the annular mode;

the fact that this ‘residual’ is present in all the experiments considered here could provide

evidence for this hypothesis.

It has been concluded above that the response to current-day ice anomalies is likely

to be small. However, an important caveat to this is as follows: evidence has been found

in the above analysis that, while the response is qualitatively robust to a different back-

ground jet state, the magnitude of the response and the latitude at which a nonlinear

response is triggered is sensitive to the background jet state. While these results are ten-

tative at present, it can be speculated that a jet at 47◦ (as in SST1) was sensitive to forcing

at equatorward of 55◦, and a jet at 43◦ was perhaps sensitive to forcing equatorward of

50◦. A jet at 60◦ might therefore be sensitive to forcing at 65◦, which is within the realms

of current climate.

Moreover these results are all for zonally symmetric anomalies in an aquaplanet. Such

experiments have enabled investigation of the dynamical mechanisms relevant for the re-

sponse to forcing. However there are naturally limitations to interpretation of results in

an aquaplanet model. Firstly, the lack of seasonality and choice of SSTs mean that these

experiments is not designed to exactly represent any one season or ocean basin. Secondly,

the ocean cannot adjust in response to a forcing, producing unrealistic effects locally (for

example an unrealistically large surface temperature front) and in terms of the global en-

ergy balance. Atmosphere-only modelling is however a common tool, so such limitations

are common to most previous studies into the atmospheric response to ice anomalies. Fi-
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nally, the lack of asymmetry means that the eddy-mean flow feedbacks are particularly

large, and that stationary wave activity is small. Responses in a more realistic framework

may be different due for example to interaction with existing stationary waves; this is the

focus of the next chapter. This is of particular interest since many hypotheses regarding

sea ice reduction include the triggering of Rossby waves and their remote impact (e.g.

Alexander et al., 2004; Honda et al., 2009) or the propagation of Rossby waves (Francis

and Vavrus, 2012; Strong and Magnusdottir, 2010b).

The discussion on sensitivity of the jet can be informed by considering the literature

on the effect of SST fronts, since the addition of sea ice constitutes such a surface front as

well as a thermal forcing at high latitudes. For example, Brayshaw et al. (2008) found that

the storm tracks are most sensitive to SST anomalies which perturb the region of maxi-

mum baroclinicity. Such a result would imply that a background state with a different

region of peak baroclinicity and therefore a different eddy driven jet latitude would be

sensitive to forcing at a different latitude.

5.5.2 Implications for palaeoclimate

Another implication of these results is for simulations of palaeoclimate. For example,

while the LGM was a higher ice state, it is also generally thought that the jet was further

south, or equivalently, that warmer climates have more poleward jets (Toggweiler et al.,

2006). However, in the experiments in this chapter, the colder climate (with more sea

ice) has a more poleward jet. These results are therefore consistent with the findings of

Merz et al. (2015) that the position of the jet during the LGM was dominantly forced by

mechanical forcing by the Laurentide ice sheet (over present day North America), rather

than by the sea ice state.
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Chapter 6

The Response to Sea Ice in HadGAM1

with Idealised Continents

6.1 Introduction

In this chapter, model experiments are performed with HadGAM1 using asymmetric

northern hemisphere lower boundary forcings in the form of land and orography. The

orographic and land-ocean forcing is designed to be representative of the North Amer-

ican continent, Rocky Mountains, and Eurasian continent. These elements have previ-

ously been shown to be important in forcing the observed North Atlantic jet and storm

track (e.g. Brayshaw et al., 2009). Therefore, these experiments are a step in the modelling

hierarchy between aquaplanet lower boundary conditions (considered in chapter 5) and

fully realistic boundary conditions.

Ice perturbation experiments are performed, firstly with ice at all longitudes and then

in the ‘North Atlantic’ sector only. These experiments are designed to investigate the

following questions:-

• Is the response to ice addition found in chapter 5 - increased wind speeds on the

jet’s poleward flank and nonlinearity at large ice extents - robust when asymmetric

land and orographic lower boundary conditions are prescribed?

• Can any knowledge can be gained from idealised asymmetric experiments about

the spatial distribution of responses to sea ice addition, given the simplified geog-

raphy?

• What are the differences of the response to sea ice addition between this asymmetric

case and the symmetric case in Chapter 5? Can these be understood as an example

of a response to forcing (in this case sea ice) being sensitive to the background state

of the jet and storm track (e.g. their strength and location)?
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This chapter is structured as follows; the experimental design and naming conven-

tions are detailed in Section 6.2. Section 6.3 describes the atmospheric state in the case

with no sea ice, placing the work in the context of previous studies and providing a basis

for comparison to Chapter 5. Section 6.4 looks at the effect of symmetric ice addition to

65◦N. Section 6.5 considers the atmospheric response to ice addition and removal in the

Atlantic sector, using the 65◦N ice case as a control.

6.2 Model Formulation

HadGAM1 was described in Chapter 3. Insolation, ozone and aerosols used are identi-

cal to those in the zonally symmetric case (Section 5.1.1) and all the experiments in this

chapter use SST1 (Section 5.1.2). A zonally symmetric SST forcing was chosen in order to

isolate the effect of adding land and orography when comparing to the symmetric case.

The other boundary conditions used in this chapter are described below. While the model

configuration is based on that in Brayshaw et al. (2009) and companion studies, there are

adjustments to the land, orography and SST as compared to these studies. The addition

of sea ice is a new component in this framework.

While the zonally symmetric SST allows more direct comparison with the symmetric

experiments than would otherwise be the case, it does constitute a substantial simplifica-

tion of the real system. In the North Atlantic for example, meridional SST gradients are

strong in the west (in the region of the Gulf Stream for example) but very slack in the east,

so there are zonal gradients in SST. These features have been shown (e.g. Brayshaw et al.,

2011) to affect the North Atlantic atmospheric circulation. The reader may refer back

to Figure 4.1a for a realistic climate model simulation of the winter surface temperature

climatology which demonstrates these SST asymmetries.

6.2.1 Land masses

A flat ‘Eurasian’ continent and a ‘North American’ continent with a mountain range rep-

resenting the Rocky mountains are specified. The configuration is based on those used

in Brayshaw et al. (2009), Brayshaw et al. (2011) and Saulière et al. (2012). These studies

demonstrated that this gives an adequate representation of the location and magnitude

of the North Atlantic jet (Brayshaw et al., 2011, Figure 3e), but is deficient in the North
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Pacific with an equatorward jet bias (Saulière et al., 2012, Figure 4). A description of this

configuration, and justification for changes to the continents and orography used in these

earlier papers, is given in the following paragraphs.

Figure 6.1 shows the land used in Saulière et al. (2012) (panel a) and in this study (e.g.,

panel b). As can be seen, two changes have been made for the purposes of this study:-

• The north coast of both continents is at 70◦N rather than 60◦N. This change is made

for two reasons. Firstly, it is a more realistic representation of the real world. Sec-

ondly, the choice is partially motivated by the desired ice profiles (Section 6.2.4);

if the coastline were further south, I65 for example would have an unrealistic lati-

tudinal surface temperature profile between the very cold continental surface, the

warm sea surface, and the cold ice surface.

• The south coast of Eurasia is at 30◦N rather than 17.5◦N. As noted in Brayshaw

(2006), the configuration with land at lower latitudes has a strong positive surface

temperature anomaly (relative to the SSTs at the same latitude) over the Eurasian

land mass, and an associated easterly jet. These features are not realistic when con-

sidering long runs (rather than short seasonal events). The south coast is therefore

moved northwards to remove this issue.

The tilted Eurasian coastline follows Saulière et al. (2012), and is used because it

more accurately represents reality, but differs from the meridionally aligned coastline of

Brayshaw et al. (2009). Saulière et al. (2012) noted that this tilt weakened the zonal-mean

storm track and westerly zonal wind. However, they linked this in part to the strong

heating over south Eurasia, which (as just discussed) has been removed for the following

experiments.

Points in the model are specified to be either land or ocean, so that in each grid point

the land fraction is specified as either 1.0 or 0.0. An important consequence of the addi-

tion of land is that, unlike the ocean surface which is set at fixed SST and so represents an

infinite heat and moisture source, the land surface (e.g. surface and deep temperature,

soil moisture, snow cover) will adjust to the atmospheric conditions.
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(a) Configuration used in Saulière et al. (2012)
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Figure 6.1: The surface forcings (land, orography, SST and SIC) applied in a) Saulière et al. (2012)
(land and orography only), b) I65A, c) I60A, d) I55A, e) I50A, f) I80A. Shown are the orography

(contours, every 500m); land (white mask); SST (reds, every 5K); and sea ice concentration (blue,
every 25%). The faint contours show the coastlines in reality.

6.2.2 Land surface properties

Properties of the land surface, specifically soil and vegetation, use a representative point

method as in the studies of Brayshaw et al. (2009) and Saulière et al. (2012). In this method

all properties are set to mimic those of some specified point in the standard climatolog-

ical boundary conditions, here chosen to be (52.5◦N, 0.0◦E) representing East Anglia in

the UK. The land surface types at this point are a combination of grasses, urban cover
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and bare soil. This choice of method and location is the same as that in Brayshaw et al.

(2009), which chose this point as being representative of lowland areas in midlatitudes.

Since there is no specific motivation for altering them, keeping the parameters the same

enables the most direct comparison between this study and the earlier papers. Implicit in

this method is that the perturbations made are to sea ice only, and not to land ice (since

the specified land surface properties are homogeneous and are unchanged between ex-

periments) .

6.2.3 Orography

Orography representative of the Rocky mountains is specified using a bump, essentially

Gaussian in form, tilted to align with the west coastline of North America. Defining η

as:-

η = exp

(

−
[

( (λ′)cosγ + (φ′)sinγ

A

)2
+

( (φ′)cosγ − (λ′)sinγ

B

)2
])

(6.1)

then, given an orographic parameter ψ, the value of ψ over land is defined as

ψ =







C(ψmaxη + ψ f lat(1 − η)) if η ≥ 0.05

ψ f lat if η < 0.05
(6.2)

The formulation is almost exactly the same as that in Brayshaw et al. (2009) and Saulière

et al. (2012) (Brayshaw, 2006, equations 3.5 and 3.6). Here, λ′ = λ − λ0, the zonal de-

viation from the centre of the mountain range λ0, and similarly for φ′ in the meridional

direction. γ is the mountain’s rotation anticlockwise from a North-South alignment and

A and B are scaling factors. The values of all these factors and how they compare to

Brayshaw et al. (2009) is given in Table 6.1. ψmax is a first estimate of the parameter’s max-

imum value and ψ f lat its value over flat land, sufficiently far from the mountain’s centre.

ψ f lat = 61 m for orographic height, again following the representative point method.

Finally, the scaling factor C is calculated such that the area integral of each orographic

parameter within the idealised mountain range is equal to that in the standard boundary

conditions; therefore the mountain has the same volume as the equivalent area in the

standard boundary conditions. The orographic parameters include all those used in the

standard configuration- including orographic height, roughness, and subgridscale gra-

dients of orography. The orographic height for both Saulière et al. (2012) (equivalently
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Brayshaw et al., 2009)) and the current study is shown in Figure 6.1. The orography

differs from that in Saulière et al. (2012) not only in range but in peak height, since the

scaling (volume correction) when applied to the extended mountain range gives a lower

maximum height, of 2120 m in the current study.

This is lower than the Rocky mountains’ peak in the standard HadGAM1 boundary

forcing files, of 2560 m, which is in turn lower that the true maximum height of the Rock-

ies, which is 4400 m (at Mount Elbert). This may affect the representation of downstream

atmospheric processes; for example, using low resolution orogaphy in a high resolution

model has a detrimental effect on simulation of European blocking in one model (Berck-

mans et al., 2013). This suggests that higher resolution of orography, one effect of which

is to increase its maximum height, is crucial for accurate simulation of some atmospheric

features. However, the approach used in this chapter has been demonstrated to be useful

in several previous studies; as well as those mentioned above, a similar simplified Gaus-

sian orography approach was used in Gerber and Vallis (2009) for the Rocky Mountains,

with a height of 2000m, and in Cash et al. (2005) for the Tibetan plateau.

6.2.4 Sea ice perturbations

All experiment names in this chapter are suffixed with the letter ‘A’ (asymmetric) to dis-

tinguish them from those in Chapter 5. Table 6.2 describes how the sea ice conditions in

these experiments relate to those of Chapter 5; Figure 6.1b–f shows the northern hemi-

sphere sea ice profiles for all but the NOICEA case. Crucially, many of the perturbations

are applied in the North Atlantic only, as discussed below.

NOICEA has the same ice profile as NOICE (Section 5.1.3) in both hemispheres and

both ocean basins. The difference NOICEA-NOICE can be understood in the light of pre-

vious studies, providing a foundation for interpreting the rest of the runs. I65A (Figure

6.1b) has the same sea ice boundary conditions as I65 (Section 5.1.3) in both hemispheres

and both ocean basins. I65A-NOICEA can be interpreted as the response to symmetric

ice addition in an asymmetric background state.

Four further experiments investigate the response to further adding or removing ice

in the North Atlantic sector only. The I65 ice profile is retained in the Pacific ocean and

southern hemisphere. In the North Atlantic, the profiles from I80, I60, I55 and I50 are

used, giving experiments I80A, I60A, I55A and I50A (Table 6.2, Figure 6.1c–f). The deci-
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Interpretation B09 value Present value Change from B09

λ0 Central longitude 247.5◦ 247.5◦ None

φ0 Central latitude 40.0◦ 43.75◦
Moved north for consistency

with greater meridional extent
of continent

A
Scaling factor

7.5◦ 7.5◦ None
’across mountain’

B '' '' ’along mountain’ 20◦ 25◦
Edited for consistency with
greater meridional extent

of continent

γ
Anticlockwise rotation

tan−1 40
45 tan−1 40

45 None
from N-S alignment

Table 6.1: Values used in this study and in Brayshaw et al. (2009) (B09) as input to equation 6.1.

Experiment name SH ice North Pacific ice North Atlantic ice

NOICEA pole only pole only pole only

I65A as I65 as I65 as I65

I60A as I65 as I65 as I60
I55A as I65 as I65 as I55
I50A as I65 as I65 as I50

I80A as I65 as I65 (75◦E–115◦W) as I80 (115◦W–75◦E)

Table 6.2: The ice profiles and experiment names used to investigate the effect of ice addition
and removal in an asymmetric setting. For the details of symmetric profiles I80,...,I50 see Table

5.1. For maps, see Figure 6.1.

sion to focus on ice addition experiments was made after preliminary analysis of I80A,

which showed only a small response. For the I80A profile (Table 6.1 bottom row, Fig-

ure 6.1f) there is asymmetry in the Arctic Ocean; however, it was designed such that the

strong zonal temperature gradients associated with the ice edge are well away from the

North Atlantic, the region of most interest (Figure 6.1f).

6.2.5 Spinup, run length and data processing

A spinup of ten years is performed with the boundary conditions specified in Sections

6.2.1 to 6.2.3 and the NOICEA sea ice profile. This spinup is initialised with an atmo-

spheric start dump from the 2C (two continents and Rocky mountains) experiments of

Saulière et al. (2012).

For this spinup run, the dynamic land surface variables (soil moisture, deep soil tem-

perature, canopy water content) are initialised using the representative point method de-

scribed in Section 6.2.2. After the spinup run they are strongly heterogeneous across the
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land surface. Their relatively slow evolution is the reason such a long spinup is required.

In particular, while near-surface soil moisture is spunup within a year, soil moisture at

the deepest of four levels (depth 1–3 m; see Section 3.3.2) continues to decrease. It con-

tinues to drift, but after 5 years into the spinup run this drift is small and approximately

linear, and therefore assumed not to affect the model results.

NOICEA, I80A, I65A, I60A, I55A and I50A are then initialised from the spinup run

and run for ten years. The first year is treated as spin up, so the analysis in this chapter

uses years 2–10. Unless specifically noted, only the Northern Hemisphere is considered.

Snow cover at high latitudes is unable to melt due to low insolation and the lack of

seasonality, and so accumulates linearly throughout the runs. However, the snow accu-

mulation is not associated with a drift in variables such as surface temperature, SLP or

near-surface geopotential height, or snow covered area (not shown). Therefore the unre-

alistic snow cover does not affect the model results, although it precludes any analysis of

deep snow.

Since the orography intersects the 850 hPa and 925 hPa surfaces, plots and zonal aver-

ages at these levels exclude the region of orography which exceeds some height thresh-

old. The specified thresholds are 1000 m at 850 hPa and 62 m (i.e. all enhanced orography)

at 925 hPa. These thresholds are based on the minimum height at which the geopotential

surfaces intersect the orography in the NOICEA run.

6.3 NOICEA: The Effect of Continents

This section describes the atmospheric state in the NOICEA experiment and compares

it to NOICE, in order to understand the effect of addition of continents and orography.

(The theoretical response to orography, and previous modelling studies in which similar

asymmetries have been introduced, was discussed in Section 2.3.4).

6.3.1 Temperature

Figure 6.2a (contours) shows the zonal-mean temperature in NOICEA. The lower tro-

posphere is warmer in the subtropics and colder in mid-to-high latitudes than in the

symmetric case (Figure 6.2a, shading). This can be linked to the effect of land on surface

temperature (Figure 6.2b). There is strong asymmetry in the surface temperature. Pole-
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(c) Zonal mean zonal wind and
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Figure 6.2: Temperature and zonal wind in NOICEA. a) Zonal mean temperature T (contours)
and anomaly from symmetric experiment NOICE (shading). b) Surface temperature. c) as a) but
for zonal wind. d) as b) but for zonal wind at 250 Pa and 850 hPa. Here and in all other figures

using the polar projection, the minimum latitude is 15◦N and gridlines, where plotted, are at 10◦

intervals from 30◦N to 80◦N.

ward of approximately 35◦, the land surface is cooler than the ocean surface at the same

latitude; equatorward of here, the land surface is warmer than the ocean surface at the

same latitude (Figure 6.3a).

While it is not possible to evaluate the full radiative budget since not all the relevant

model outputs were obtained, elements of the radiative budget provide insight into the

temperature difference. The net downward shortwave radiation at the surface differs

between land and ocean (Figure 6.3c). This is feasibly due to differing surface albedo

(especially at high latitudes where snow is present) and planetary albedo, for example

reduced cloud cover over most land relative to the ocean (Figure 6.3b), consistent with
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Figure 6.3: A comparison of variables over ocean and land in NOICEA. a) Surface temperature.
b) Total cloud amount. c) Net down shortwave radiation at the surace. d) Specific humidity q at
1.5 m. Variables are zonally averaged over ocean (blue), all land (solid brown) and Eurasia only

(dashed brown).

an expected reduction in moisture availability over land (Figure 6.3d). In addition, as

discussed in Section 6.2.1, the land surface is able to radiatively adjust to the incoming

shortwave radiation, unlike the (fixed) SSTs. This radiative adjustment would affect the

surface temperature even in the absence of changes in incoming radiation.

Lower tropospheric temperature changes are not solely determined by local surface

temperature changes; for example, the polar lower troposphere is colder than in the sym-
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metric case, despite the fact that the polar surface temperature is unchanged. A plausible

hypothesis for this cooling can be reached by considering the effect of the addition of land

at lower latitudes on transport into high latitudes. Locally, the addition of land produces

a relative cooling (Figure 6.3a) and cuts off the moisture source. At low levels (700 hPa

and below) both [vT] and [vq] across 70◦N decrease (not shown), and consistent with

the reduced moisture flux into the polar region there is a decrease in low level specific

humidity over the pole (not shown). The polar cooling is therefore consistent with the ef-

fects of both the reduction in warm advection and the decreased longwave optical depth

associated with the decreased moisture content.

The polar stratosphere is also warmer than in the symmetric case. As discussed in

Section 5.3.1.5, large changes in stratospheric temperature may arise in an aquaplanet

due to changes in EP fluxes into the stratosphere. In NOICEA, asymmetries introduce

stationary waves, which are not present in the symmetric case. Stationary eddy heat

flux is therefore a possible driver of the increase in stratospheric temperature. A decom-

position of the heat transport [vT] in the symmetric and asymmetric experiments was

performed to address this possibility (not shown). While the upper level meridional heat

flux into the polar stratosphere increases in the asymmetric experiment, the change due

to the mean circulation [v][T] exceeds the change due to stationary waves [v∗T∗] tenfold.

6.3.2 Circulation and dynamics

NOICEA zonal-mean zonal wind is shown in Figure 6.2. The jet is weaker and more sub-

tropically dominated than in the symmetric case (Figure 6.2, shading). In particular the

NOICEA low level (850 hPa) zonal wind maximum, associated with the eddy driven jet,

is 11.5 ms−1; this is over 30% weaker than in the symmetric case (the reader is referred to

Figure 5.2a for the NOICE zonal wind structure). However, the jets are strongly localised

(Figure 6.2d). Low level zonal wind is weakest over North America and strongest over

the east Atlantic (30◦W–0◦W) with a local maximum of 15 ms−1, which is close in mag-

nitude to the symmetric NOICE maximum. Positive anomalies from the zonal mean are

evident north and south of the Rockies (not shown) indicating flow deflection around the

orography. Upper level zonal wind is strongest over the west Atlantic.

The key features of the zonal wind structure are similar to that in Brayshaw et al.

(2009) and were discussed at length there. Surface frictional drag, orographic drag, and
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land-ocean contrasts in temperature and moisture (see above) are important. (Other past

literature on the role of land and orography in localising the jet and storm track and in

forcing atmospheric stationary waves was discussed in Section 2.3.4.) The main points

are mentioned below, with a discussion of other elements of the circulation in particular

the transient heat and eddy fluxes and the asymmetric streamfunction (Figure 6.4).

The upper tropospheric asymmetric streamfunction ψ∗ (Figure 6.4a) demonstrates the

asymmetry generated by land and orography1. There is an anticyclonic anomaly to the

north west of the mountain range, and an extended cyclonic anomaly over the Rock-

ies themselves and extending into the Atlantic. There is also evidence of a downstream

wavetrain. The local response differs somewhat from the theoretical linear response to

orography (Hoskins and Karoly, 1981) which has an upstream anticyclone and down-

stream cyclone (Section 2.3.4). This was discussed in Brayshaw et al. (2009); the theory

leading to the upstream-downstream pair assumes that the obstacle is sufficiently low

that the flow is deflected over it. The southern side of the mountain range here blocks

the flow causing horizontal deflection, resulting in a cyclonic feature over the southern

flank of the mountain rather than downstream. The streamfunction anomalies in the cur-

rent study also look similar to the nonlinear responses to the Rocky mountains in the

dry GCM study of Chang (2009); in both cases, there is an underestimation of the tilt in

the North Atlantic found in reality or in more realistically forced model simulations (e.g.

Chang (2009) Figure 2c).

6.3.3 Storm tracks and precipitation

The Eady growth rate at 850 hPa (Figure 6.4b) has maxima over the continental interiors

and on the tilted continental coasts, particularly the North American/West Atlantic coast

around 40◦N. This is consistent with the temperature gradation across the North Ameri-

can coast (Figure 6.2b) and strong vertical wind shear in this location (difference in upper

and lower level winds in Figure 6.2d). These regions are therefore expected to be regions

of maximum baroclinic growth. At 850 hPa, v′T′ maxima are approximately colocated

with the north of regions of maximum baroclinicity, in central Eurasia at about 45◦N and

off the East coast of North America (Figure 6.4c). However, the Eurasian maximum is

shallow, and at 700 hPa the Atlantic maximum is 50% stronger than the Eurasian one

1The full streamfunction was calculated from time mean flow fields using the Met Office SFVP routine
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(b) Eady growth rate
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(c) v′T′ at 850 hPa
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(d) u′v′ at 250 hPa
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(e) z′z′ at 500 hPa
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(f) Precipitation
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Figure 6.4: The asymmetric streamfunction and five measures related to the storm tracks
(including precipitation) in NOICEA. (a) The streamfunction ψ (contours) and asymmetric

component ψ∗ (shading) at 250 hPa. (b) Eady growth rate σBI at 850 hPa. (c) Transient heat flux

v′T′ at 850 hPa. (d) Transient momentum flux u′v′ at 250 hPa. (d) Geopotential height variance

z′z′ at 500 hPa. (f) Total precipitation. Transient fluxes (c)-(e) use a 2–6 day band pass filter, as in
Chapter 5 (Duchon, 1979).
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(not shown). u′v′ (Figure 6.4d) also shows strong zonal asymmetry, but the maxima are

generally downstream of those in v′T′ and slightly to the south. This offset between the

maxima of u′v′ and v′T′ is consistent with baroclinic lifecycle arguments whereby v′T′

tends to dominate in the growth phase and u′v′ in the decay phase, so that v′T′ is more

dominant upstream (Section 2.3.3).

The storm track (geopotential height variance z′z′ at 500 hPa (Figure 6.3(e)) has a max-

ima at 45–50◦N extending from approximately 60◦W to 120◦E, again with a tilt evident

in the North Atlantic. This is consistent with the maximum storm growth implied by the

baroclinicity, beginning slightly downstream and to the north of the baroclinicity maxi-

mum in the North Atlantic. Precipitation is centred in two bands, one zonally uniform

band at 10◦N (not shown) associated with the ITCZ and a second, zonally varying band

in the midlatitudes (Figure 6.3(f)) associated with the storm tracks.

The zonal mean ITCZ precipitation has a maximum of 7.8 mm day−1 and is slightly

enhanced relative to the symmetric case, implying that the tropics are perturbed by the

addition of land. The midlatitude zonal mean precipitation maximum is 3.2 mm day−1,

a reduction relative to the symmetric case consistent with the reduced moisture avail-

ability over land, but there are local maxima of 7.8 mm day−1 on the upstream side of

the Rockies, 4.0 mm day−1 in the upstream Pacific storm track and 5.3 mm day−1 in the

Atlantic storm track. The Pacific storm track precipitation is approximately equal to that

in the symmetric case (not shown).

The southern hemisphere is virtually indistinguishable from the NOICE symmetric

case but the zonal wind speed is slightly increased (by less than 1 ms−1) in the subtropical

jet core (not shown). Given that there is evidence of change in the tropics, for example a

small change in ICTZ precipitation in both hemispheres relative to the NOICE symmetric

experiment (mentioned above for the Northern Hemisphere) it is possible that this is

caused by the Northern hemisphere perturbations.

6.3.4 Realism of simulated circulation

In summary, the addition of continents and orography causes zonal localisation of the jet

and storm tracks, weakens the zonal mean jet relative to the symmetric case, and forces

upper level stationary waves. To see how this localised jet compares to the observed

winter northern hemisphere state, Figure 6.5 shows the NOICEA zonal wind at 250 hPa
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(a) NCEP-NCAR reanalysis, DJF, Dec 1980–Feb 2010
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Figure 6.5: The zonal wind ū a) in reanalysis data for the period 1981–2010 and b) in NOICEA; at

850 hPa (shading) and 250 hPa (contours, interval 10 ms−1).

and 850 hPa alongside the NCEP reanalysis for 1981–2010 winter (DJF). It can be imme-

diately seen that the model with these simple elements produces an upper tropospheric

jet in the West Atlantic and lower tropospheric jet in the East Atlantic which resemble the

reanalysis data.

However, there are unsurprisingly some notable deficiencies. These include

• substantial under-representation of the North Atlantic tilt

• insufficient suppression of the jet and storm track over Eurasia due to the simple

representation of Eurasia in particular the lack of the Tibetan plateau (e.g. Saulière

et al., 2012)

• insufficient enhancement of the eady growth rate and other storm track measures

in the western Atlantic basin at around 40◦N.

• Pacific jet bias, which may be related to the use of equinoctial conditions since the

jet here has a particularly sharp seasonal transition (Saulière et al., 2012)
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Other possible causes of these deficiencies are as follows: both extratropical and tropi-

cal SST anomalies and asymmetries have been shown to be important for forcing zonal

asymmetries (Section 2.3.4) and neither are simulated here. Moreover, the model itself

features biases such as the overly zonal North Atlantic jet even in its most realistic con-

figuration and either coupled to a dynamic ocean or forced with fixed SSTs (Martin et al.,

2006).

However, the purpose of this study is to investigate the effects of ice addition on a

state representative of the North Atlantic in winter, for which purposes the circulation

simulated is adequate.

6.4 Symmetric Ice Addition

This section examines the effect of adding a symmetric polar ice cap to an asymmetric

background state, by comparing experiment I65A to NOICEA. The similarities and dif-

ferences between these results and those found in Chapter 5 for a symmetric background

state are discussed.

Ice addition causes a reduction in local surface temperature relative to NOICEA (Fig-

ure 6.6b). This relative cooling reaches 25 K in magnitude near the pole. Unlike in the

symmetric case, remote changes to the surface temperature are also possible, due to the

presence of land in place of a fixed-temperature sea surface. As a result the surface merid-

ional temperature gradient (not shown) is intensified across the ice edge, along the tilted

eastern coastlines, and to a lesser extent throughout the continental interior. In NOICEA

there was a sharp reverse temperature gradient across the land-sea boundary at 70◦N

due to the relatively warm ocean surface and cold land. This is reversed in I65A and the

normal equator-to-pole temperature gradient is present across the boundary.

Figure 6.6c shows zonal mean temperature in I65A, and as an anomaly from NOICEA.

Small but significant low level cooling relative to NOICEA extends south to 30◦ N, con-

sistent with the cooling of the land surface. At the pole, the vertical structure of cooling

in the troposphere is similar to that in I65-NOICE (symmetric; Figure 5.4d).

In the zonal mean, the addition of ice causes an increase in zonal wind speed on the

poleward flank of the jet (Figure 6.7a, 50–80◦N), and a smaller decrease on the equator-

ward flank, both through the depth of the troposphere. One consequence is that the low

152



Chapter 6: The Response to Sea Ice in HadGAM1 with Idealised Continents
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Figure 6.6: Temperature in I65A. a) Surface Temperature. b) Surface Temperature anomaly from
NOICEA (shading), overlaid with the NOICEA surface temperature field (contours). c) Zonal
mean temperature I65A full field (contours) and anomaly from NOICEA (shading). Stippling

implies 95% significance in a student t-test.

level easterly region ( 72–90◦N, below 700 hPa, Figure 6.7a) is contracted polewards and

downwards. The increase in zonal wind is present at all longitudes but at both lower

and upper levels it is strongest in the Atlantic sector between 65 and 70◦N (Figure 6.7c,d;

shading).

Given this asymmetry, Figure 6.7b) shows the I65A-NOICEA anomaly zonally aver-

aged over the Atlantic sector only. The pattern is robust to different definition of the

Atlantic sector. The greater high-latitude response magnitude in this sector, and the ev-

idence of anomalies in the tropics, are even closer to what was seen in the aquaplanet
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(a) Zonal mean wind (contours) and
anomaly from NOICEA (shading)
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Figure 6.7: The response to symmetric ice addition; zonal wind in I65A. a) zonal-mean zonal
wind in I65A (contours) and as an anomaly from NOICEA (shading); b) As a) but for Atlantic

sector (60◦W–0◦E) only. c) Zonal wind at 850 in NOICEA (contours) and I65A-NOICEA anomaly
(shading); d) as c) but at 250 hPa.

experiments (Figure 5.6d) than the full zonal-mean response in panel a. Further discus-

sion of this comparison with the aquaplanet experiments is found in Section 6.4.3.

6.4.1 Storm tracks

Consistent with the surface forcing, the maximum meridional temperature gradient

anomaly at 850 hPa is above the ice edge (Figure 6.8a). This gradient also strengthens

between 50 and 60◦N, especially over land. The low level (850 hPa) Eady growth rate is

increased over most of the continents, and in particular over the ice edge (Figure 6.8b),
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consistent with these gradient changes. Therefore it is likely that, as in the symmetric

case, these are dominated by the temperature gradient rather than the static stability

component which would act to decrease baroclinicity where the surface temperature is

decreased.

The transient heat flux at 850 hPa (Figure 6.8c) is increased north of about 50◦N at all

longitudes. This is to the north of the NOICEA maximum. The largest increases are over

the Atlantic ice edge at 65◦N, near the Eurasian east coast at 60–65◦N and over the North

American east coast at 55–60◦N although the significance of this last is uncertain. The

500 hPa geopotential height variance anomalies (Figure 6.8e) have the same structure.

The upper level (250 hPa) transient momentum flux anomalies (Figure 6.8d) are again

approximately a meridional dipole with increases on the poleward side of the NOICEA

maximum and decreases in the core. The momentum flux anomalies however are weaker

relative to the NOICEA variability as indicated by the low statistical significance of the

results. Taken together, these variables give a consistent picture of increases poleward of

the NOICEA maximum, consistent with the symmetric case. However, there is regional

detail due to the storm track asymmetry and the response of the land surface, and the

transient heat flux anomalies over the ice edge particularly in the Pacific are weaker than

in the symmetric case (Figure 5.9e).

Over the ocean, the precipitation response is a decrease over the pole and an increase

from approximately 50◦N to the ice edge (Figure 6.8f). This is consistent with the re-

sponse in the symmetric case, and again is due primarily to reduced convective precipi-

tation over the ice, consistent with reduced moisture availability and increased stability,

and increased large scale precipitation in midlatitudes. Over Eurasia, the I65A-NOICEA

precipitation anomaly is negative. This is predominately large scale precipitation reduc-

tion, which is greatest around 60◦E (not shown). Previous studies have linked exposure

of the Arctic ocean moisture source to increased Eurasian snowfall (Liu et al., 2012; Li and

Wang, 2013; Deser et al., 2010); the decrease in precipitation here in response to adding sea

ice to the Arctic ocean is consistent with this hypothesis but is not investigated further.

6.4.2 Asymmetric streamfunction

The wave train generated by the Rocky mountains (ψ∗ at 250 hPa) is weakened relative

to NOICEA (Figure 6.9 a vs b). For example the anticyclone at 50◦N 0◦E is weakened.
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Figure 6.8: Anomalies, I65A-NOICEA. a) Minus the meridional temperature gradient (such that
positive implies the normal equator-to-pole gradient) at 850 hPa b) Eady growth rate at 850 hPa

c) Heat flux v′T′, NOICEA (contours, interval 2 K ms−1) and I65A-NOICEA (shading). d)

Momentum flux u′v′ at 250 hPa, NOICEA (contours, interval 10 m2s−2) and I65A-NOICEA
(shading). e) Geopotential height variance at 500 hPa. f) Precipitation. In this and subsequent

plots, the ‘real world’ continents are not shown.
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Figure 6.9: The upper level stationary waves in I65A. a) The asymmetric streamfunction ψ∗ at
250 hPa in I65A; and b) in NOICEA (contours) and I65A-NOICEA (shading). All latitudes are

shown in b) to demonstrate the magnitude of southern hemisphere anomalies and mean
structure.

However the path of the waves appears to be unaltered. The reason for this is unclear.

The incident Pacific jet north of 50◦N is significantly increased by the ice addition (Figure

6.7b and c), a similar change to I65-NOICE, and for some longitudes the jet maximum

is therefore shifted poleward. It is feasible that a more poleward jet would increase the

importance of vertical deflection (over the poleward side of the Rockies) relative to hor-

izontal deflection (over the equatorward side) but it is not clear how this would change

the downstream magnitudes.

6.4.3 Comparison with symmetric case

In terms of forcing strength, I65A-NOICEA is most comparable to the I65-NOICE sym-

metric case. The ice area is slightly smaller in I65A than I65 because in the band 65–70◦N

there is land (not ocean/sea ice) at some longitudes. The maximum zonal mean zonal

wind anomaly anywhere in the troposphere is 2.2 ms−1 (Figure 6.7a), which is slightly

weaker than the maximum response in I65A-NOICEA (3 ms−1; Figure 5.6d).
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There is therefore not a large change in the magnitude of the response in I65A-

NOICEA relative to I65-NOICE. However it is possible that this is the effect of competing

factors, and so some possible hypotheses regarding influences of the background flow on

the response are considered briefly.

Firstly, the I65A temperature response includes temperature reductions over the con-

tinents which are an indirect result of ice addition. For example, the surface temperature

gradient across the North American-Atlantic coast is strengthened (not shown) and lower

tropospheric temperature gradients are intensified over the continental interiors (Figure

6.8a), with corresponding increases in heat flux over the continents. Therefore the nature

of the forcing is different in locality and magnitude (with more widespread cold anoma-

lies) to that in the symmetric case.

As well as the different effective forcing, the atmospheric state into which the forcing

is imposed differs. The zonal mean flow in the Atlantic is altered due to the upstream

continent and orography, as discussed above. If either the latitude of the jet (in particular

relative to the region where sea ice is added) or the level to which is it constrained are

different in this experiment compared to the symmetric experiment one might expect a

different response.

Figure 6.10 shows the jet latitude index in the Atlantic sector (60◦W–0◦E) and for an

average over 60◦ longitude in the symmetric experiments. Focusing on the black lines

(NOICE or NOICEA), it is clear that while the mean jet position in the symmetric case is

further north, it also has a more symmetric distribution. The jet in the symmetric case has

lower but non-zero frequency of occurence at high latitudes. Therefore there is not strong

evidence that the jet is more constrained in the North Atlantic, although its variability is

more confined to lower latitudes. The ‘real world’ north Atlantic jet has very different

variability (Woollings et al., 2010), with a northern regime where the jet in the eastern

Atlantic is at around 60◦N. It is possible that an ice edge at 65◦N would have a different

effect should such variability be present.

Therefore this experiment does not give a clear indication of the effect of the asym-

metry on the response to ice, other than to localise the response in the region of the jet

and storm tracks.
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(a) Symmetric experiments
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(b) Asymmetric experiments
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Figure 6.10: Jet Latitude Index, for levels 925–500 hPa, averaged over a 60◦ band in the
symmetric SST1 experiments (a) and over the Atlantic 60–0◦W in the asymmetric experiments.

Other methodological details as in Chapters 3 and 5.

6.5 Response to Atlantic Ice Addition

In this section, further sea ice is added in the North Atlantic sector as far as 50◦N (as

was shown in Figure 6.1). The circulation response to this local ice addition is considered

relative to I65A. The particular questions of interest are, is this response robust across

the experiments and how does it compare with the results in chapter 5, what governs its

magnitude and spatial extent, and is there any evidence of a Rossby wave response.

Since I65A is considered as the control case in these experiments it is helpful to recap

its main features which, despite the anomalies introduced by symmetric ice addition, are

similar to those of NOICEA. These are:-

• Large asymmetry in the surface temperature field, with strong meridional gradients

across 65◦ N (a result of the ice edge) and the North America-Atlantic coast.

• Zonal localisation of the jet. The upper level maximum is in the West Atlantic,

associated with a strong vertical wind shear, while the lower level maximum is in

the East Atlantic.

• A stationary Rossby wave train emanating from the North American continent.

Figure 6.11 shows the zonal mean zonal wind averaged over the lower troposphere.

As already discussed, the zonal mean zonal wind is weaker in the asymmetric than the

symmetric experiments due in part to the effect of drag. The response to ice addition in

midlatitudes (equatorward of 65◦N) in the asymmetric experiments is qualitatively simi-

lar to that in the symmetric experiments, with an incremental increase in the zonal wind
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as ice is added (Figure 6.11, a versus b). This is also true at 250 hPa (not shown). The re-

sponse is much weaker in the asymmetric experiments. This is consistent with the weaker

forcing, since ice is added in one sector only, such that the polar temperature anomalies

are weaker; as shown in Chapter 5, a strong relationship exists in aquaplanet experiments

between ice area, polar ice cap temperature and zonal wind anomalies. Examining the

mean over the Atlantic only (Figure 6.11c) shows that this result does not hold univer-

sally; in particular the I55A-I65A response is weaker than the I60A-I65A response. This

section examines the three responses I60A-I65A, I55A-I65A and I50A-I65A and seeks to

understand this difference (including its statistical significance) and the spatial structure

of the response.

(a) Zonal wind: symmetric experiments, all
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(b) Zonal wind: asymmetric experiments, all
longitudes
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(c) Zonal wind: asymmetric experiments,
Atlantic only
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Figure 6.11: The low level (850–500 hPa average) zonal mean zonal wind. a) The symmetric
experiments. b) The asymmetric experiments, all longitudes except those with orography. c)

Asymmetric experiment, mean taken over Atlantic (60◦W–0◦E) only.

6.5.1 Spatial response

The surface temperature response to Atlantic sea ice addition (Figure 6.12a–c) is domi-

nated in all cases by the local cold anomaly in the Atlantic ice-covered region. The mag-

nitude of this anomaly reaches 17–20 K depending on the latitude to which ice is added.
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(a) I60A-I65A surface
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(b) I55A-I65A surface
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(c) I50A-I65A surface
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(d) I60A-I65A 850 hPa
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(e) I55A-I65A 850 hPa
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(f) I50A-I65A 850 hPa

-4.0

-3.5

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

0.5

1.0

T Anomaly (K)

20021022
0

23024025
0

260

260

270

270

27
0

280

280

280

290

180

120E

60E

0

60W

120W

Figure 6.12: Surface (top) and 850 hPa (bottom) temperature anomalies from I65A for Atlantic ice
addition experiments I60A, I55A and I50A. a) Surface temperature anomaly I60A-I65A (shading)

and I65A temperature (contours). b) as a) but for I55A-I65A. c) as a) but for I50A-I60A. d)-f) as
a)-c) but for 850 hPa.

This is accompanied by a small relative surface cooling over the whole sea ice area which,

averaged over the polar cap, is less than 1.5 K (relative to I65A). The magnitude of this

anomaly decreases across the Arctic basin away from the Atlantic (e.g. Figure 6.12a). In

I60A-I65A the negative anomaly is significantly different from zero at the 95% level only

in the Atlantic sector, in I55A it is significant across the Eurasian sector and in I50A it

is significant across most of the Arctic ocean. The incremental polar cap cooling with

increasing ice addition is consistent with the findings in Chapter 5, although it is much

weaker here; the (symmetric) I50-I65 polar cap temperature anomaly was 10 K. Temper-

ature anomalies at 850 hPa have the same structure as those at the surface (Figure 6.12d).

However, the I55A-I60A temperature anomalies at 850 hPa are only locally significant, in

a band around the Eurasian coast.

All three cases have reduced temperatures in north west Eurasia, immediately down-

stream of the region of ice addition. This is consistent with reduced warm advection due

to the removal of the warm surface upstream. However, the response over the continents
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otherwise differs between the cases. In I55A and I50A, there is significant cooling over

all of Eurasia, which is largest at over 5 K in the north west and decreases away from this

region (Figure 6.12b,c). In I60A, there is a statistically significant surface warming over

Eurasia, centred on a band at 57◦N and peaking at 4 K (Figure 6.12a).

The sharp northern bound of the Eurasian warm anomaly in I60A-I65A and the very

low temperatures (e.g. for I65A, Figure 6.12 contours), suggest that this is related to

snow cover. As discussed in section 6.2.5, there is a drift in deep snow depth through the

experiments; however, at the latitudes being considered here, melt still occurs so there is

no drift in ice depth or in the latitude of a given depth isoline (not shown). Because the

thermal conductivity of snow is independent of depth once depth exceeds 0.5 m (Essery

et al., 2001), Figure 6.13 captures the temperature-relevant snow cover in I65A as the

difference in the number of ‘deep snow months’ (where monthly-mean cover exceeds

0.5 m). As shown, the reduction in this value is directly aligned with the positive surface

temperature anomaly shown by black contours.

Figure 6.13b shows that the precipitation increases here, so the process leading to less

snow accumulation must be temperature rather than moisture dominated. As shown in

6.13c and consistent with expectation from the symmetric experiments, there is anoma-

lously south westlerly flow here. Although the causality cannot be established in these

experiments, these colocated anomalies suggests a mechanism whereby ice addition

leads to anomalously southerly and westerly winds at approximately 55 to 60 ◦N. In

I60A, the upstream region is still open ocean at these latitudes, so there is an increase in

warm advection due to the wind anomaly. This leads to snow melt and since this is a

region of little snow accumulation, there are more days with little or no lying snow. It is

possible that this leads to a feedback since this lack of deep snow leads to a change in the

surface heat fluxes, causing reinforcement of the temperature anomaly. Since the snow

behaviour in general in these experiments is not very realistic, due in particular to the

lack of seasonal cycle, this temperature anomaly is probably not a fundamental feature

of the climate response to Atlantic sea ice anomalies, although aspects of these processes

may be relevant.

At 500 hPa the temperature response is small (<1 K everywhere; not shown). In I60A,

the anomalies have the same sign as those at 850 hPa. For I55A, there is a warm anomaly

across the Atlantic, in contrast to low levels, but no anomalies at this level are significant
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(a) I60A-I65A deep snow months and surface
temperature anomaly
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Figure 6.13: a) The difference in number of ‘deep snow months’ (monthly mean snow deeper
than 0.5 m; shading) and the surface temperature anomaly (contours, dashed negative),
I60A-I65A. b) The precipitation anomaly, mm day−1. c) The vector wind and windspeed

anomaly. u and v components of vector are differently scaled for arrow length.
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(b) I55A-I65A Z500
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(c) I50A-I65A Z500
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(e) I55A-I65A SLP
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(f) I50A-I65A SLP
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Figure 6.14: 500 hPa geopotential height Z500 (top) and sea level pressure SLP (bottom)
anomalies from I65A for Atlantic ice addition experiments I60A, I55A and I50A. a) Z500

anomaly I60A-I65A (shading) and I65A Z500 (contours; m). b) as a) but for I55A-I65A. c) as a)
but for I50A-I60A. d)-f) as a)-c) but for SLP (hPa).
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at the 95% level. In I50A, on the other hand, the Atlantic response is of significant warm-

ing from 40–50◦N and cooling from 60–70◦N. This I50A behaviour is consistent with the

response in the symmetric case, where for STRONG ice addition experiments there was

a dome of cold anomalies over the pole, and warm anomalies in midlatitudes associ-

ated with changes in the Ferrel cell. The emerging picture is therefore that I50A fits the

paradigm established for the MODERATE to STRONG responses in the symmetric case.

On the other hand, I60A and I55A, while having elements of this response, are weaker

(consistent with the weak forcing) and have local features particular to the configuration

(e.g. the I60A Eurasian warm anomaly).

The geopotential height response at 500 hPa (Figure 6.14) has a very similar structure

to that for 500 hPa temperature, with positive 500 hPa temperature anomalies in gen-

eral being associated with positive geopotential anomalies. In both I60A and I55A, the

anomaly is small and only significant in very localised regions (Figure 6.14 d and e) either

in the Eurasian or Pacific sectors. In I50A on the other hand the geopotential response is

a large scale dipole, with low pressure centred over the ice anomaly and Atlantic sector

of the Arctic, and a high pressure between 30 and 50 ◦N.

The sea level pressure response (Figure 6.14) is a positive anomaly over the region of

added sea ice. Elsewhere, the response is equivalent barotropic (i.e., has the same sign at

the surface and in the mid troposphere). The classic linear response to surface heating is a

downstream low and upper level high; since the sea ice addition is a surface cooling, the

opposite might be expected. The sign of the anomalies is therefore consistent with this

picture, although the anomaly in Figure 6.14 appears to be colocated with the ice edge.

The dominant feature in the zonal wind response (Figure 6.15) is a robust change in

the zonal wind over Eurasia. The response is an increase north of approximately 50◦

and therefore an increase on the poleward jet flank, as expected from the zonal mean

response in these experiments. In I60A, the anomaly is present over the Atlantic and as

far as 90◦E (Figure 6.15a,d); in I55A, it is present downstream only (Figure 6.15c,e). The

local zonal wind responses in both these experiments are consistent with a thermal wind

balance argument based on the low level temperature anomalies shown above, namely

the warm anomaly at 57◦N in I60A and the east Eurasian warming at 35◦N in I55A. In

I50A the zonal wind response is part of a mostly annular shift that is evident across the

hemisphere (Figure 6.15c,f), but largest in the east Atlantic and western Eurasia. The
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(b) I55A (850 hPa)
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(c) I50A (850 hPa)
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(d) I60A (250 hPa)
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(e) I55A (250 hPa)
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(f) I50A (250 hPa)
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Figure 6.15: Zonal wind anomaly at 850 hPa (top, shading) and 250 hPa (bottom, shading)
relative to I65A (contours) for the Atlantic ice addition experiments. Stippling indicates

significance at the 95% level.

anomaly structure is equivalent barotropic. There is also an increase in zonal wind across

the Arctic ocean.

The magnitude of the zonal wind responses is similar in I60A and I55A and much

larger in I50A. Both the I60A and I50A experiments feature an anomaly at the longitudes

of and immediately downstream of ice addition.

6.5.1.1 Storm tracks and transient fluxes

To shed light on the different responses, this section considers the storm track and eddy

feedback anomalies in I60A, I55A and I50A.

The response of the near-surface baroclinicity σ850 is largest in the Atlantic sector,

with maximum reductions and increases corresponding to the enforced change in ice

edge (Figure 6.16). All three ice addition experiments also have an increase in baroclin-

icity in the Pacific between 60◦N and 70◦N. Although no ice has been added here this

is consistent with the decrease in temperature of the polar cap, and therefore strength-
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ened temperature gradients, at 850 hPa (as was shown in Figure 6.12). Over Eurasia, the

I60A response is a reduction of the maximum baroclinicity, between 40 and 50◦N (Figure

6.16a). This is consistent with a reduction of the temperature gradient due to the large

low-level warm anomaly to the north. In I55A and I50A, in contrast, the response resem-

bles a north-south dipole with increased baroclinicity to the north, consistent with the

widespread cooling and strengthened temperature gradient at 850 hPa.

In all three experiments, there is an increase (statistically significant at the 95% level)

in the transient heat fluxes near the location of the imposed ice edge and further in-

creases downstream over Eurasia (Figure 6.17). There is also evidence of a small decrease

at lower latitudes (around 40◦N). In all cases the Atlantic anomaly corresponds to a pole-

ward shift of the maximum relative to I65A, and in I50A this corresponds to an alignment

of the heat flux along the ice edge.

All experiments also have an increase in the poleward momentum flux (Figure 6.18)

from 50 to 60◦N in the east Atlantic and over Eurasia, corresponding to an increase on

the poleward flank of the control maximum. However, statistical significance of this

measure at the 95% level is patchy and localised. The combined tendencies of the mean

zonal wind suggested by the transient and momentum flux anomalies are shown by the

E-vector (Figure 6.19). As already discussed, the heat flux anomaly is characterised by

a band of increases from approximately 50◦N to 70◦N, although the southern limit of

this bands varies between the experiments. I50A and I60A both have bands of increases

in the upper level divergence (50–70◦N, and 40–50◦N in the Pacific) co-located with the

zonal wind anomalies (Figure 6.15) at both levels. This is consistent with these anomalies

forcing an anomalous deep acceleration of the flow.

In contrast, in I55A there is no increase in the upper level divergence between 30◦W

and 30◦E (Figure 6.19c)- a fact which is consistent with the lack of zonal wind response in

the Atlantic in I55A. Instead, the largest positive anomalies are off the North American

coast at around 40◦N, and from 90–150◦E and over the Pacific. These differences in the

anomalies are clear, yet there is not an equivalent obvious difference in the low level

heat flux anomalies. This could suggest a hypothesis whereby, in the I55A case, there

is interaction of the flow with the stationary wave in the Atlantic, resulting in a lack of

response in the transients. However, again given the small forcing and response, such an

explanation may not be needed to explain the differing responses; further investigation
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(b) I55A-I65A
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(c) I50A-I65A
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Figure 6.16: Eady growth rate σBI at 850 hPa. a) I65A (contours) and I60A-I65A (shading). b) As
a, but I55A-I65A anomalies. c) As a, but I50A-I65A anomalies. Orography over 500 m is greyed

out.
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(b) I55A-I65A

0

0

0

0

00 0

0

0 0

0

0

0

0

0

0

0

0

0

5

5

5

5

5

5
5

10

10

10

180

120E

60E

0

60W

120W

(c) I50A-I65A
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Figure 6.17: Transient heat flux v′T′ (2–6 day band pass filter) at 850 hPa. a) I65A (contours) and
I60A-I65A (shading). b) As a, but I55A-I65A anomalies. c) As a, but I50A-I65A anomalies.

Stippling indicates significance at the 95% level according to the non parametric WMW
rank-sum test for equivalence of location (details in Section 3.5).
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Figure 6.18: Transient momentum flux u′v′ (2–6 day band pass filter) at 850 hPa. a) I65A
(contours) and I60A-I65A (shading). b) As a, but I55A-I65A anomalies. c) As a, but I50A-I65A

anomalies. Stippling as in 6.17.
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Figure 6.19: E-vector E due to synoptic (2–6 day band pass filter) fluxes.
a) Low level (850 hPa) heat flux (shading) and upper-level (250 hPa) horizontal divergence

(contours). The contour interval for upper level divergence is 2E-5 ms−2; the zero contour is
dashed. b) Anomalous heat flux (shading) and horizontal divergence (contours) I60A-I65A.

Upper level contours are plotted at (-1.5),(-0.5) (0.5) and (1.5) x10−5ms−2 c) As b but for
I55A-I65A. d) As b but for I50A-I65A. A boxcar filter is applied over three grid points in each

direction (approximately 6◦x4◦) in order to smooth the plotted field for ease of legibility.

would be required to discover whether this were the case.

6.5.2 Stationary waves

The asymmetric streamfunction response (Figure 6.20) provides little evidence of a con-

sistent response to the ice Atlantic addition, for the following reasons:-

• the peaks and troughs established by the Rocky mountains (e.g. 6.20a) do not move,

suggesting the ice does not alter the path of existing stationary waves;

• the magnitudes of these wave peaks and troughs change in the opposite sense for
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Figure 6.20: Asymmetric streamfunction ψ∗ at 250 hPa. a) I65A. b) I60A-I65A anomaly (shading)
and I60A (contours). b) as a but for I55A. c) as a but for I50A.

I55A to that in I50A and I60A (e.g. the East Atlantic);

• the anomaly magnitudes away from the orography itself are in general comparable

to those in symmetric runs or in the SH (not shown) and lack spatial coherence;

in particular there is no pattern indicative of propagation from the North Atlantic,

where the ice addition has been imposed;

• the large anomalies over Eurasia in I60A are consistent with the deep warming at

approximately 57◦N which has been discussed above and is likely to be at least

partially a remnant of the model configuration.
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6.6 Synthesis and Comparison to Symmetric Case

The discussion of the previous section has established that, when local ice anomalies are

imposed in the Atlantic in an asymmetric framework:-

• For the largest forcing considered (I50A-I65A), the response (positive zonal wind

anomalies on the poleward jet flank) is qualitatively similar to the response to zonal

mean ice addition in an aquaplanet.

• For weaker forcings, there are still elements of this response, but it is much weaker

and there are regional variations.

One of the results established in Chapter 5 linked the polar cap (>70◦N) temperature

anomaly to the magnitude of the response. This large scale idea would imply a much

smaller zonal wind response in these experiments given the much smaller polar temper-

ature anomaly. If it were the magnitude of the temperature anomaly itself determining

the response magnitude, then the I55A zonal wind response would still be expected to

be larger than the I60A response, which it is not. However, neither is the I55A response

significantly smaller than the I60A response over most of the region (not shown). There

is therefore an outstanding question regarding the extent to which these responses are set

by the large scale temperature structure, or by the local anomalies associated with the ice

edge, and the relevance of interaction with the mean flow.

6.7 Response to Atlantic Ice Removal

While the above has focused on ice addition in the Atlantic, an ice removal experiment

was also conducted where ice was removed to 80◦N (Figure 6.1) in the Atlantic half of

the Arctic basin. This section assesses the response to this perturbation; all anomalies are

expressed relative to I65A.

As expected, the removal of ice causes local increases in surface temperature of over

20 K as the surface reverts to the specified SST value (Figure 6.21). The increases in sur-

face T are also widespread across the continental areas. Significant warming at 850 hPa

is similarly widespread with a maximum anomaly of 5 K over the ice removal area (not

shown), and significant warming in more localised regions extends to the mid tropo-
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Figure 6.21: The response to ice removal in the Atlantic; anomalies I80A-I65A. (a) Surface
temperature. (b) Temperature at 500 hPa. (c) zonal wind at 850 hPa. (d) zonal wind at 250 hPa.

sphere (Figure 6.21b). This mid level warming corresponds to a high pressure anomaly

at 60–120 E and 50–70 N (not shown).

Figure 6.21c and d show the zonal wind response at both 850 hPa and 250 hPa. The

response is roughly equivalent barotropic (the structure is the same at both levels). How-

ever, it is small everywhere and only significant at the 95% level in very localised regions

in West Europe, East Eurasia and, at 250 hPa, the Pacific. In Western Europe the response

is a poleward shift or contraction, which is perhaps surprising since the response to ice

addition was also a poleward shift (e.g. Figure 6.15). This suggests that the response is

nonlinear in the ice extent. However, given the small response magnitude and low sta-

tistical significance, it is likely that this response is dominated by noise and a longer run

would be needed to establish if a robust response is present. Moreover, the spatial nature

of the ice forcing and the temperature response to it is very different in I80A to that in the

earlier experiments.
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Due to the low significance discussed above, this experiment is not discussed in great

detail. However, it should be noted that the strongest and most significant response is the

weakening zonal wind in East Eurasia. This is consistent (via thermal wind balance) with

the strong weakening of the meridional temperature gradient, which is a direct response

to the ice removal. Moreover, this reduction in temperature gradient causes reduction in

continental baroclinicity and transient heat flux, and a downstream reduction in transient

momentum flux. However, while this is a self-consistent set of eddy feedbacks it should

be noted that the strength of storm activity found here over the Eurasian continent seems

highly unrealistic.

6.8 Summary and Conclusions

In this chapter, ice addition experiments have been performed in an AGCM with ide-

alised lower boundary conditions representing two Northern Hemisphere continents and

the Rocky mountains. These boundary conditions are very similar to those used in previ-

ous studies (Brayshaw et al., 2009; Saulière et al., 2012) where they were shown to repro-

duce features of the northern hemisphere circulation. In particular, this setup simulates

zonal asymmetries of the storm track and jet, a small south west-north east tilt of the jet

in the North Atlantic, and a Rossby wave train propagating from the orography.

In an experiment with zonally symmetric sea ice added to 65◦N (except where re-

stricted by continents) the jet stream response is to first order an increase on the its pole-

ward flank, peaking between 60 and 70◦N. This response is consistent with, but slightly

weaker than, the closest equivalent symmetric experiment (I65-NOICE). Further exper-

iments, with ice addition or removal in the Atlantic only, also give a robust response in

the zonal mean, with experiments with more sea ice having greater wind speeds on the

poleward flank of the jet. There is also an increase on the poleward flank of the jet im-

mediately downstream of the Atlantic ice addition in all cases. There is a progression in

the response and some evidence again of nonlinearity, with the response to ice addition

to 50◦N being much stronger than for weaker forcings.

However, the asymmetric component of the response to local Atlantic ice addition

is harder to interpret. There are differences in sign in the temperature response over

Eurasia, which may well be an artefact of details of the model configuration. For two
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of the forcings considered, the main zonal wind response is downstream of ice addition

over Eurasia, but is generally still on the poleward flank of the unperturbed jet. There is

little evidence of a Rossby wave response to the Atlantic ice addition.

The responses to local ice addition either in the zonal or regional mean are smaller

than in the symmetric case. It is possible that the forcing in the two weaker local ice

addition cases (to 60◦ and 55◦) is simply too weak to cause a large-scale response, and

that the flow anomalies seen in these cases are primarily driven by secondary remote

temperature anomalies.

On the other hand, elements of this configuration may limit its ability to represent

the real world response to sea ice anomalies. In particular the jet in the East Atlantic is

insufficiently far north; equivalently the jet is too zonal. If the storm track proximity to

the ice edge is important, this would limit the ability of the model to respond. There is

scope for careful design of future experiments using known elements which increase the

jet realism in the Atlantic. For example, zonally symmetric SSTs have been used in this

thesis which is not an accurate representation of the winter North Atlantic; either more

realistic fixed SSTs or a ‘slab’ ocean in which SSTs are able to change would form the basis

for appropriate future experiments.

In Chapter 5, the possible implications for palaeoclimate were discussed. The exper-

iments in this chapter are arguably even more relevant since they feature a zonally lo-

calised storm track. The movement of the storm track (band-pass filtered v′T′ at 850 hPa,

Figure 6.17, and z′z′ at 500 hPa, not shown) to along the ice edge in the I50A experiment

is consistent with findings of Kageyama et al (1999) and Dong and Valdes (1999) for the

last glacial maximum, in modelling experiments conducted under PMIP.
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Chapter 7

Conclusions

7.1 Overview

There is rapid ongoing change in the Arctic, with large negative trends in sea ice and

rapid warming of the surface and lower atmosphere observed in recent decades and

projected to continue under greenhouse gas forcing (Stroeve et al., 2012a). This raises the

question of whether, how, and how much, sea ice loss or the amplified surface warming

may affect the climate of midlatitudes. One particular question regards the effect of Arctic

change on jet and storm track dynamics in the North Atlantic, with conflicting results

having been found for example in AGCM modelling studies.

This thesis has examined mechanisms through which Arctic change has the potential

to impact the climate of midlatitudes, addressing the following questions:-

1. To what extent does thermal advection contribute to projections of 21st century

temperature variability in coupled climate models?

2. What is the atmospheric response to sea ice removal? In particular what is the

response of the eddy-driven jet, including its mean, variability and spatial hetero-

geneity?

3. What determines the nature and magnitude of the jet response to sea ice forcing?

Question 1 has been addressed in state of the art coupled climate models (Chapter 4). For

questions 2 and 3, experiments were conducted in idealised configurations of an AGCM.

7.2 Answers to research questions

1. To what extent does thermal advection contribute to projections of 21st cen-

tury temperature variability in coupled climate models? (Chapter 4)

Analysis of monthly surface temperatures in a single model, initial condition ensemble

(ESSENCE) and the CMIP5 archive demonstrates that there is a clear spatial pattern and
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seasonality in the projected changes of the standard deviation of monthly surface air

temperature. This can be summarised as, in winter, a decrease in temperature variability

in midlatitudes and an increase in high latitudes and the tropics and, in summer, an

increase over most land areas and the tropics and a decrease over high latitude oceans.

In a single model ensemble, a simple metric of atmospheric thermal advection was

found to explain over 50% of 20th century monthly temperature variability in widespread

areas in winter. The following hypothesis was investigated: given future change in sur-

face temperature gradients due to Arctic amplification and greater warming over land

than ocean, unchanged circulation patterns would contribute to different temperature

anomalies and therefore changed temperature variance. In support of this hypothesis

a relatively simple regression model, taking account only of changes in mean merid-

ional and zonal temperature gradients, was able to reproduce many aspects of the spatial

pattern of change in both seasons. Crucially, these changes in variability, linked to the

robust feature of heterogenous mean-state surface warming, can be treated with added

confidence due to the underlying physical understanding.

Over large regions of Europe and North America in winter the advection could ac-

count for over half of the projected decrease in temperature variability. These results are

consistent with results in the literature suggesting relationships between variability and

zonal gradients (de Vries et al., 2012, for Europe) or Arctic amplification (Screen, 2014;

Schneider et al., 2015). However, this study goes further than these previous studies in

examining the whole globe and both zonal and meridional gradient changes, and in link-

ing a projected change to this specific mechanism. The study explicitly recreates future

changes in variability using changed temperature gradients, which no previous study

has done. Thermal advection is found to be important for projected changes in Alaska,

western Canada, Europe, south Australia, and subpolar oceans in winter.

The contribution of changing temperature gradients to variability change is weaker in

summer than in winter. It still amounts to several tens of percent over large regions, such

as parts of Australia, Europe, subtropical land areas, and off the Arctic coast. However,

the change induced by the thermal advection mechanism is, in most areas, less than 50%

of the whole. This smaller role is consistent with studies showing that land surface and

radiative processes, for example, soil moisture changes, are dominant in summer (e.g.

Fischer et al., 2012, for Europe).
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The importance of the thermal advection mechanism found above has important im-

plications for understanding the impacts of circulation variability in the future: the re-

sults suggest there would be changes in the relationships between circulation and tem-

perature anomalies, as found in Goubanova et al. (2010) and Masato et al. (2014). For

example, the familiar temperature impacts of given circulation regimes such as the cold

weather found in northern Europe in the negative phase of the North Atlantic Oscillation

may become less severe in winter due to reduced temperature gradients (Cattiaux et al.,

2010; Osborn, 2011; Masato et al., 2014; Dong et al., 2011). The conclusion that tempera-

ture gradient changes are more important than circulation changes for future variability

change are also consistent with the results of Cattiaux et al. (2012) that changes in circula-

tion are not the dominant driver of projected future changes in interannual temperature

variability.

Implications for extremes

The investigation of temperature variability is partly motivated by the possible effect

of changes in variability on extremes (e.g. Schär et al., 2004). This is particularly of inter-

est for midlatitude land areas, where large populations may be exposed to temperature

extremes and where the thermal advection mechanism is relevant. The consequences for

extremes have not been explicitly discussed in this thesis. However, all other things being

equal (i.e., the form and higher order statistical properties of the temperature distribution

remaining the same):-

• A decrease in variance of winter monthly temperatures, combined with an increase

in mean temperature, would reduce the frequency of cold extremes (the distribu-

tion shifts towards warmer temperatures, but narrows)

• The effect on mild winters is unclear since, independently, the increase in mean

would increase their frequency and a decrease in variance would decrease their

frequency; the changes therefore happen in the opposite sense

• An increase in variance of summer monthly temperatures, combined with an in-

crease in mean temperature, would increase the frequency of warm extremes.

It is challenging to compare these results with existing literature on extremes, which gen-

erally focuses on shorter periods of days to weeks. An increase in extreme hot days Fis-

cher and Schär (2009) and decreases in cold spells (de Vries et al., 2012; Peings et al., 2012)
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has been projected, consistent with the bullet points above. Moreover, Screen (2014) have

more explicitly investigated the relationship between reduced severity of extreme cold

days in winter and thermal advection, in both the recent past and future; they found, for

autumn and winter, that northerly wind days become less anomalously cold in future.

2. What is the atmospheric response to sea ice removal? In particular what

is the response of the eddy driven jet, including its mean and variability, and

what is the zonal structure of the response? (Chapter 5 and 6)

All the experiments presented here provide evidence for the hypothesis that increased

sea ice over the pole and extending into midlatitudes causes an increase in wind speed

on the poleward flank of the eddy driven jet. This adds to the growing body of evidence

which suggests that sea ice can influence the jet (e.g. Barnes and Screen, 2015). However,

a crucial finding in the context of recent and current sea ice and climate is the magnitude

of the response. For sea ice extents in the range relevant to the 20th and 21st centuries,

i.e., with a minimum ice latitude at or poleward of 70◦N, the response does not cause the

mean eddy driven jet to shift poleward.

In an aquaplanet model, the zonal wind response to ice addition projects onto the pos-

itive phase of the first zonal wind EOF, except in one experiment with ice to 80◦ where

the zonal wind anomalies are not significant. This change is qualitatively consistent with

the majority of model results to date which find a negative NAO response to ice removal

(Budikova, 2009). Again however, for extents relevant to the present day, this projection

is weak and most of the response is separate from the EOF structure. There is therefore

some discrepancy with the oft-reported ‘negative NAO’ response to recent past or pro-

jected autumn and winter sea ice anomalies. In some of these cases, the explanation may

be very simple; the projection onto the mode of variability is not quantified but simply

used as a helpful description given the broad similarity between the response and the

annular mode, whereas the projection strength may be weak.

There may be true physical differences between the response in the configuration

here and more realistic models. For example, this configuration lacks the asymmetries

which localise the annular mode (Cash et al., 2005), and the anomalies are highly ide-

alised. Moreover the use of experiments with fixed SST means that elements of the re-

sponse which are likely to be strongly dependent on coupling will not be present. This is
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discussed further below.

Jet variability, described by indices of its latitude and speed, also changes with ice

addition. There is evidence that more ice leads to increased probability of a more pole-

ward jet, even when the mean position does not change; the jet in experiments with ice

extending to 50–55◦ latitude does not have a strongly favoured mean position, due to

this behaviour. In the experiment with ice to 45◦ latitude, the forcing is sufficiently large

that the modal jet position is much further poleward than in cases with little or no ice,

suggesting the circulation has entered a new regime.

An asymmetric framework with simple northern hemisphere landmasses (following

Brayshaw et al., 2009) has been used to investigate more localised responses to ice loss.

The addition of ice in only the Atlantic sector causes the same zonal-mean response, of in-

creased wind speeds on the poleward flank of the eddy-driven jet. This is consistent with

high latitude cooling at all longitudes even although the ice addition is localised. There

are some contrasts in local details of the response, for example in lower tropospheric tem-

perature and zonal wind, in these experiments, but in all cases there is a strong response

downstream of the region of ice addition.

3. What determines the nature and magnitude of the jet response to sea ice

forcing? (Chapter 5 and 6)

This study provides a valuable bridge between simpler models addressing the effect of

high latitude heating (Butler et al., 2010), aquaplanet or other idealised AGCM studies

investigating the effect of local SST anomalies (e.g. Brayshaw et al., 2011) or large scale

SST change (Lu et al., 2010; Chen et al., 2010), and on the other hand, experiments in fully

realistic AGCMs addressing specific questions of sea ice removal or addition (e.g. Deser

et al., 2007).

• Is the response linear in the magnitude of the forcing?

In this study there is evidence that the response (the maximum zonal wind anomaly,

or EOF projection strength) is linear with forcing (ice area) for ice restricted to polar

latitudes of around 60◦ or more. The response appears nonlinear for larger forcings.

While for weak forcings the response is confined to the jet’s poleward flank, as

found in most realistic experiments, for strong forcings there is a resulting shift in

179



Chapter 7: Conclusions

the jet maximum. This larger response is found in studies such as Butler et al. (2010).

While this thesis is the first study to analyse sea ice addition in an aquaplanet or

simplified GCM, aquaplanet models have been used to investigate the response to

changes in the mean and gradient of SST (Caballero and Langen, 2005; Lu et al.,

2010). Lu et al. (2010) adjusted global mean SST Tm in the range 0–35◦C and the

equator-to-pole difference △T in the range 0–60◦C. Aquaplanet experiments in this

thesis have 11◦C <Tm <17◦C and 27◦C <△T <68◦C, so △T varies much more than

Tm. The poleward shift of the eddy driven jet with increasing △T in this thesis,

within this range, is consistent with Lu et al. (2010), although they found a reversal

of this relationship at smaller △T. However, the location of maximum temperature

gradient in Lu et al. (2010) is the same in all simulations, in contrast to the simula-

tions in this thesis, in particular the cases with ice extending to 45–55◦ latitude.

• What is the effect of the location of the temperature front associated with the ice

edge? The nonlinearity becomes apparent when the ice edge reaches 55◦ in a back-

ground state which has a maximum near surface baroclinicity, quantified by the

Eady growth rate, just equatorward of 50◦. This may suggest that it is this perturba-

tion of the midlatitude baroclinic zone which triggers the nonlinearity, rather than

just the large-scale thermal gradient exceeding some threshold. This is consistent

with results from the SST front literature whereby perturbation of this baroclinic

zone is crucial for causing a response (Brayshaw et al., 2008).

This is also consistent with the response to southern hemisphere sea ice anomalies

corresponding to a 7◦ expansion or contraction relative to its climatological position

(Kidston et al., 2011b). In Kidston et al. (2011b) the warm season climatological ice

edge was approximately 70◦S at most longitudes, while in the cold season it was

between 55 and 65◦S. Kidston et al. (2011b) found a response in the cold season ice

expansion case only and linked this to the necessity of perturbing the midlatitude

baroclinic zone. The findings in this thesis that a large response is only caused

equatorward of 60◦ are therefore consistent with the results of that study.

• What is the effect of the state into which the forcing is imposed, including the jet

latitude and variability?

This thesis has investigated ice addition into three background states; two aqua-
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planet states with different SST profiles, and an asymmetric state. Comparing the

response to a given sea ice anomaly between experiments with two different SST

profiles, there is some evidence that experiments where the eddy driven jet is well

equatorward of the anomaly respond more weakly to the anomaly than those in

which the eddy driven jet is close to the anomaly. The responses are however qual-

itatively similar.

Previous studies have found qualitative differences between the response to asym-

metric SST anomalies in different seasons (Ting and Peng, 1995), and therefore dif-

ferent background flows. Results from Chapter 6 suggest there may be such sen-

sitivity present, although there was insufficient evidence to deduce whether the

apparent sensitivity was merely a consequence of a small forcing.

These elements may be relevant to the interpretation of climate model responses to

forcing. Harvey et al. (2013) and Barnes and Polvani (2015) both found that the magni-

tude of Arctic Amplification was correlated with the response of the jet or storm track;

i.e., the size of the surface anomaly is related to the response of the jet. Secondly, if the

response of the jet to sea ice forcing was sensitive to the location of the jet relative to the

sea ice, as suggested above, it could manifest as a relationship between the climate model

jet latitude bias and the projected change. No such relationship was found for North At-

lantic storm tracks by Zappa et al. (2013a). This could be due to complicating factors such

as different changes in sea ice between the models, or that the sea ice edge is too far away

from the storm tracks in projections of the 21st century for this effect to manifest.

7.3 Future Work

7.3.1 Thermal advection mechanism for temperature variability change

The analysis of thermal advection did not assess the role of meridional and zonal gradient

change separately. Given the finding of Screen (2014) that a weakened cooling effect of

northerly wind days leads to reduced daily temperature variability in autumn and winter

in both the recent past and climate model projections, this separation may be informative.

The regression model (Chapter 4) used a meridional temperature gradient scale of 11.25◦

so, for example, the effect of Arctic amplification in the East Atlantic/Western Europe
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sector would be restricted to high latitudes only. Investigation of different lengthscales

in both the meridional and zonal directions would therefore extend understanding of the

latitudes affected.

The regression model accounted for mean temperature gradients and the variability

of geostrophic wind. It did not, however, include the mean circulation, or variability

(even a seasonal cycle) in temperature gradients. These components could be investi-

gated for regions where they are known to be particularly important.

Finally, the thermal advection mechanism has not been examined in the CMIP5 en-

semble. To apply the thermal advection regression in all CMIP5 models would be costly

and the amount of data generated challenging to interpret. However, given the knowl-

edge gained from the single model ensemble, the regression could be applied only in iso-

lated regions where the thermal advection mechanism appears to be important for vari-

ability change. Alternatively, a cross-model regression of temperature variance change

with gradient change could be performed (a direct extension of the methodology in

de Vries et al. (2012)). Further analysis of the model spread in variance projections in

CMIP5 could also help to evaluate the role of structural or model uncertainty in areas

where variance changes are not robust, and possible causes. In this thesis, the analysis

was conducted after removing the seasonal cycle. However, when preliminary analy-

sis was performed on CMIP5 data without this processing, large differences in variance

emerged between models in the late 21st century, particularly in the Arctic. This suggests

large discrepancies between models in their simulations of trends and seasonal cycles.

7.3.2 Atmospheric circulation response to sea ice addition

• Further aquaplanet experiments

Some evidence was found, in comparison of experiments with two different SST

profiles, that the response to a given sea ice forcing depended on the background

state. However, fewer experiments were conducted with the second SST profile;

completing the missing experiments in this profile would help to provide further

evidence for, or against, this hypothesis. Other approaches could also be used to

modify the background state, for example with different SST or insolation profiles.

This could inform questions regarding the different responses found in different

seasons and in subtly different configurations. Moreover, there is known to be some
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spread in CMIP5 projections of the North Atlantic circulation. Therefore, if such ex-

periments could be targeted to resemble different CMIP5 model biases, they could

inform discussion of whether model circulation responses are related to their biases,

thereby building understanding of model projections.

• Advancement of the asymmetric setup

The experiments were designed to probe the sensitivity and mechanics of the sys-

tem, more than they were designed to address a specific season. It would be benefi-

cial to conduct future experiments more specifically representing the North Atlantic

in early or late winter.

Despite representing many Atlantic features well, the model setup used in Chap-

ter 6 has insufficient tilt in the North Atlantic jet and storm track, such that it does

not extend far enough North in the east Atlantic. Changes to the lower bound-

ary conditions, including increased complexity, may improve the representation of

the jet and equivalently stationary waves in the North Atlantic. For example, use of

Eurasian topography would give a more realistic representation of the Pacific jet in-

cident on the Rockies (Saulière et al., 2012). Moreover, slightly lower Rocky moun-

tains in this thesis than in Saulière et al. (2012) may have contributed to weaker

stationary waves in the North Atlantic. It is feasible that changes to the station-

ary waves would alter the response; a jet which was further poleward in the East

Atlantic might respond more strongly to sea ice forcing, although it is also possi-

ble that a jet constrained by strong stationary waves would be less responsive to

forcing.

On the other hand, decreasing the complexity of the model may be advantageous.

There was, by intention, a large gap in complexity between the asymmetric and

aquaplanet experiment; given previous work (Brayshaw et al., 2009), using a recog-

nised set of continents was an efficient route into conducting semi-realistic exper-

iments. However, this leap in complexity leaves a gap in understanding. For ex-

ample, the question considered in the previous paragraph regarding the effect of

stationary waves from the Rocky mountains on the response is of great interest.

However, the large Eurasian continent in the experiments in this thesis also intro-

duced changes in the large scale temperature gradients which were not present in

the aquaplanet, and sea ice anomalies were introduced in a smaller region. Adding
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experiments with isolated forcing from the Rocky mountains and sea ice anomalies

at all other latitudes could provide further insight into the drivers of the response

in the asymmetric framework.

There are limitations in conducting atmosphere-only experiments into the response

of sea ice (Peings and Magnusdottir, 2013), because the ocean cannot respond to at-

mospheric anomalies induced by sea ice anomalies. In reality, increased SIC and a

colder atmosphere would be associated with anomalous fluxes at the ocean surface.

This would be expected to reduce the severity of the surface front and magnitude

of the surface anomalies (Peings and Magnusdottir, 2013). Recent studies have in-

vestigated the response to sea ice anomalies in coupled models using longwave

nudging (Deser et al., 2015) and sea ice thickness perturbations (Petrie et al., 2015).

At a global scale, the inclusion of ocean dynamics in the experiments of Deser et al.

(2015) caused a change in the response to Arctic sea ice anomalies; the response

changed from one confined to midlatitudes and the northern polar region in atmo-

sphere only experiments to being a global response in the experiment with ocean

dynamics.

• Further analysis methodology

One hypothesis for the effect of sea ice on the atmosphere, particularly in the recent

past, is that reduced sea ice in the recent past may have contributed to a slower,

‘wavier’ jet stream and more persistent weather as a result (Francis and Vavrus,

2012). This thesis has demonstrated that, in an aquaplanet, the zonal wind response

for present-day-like sea ice extents is small, and generally on the jet flank rather

than in the jet core. However, the hypothesis of jet ‘waviness’ has not been directly

addressed. Analysis of wave activity in both the symmetric and asymmetric set-

tings would be valuable.

In addition, the mechanisms for the poleward shift could be further probed. For

example, changes in wavebreaking behaviour (Barnes and Polvani, 2015; Rivière,

2011) or the length scale of the dominant eddies (Kidston et al., 2011a) could be in-

vestigated. It would be of merit to explore this in both symmetric and asymmetric

settings to investigate whether the presence of stationary waves affects the con-

clusions. However, equilibrium experiments such as those presented in this thesis

would need to be complemented with ensemble spinup experiments (e.g. Deser
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et al., 2007) in order to further understand these mechanisms and the processes by

which they are initatiated.

7.4 Final Comments

This thesis has shed new light on understanding of polar sea ice impacts on the atmo-

spheric circulation, with implications both for the present day and distant past. Further

evidence has been found that increases in sea ice correspond to increased wind speeds on

the poleward jet flank (and vice versa). However, the results also suggest that the com-

mon paradigms of jet shifts and annular mode responses may be over simplifications for

recent and future sea ice extents.
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Appendix A

Notation Conventions

Symbol Definition/Value Description

T Temperature

u Zonal Wind

θ Potential temperature

f Coriolis parameter

σBI 0.31
f
N

∂U
∂z Eady growth rate

E Three-dimensional e-vector

F Eliasson-Palm (EP) flux

ψ (Ch5) Meridional mass streamfunction

ψ (Ch6) Horizontal streamfunction

φ Latitude

β Gradient of planetary vorticity

g 9.81 ms−2 Acceleration due to gravity

a 6.371E6 m Earth radius

N Brunt-Vaisala frequency

Operators on a variable A

[A] Zonal mean

A∗ Deviation from zonal mean

A Time mean

A’ Deviation from time mean
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Appendix B

Abbreviations

AA Arctic Amplification

AMIP Atmospheric Model Intercomparison Project

(A)(O)GCM (Atmosphere) (and Ocean) General Circulation Model

AO Arctic Oscillation

CMIP Coupled Model Intercomparison Project

EOF Empirical Orthogonal Function

ESSENCE Ensemble SimulationS of Extreme weather events

under Nonlinear Climate change

HadGAM Hadley centre Global Atmospheric Model

IPCC Intergovernmental Panel on Climate Change

ITCZ Inter Tropical Convergence Zone

JLI Jet Latitude Index

LGM Last Glacial Maximum

NAO North Atlantic Oscillation

NSIDC National Snow and Ice Data Center

NH Northern Hemisphere

PMIP Paleoclimate Modelling Intercomparison Project

PC Principal Component

RCP Representative Concentration Pathway

SAM Southern Annular Mode
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DJF December, January and February

MAM March, April and May

JJA June, July and August

SON September, October and November

Variables

SIC Sea Ice Concentration

SIE Sea Ice Extent

SIA Sea Ice Area

SLP Sea Level Pressure

SST Sea Surface Temperature

TAS Surface Air Tempeature
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