Solving the stability-accuracy-diversity dilemma of recommender systems


It is advisable to refer to the publisher's version if you intend to cite from the work. See Guidance on citing.

To link to this article DOI: http://dx.doi.org/10.1016/j.physa.2016.10.083

Publisher: North-Holland

All outputs in CentAUR are protected by Intellectual Property Rights law, including copyright law. Copyright and IPR is retained by the creators or other copyright holders. Terms and conditions for use of this material are defined in the End User Agreement.

www.reading.ac.uk/centaur

CentAUR
Central Archive at the University of Reading
Solving the stability-accuracy-diversity dilemma of recommender systems

Lei Hou\textsuperscript{a,*}, Kecheng Liu\textsuperscript{ab,*}, Jianguo Liu\textsuperscript{b}, Runtong Zhang\textsuperscript{c}

\textsuperscript{a}Informatics Research Center, University of Reading, Reading RG6 6UD, United Kingdom.
\textsuperscript{b}Data Science and Cloud Service Research Centre, Shanghai University of Finance and Economics, Shanghai 200433, China.
\textsuperscript{c}School of Economics and Management, Beijing Jiaotong University, Beijing, 100044, China.

Abstract

Recommender systems are of great significance in predicting the potential interesting items based on the target user’s historical selections. However, the recommendation list for a specific user has been found changing vastly when the system changes, due to the unstable quantification of item similarities, which is defined as the recommendation stability problem. To improve the similarity stability and recommendation stability is crucial for the user experience enhancement and the better understanding of user interests. While the stability as well as accuracy of recommendation could be guaranteed by recommending only popular items, studies have been addressing the necessity of diversity which requires the system to recommend unpopular items. By ranking the similarities in terms of stability and considering only the most stable ones, we present a top-$n$-stability method based on the Heat Conduction algorithm (denoted as TNS-HC henceforth) for solving the stability-accuracy-diversity dilemma. Experiments on four benchmark data sets indicate that the TNS-HC algorithm could significantly improve the recommendation stability and accuracy simultaneously and still retain the high-diversity nature of the Heat Conduction algorithm. Furthermore, we compare the performance of the TNS-HC algorithm with a number of benchmark recommendation algorithms. The result suggests that the TNS-HC algorithm is more efficient in solving the stability-accuracy-diversity triple dilemma of recommender systems.
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1. Introduction

Recent decades witnessed the explosive growth of online information, which brings a great deal of information to fit people’s preferences. However, the volume of online information is considerably more than any person can possibly process [1] which has been characterised as the information overloading problem. Regarding this dilemma, the recommender system [2, 3, 4] is one of the powerful tools to offer a solution, by predicting online users’ interests in terms of their historical rating or selecting behaviours.

A fundamental idea of the recommender system is to find items that are similar to the target user’s historical selections. Therefore, how to properly quantify the similarity between items is of great significance for the recommendation. One of the classical techniques is the content-based method [5, 6], which detects similarity by examining whether two items share the same attributes or features. In collaborative tagging systems [7, 8] which allow users to freely assign tags on items, similarities can also be quantified using those user-created tags and this method is known as the folksonomy-based similarity [9, 10]. However, those external attributes are not always available and, in many scenarios, the data is just binary records of links from users to items. For this kind of systems, using what is
Normally called association rules, one can mine the co-selecting patterns between items. The fundamental assumption is that two items should be similar if they are selected by the same users. For example, the Common Neighbour index defines the similarity between two items exactly as the number of users who have rated or selected both of them. By considering the popularity information of the items or the activity level of users, some variations of Common Neighbour index have been developed, such as the Salton index, the Jaccard index, the Hub-Promoted index [11], and the Leicht-Holme-Newman index [12]. Given the rapid development of network science [13], the binary relations between users and items could be modelled as the user-item bipartite networks [14, 15]. By regarding the users and items as nodes, and the accessing records as the links, the user-item bipartite network therefore simplifies the recommendation problem as predicting possible links between unconnected user-item pairs. Based on the bipartite network, physical spreading processes have been applied to quantify the similarities between nodes (users or items), such as the Resource Allocation index and Mass Diffusion index [15].

Given the enormous efforts on the investigations of similarity quantification, most of the well established recommender systems are based on similarities, such as the Amazon [16, 17], the TiVo digital video system [18] and the YouTube [19]. Despite the wide applications and investigations, the similarity-based recommender system is still with challenges, such as the cold start problem [20] and how to evaluate the effect of time [21, 22]. Notably, one of the most discussed challenges of the recommender system is how to improve the recommendations’ diversity (also referred as the personalisation problem) [23, 24]. Since the popular items are welcome by most users, the recommender system could achieve high accuracy by recommending popular items, which will lead to centralised interests. However, the users always have interests that are different with each others’, and hence, the recommender systems also should present diverse recommendation lists by digging out dark information. The Heat Conduction algorithm [25, 26] is one of the most discussed such methods, which has very high diversity but low accuracy. Regarding to the accuracy-diversity dilemma, numerous efforts have been devoted [27, 28, 29]. However, the performances of these algorithms highly depend on the similarity measures.

Recently, the stability property of similarity measures for user-item bipartite networks has been investigated [30]. While similarity measures are trying to reveal the real similarities in terms of the wiring patterns, they should stand in presence of noises such as random wiring. Additionally, although the real similarity between two specific items may evolve in time which leads to the instability, the similarity measures should at least be stable when evaluating with different samples of the network. However, the experimental results indicate that most of the measures may generate totally different evaluations of the similarity when using different samples even from the same period of data. Therefore, a serious question raises that, if the similarity measures are unstable evaluating the similarities, how could one be sure of that the measured similarity is the reflection of real similarity. Furthermore, given the recommender systems highly depending on the similarity quantifications, those unstable similarity measures offering inappropriate quantifications puts the system at risk, i.e. the recommendations will also be unstable. Recommendations to become unstable may cause risks such as 1) users finding recommendations unreasonable which leads to bad experiences, and 2) the uncontrollable performance of the recommendation algorithm in practical applications. The stability problem of similarity quantification and recommendation should be of both theoretical and practical concerns. From the theoretical perspective, if the extracted similarity is unstable, it would be hard to evaluate weather a user is interested in an item or not. From the practical perspective, the stability problem would be a gap between laboratory investigation and real-time application because practical systems are always vastly evolving.

Note that, there are some related researches on the stability problem of recommender systems, such as Adomavicius and Zhang (2012) [31, 32]. They define the stability as the consistency between the original recommendations and the recommendations using the combination of the historical data and some of the original recommendations (assuming some of the original recommendations have been adopted by the users). The stability of the present paper is defined differently from their study [31, 32]. While Adomavicius and Zhang used the output (commendations) of the first recommendation experiment as the input (historical records) of the second recommendation experiment to examine the consistency of the prediction, which could be regarded as the recommendation algorithm’s self-consistency, we explore the influence of the users’ real behaviour growth on the similarity quantification and recommendation change. Other studies also have discussed the systems’ ability to remain stable under malicious attached (records faked for specific purpose) [33, 34], which also been referred as the robustness of the recommender systems, while we study the systems’ stability with its own natural evolution.

Similar to the accuracy problem, by only recommending popular items, the system could have very high stability. However, the recommender system then falls again into the dilemma that whether should the recommender system
recommends popular items to achieve high stability and accuracy or recommends unpopular items to achieve high diversity. So, there rises the triple dilemma of stability-accuracy-diversity. By ranking the similarities in terms of stability and only considering those most stable ones, the present paper applies a top-n-stability method based on the Heat Conduction algorithm to solve the stability-accuracy-diversity triple dilemma. The results suggest that, our method could not only significantly improve the recommendations’ stability, but also gains both high diversity and accuracy simultaneously. The top-n-stability method based on the Heat Conduction algorithm is arguably better than classical methods as a solution to the triple dilemma.

2. Materials and Methods

2.1. Data

This paper introduces four benchmark data sets to conduct the experiments of the top-n-stability recommendation. Basic statistics of each data set are shown in Table 1. Those data sets are widely used to investigate the user-item bipartite network, and evaluate and test the recommendation algorithms. The MovieLens and Netflix are movie web sites in which users could watch and rate movies. The Last.fm is a music web site allowing users to collect different artists’ music. The Epinions allows users to share reviews on products with each other. As the recommendation experiments in this study are to predict links for each user, here we ignore the rating information and only take the wiring patterns between users and items, i.e. which user selected which items.

Table 1: Basic statistical properties of the utilised data sets. In the table, $M$, $N$ and $T$ stands for the number of users, items and total links (user-item relations) respectively. The sparsity is the deviation between existed links and possible links, i.e. $T/(M \cdot N)$. Those data sets have different scales and sparsities.

<table>
<thead>
<tr>
<th>data set</th>
<th>$M$</th>
<th>$N$</th>
<th>$T$</th>
<th>Sparsity</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens</td>
<td>5547</td>
<td>5850</td>
<td>698054</td>
<td>$2.15 \times 10^{-4}$</td>
</tr>
<tr>
<td>Netflix</td>
<td>8608</td>
<td>5081</td>
<td>419247</td>
<td>$9.59 \times 10^{-3}$</td>
</tr>
<tr>
<td>Last.fm</td>
<td>1885</td>
<td>6953</td>
<td>82155</td>
<td>$6.27 \times 10^{-3}$</td>
</tr>
<tr>
<td>Epinions</td>
<td>27923</td>
<td>30073</td>
<td>419674</td>
<td>$5.00 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

2.2. Heat Conduction Algorithm

A recommender system could be modelled as a user-item bipartite network as Fig. 1 shows. In the network, there are two sets of nodes, i.e., a set of items denoted by $O = \{o_1, o_2, \ldots, o_N\}$ and a set of users denoted by $U = \{u_1, u_2, \ldots, u_M\}$ where $N$ and $M$ are the numbers of items and users respectively. Therefore, the historical data could be described by an adjacency matrix $A = [a_{uo}]_{M,N}$ where $a_{uo} = 1$ if there is a link between user $u$ and item $o$ ($o$ is collected by $u$), and $a_{uo} = 0$ otherwise.

Assuming an initial item’s temperature as 1, and letting the temperature conducts from items to users (Fig. 1 (a) - (b)) and then back to items (Fig. 1 (b) - (c)), the Heat Conduction algorithm (we denote with HC henceforth) regards the final temperature possessed by an item as the similarity from the initial item to the target item [28, 26]. For each step, a node receives the average temperature of all its neighbour (connected nodes). Figure 1 shows an example of the conduction process. Initially, we assume the item $o_1$ has a temperature of 1, and that of others are 0. When the temperature conducting to users, a user’s temperature will be the average of his/her connected items’, i.e. $\sum_{o \in O} a_{uo}t_o/k_o$, where $k_o$ is the number of items that user $u$ selected and $t_o$ is the temperature of item $o$. Similarly, when the temperature conducting back to items, an item’s temperature would also be the average of all the users that connected to it, i.e. $\sum_{u \in U} a_{uo}t_u/k_u$ where $k_u$ is the popularity of item $o$ (how many users have selected it). We then have the similarity from an initial item $o_i$ to any other item $o_j$, which reads,

$$s_{o_i,o_j} = \frac{1}{k_{o_j}} \cdot \sum_{u \in U} \frac{a_{uo_i} \cdot a_{uo_j}}{k_u}. \tag{1}$$

Note that, the similarity calculated by the HC algorithm is directed, i.e. $s_{o_i,o_j} \neq s_{o_j,o_i}$. And the similarity from $o_i$ to $o_j$ means that, if a user selected $o_i$ historically, the likelihood of $o_j$ to be selected by him/her in the future is $s_{o_i,o_j}$. The
similarity between two items calculated by the HC measure, \( s_{o_i o_j} \), is based on the common neighbour of those two items, i.e. how many users selected both of them, and weighted by each user’s activity level \( k_o \). The HC measure further normalised the similarity by dividing the target item’s popularity \( k_o \).

When one recommends to a target user \( u \), the system calculates a score for every item that has not been selected by user \( u \) according to the similarities. The score of an item \( o_j \) for the target user \( u \), \( w_{uo_j} \), reads,

\[
w_{uo_j} = \sum_{o_i \in \mathcal{D}} a_{uo_i} \cdot s_{o_i o_j}.
\]  

The score \( w_{uo_j} \) could be regarded as the likelihood of the target user \( u \) potentially being interested in the item \( o_j \). Normally, the system recommends \( L \) items with the highest scores to users, and those \( L \) items are what the system predicts to have the highest potential to hit the target user’s interests. In this paper, we investigate the recommendation performance with recommendation length of 10, 20 and 50 respectively regarding practical systems.

### 2.3. Top-n-Stability Method

Despite that, item similarities have been widely applied in recommender systems, it has been found to be unstable as the network structure changes. To measure the stability of similarity, we firstly divide the data randomly into two subsets, i.e. each link of user-item has a probability of 50% to be assigned to one subset, or the other subset otherwise. Hence, we can calculate the similarities for two subsets respectively using an arbitrary similarity measure (in this paper, the HC measure). We denote the similarities between two items \( o_i \) and \( o_j \) in two subsets of data as \( s'_{o_i o_j} \) and \( s''_{o_i o_j} \) respectively. A proper measure should result in the same similarity for two subsets, i.e. \( s'_{o_i o_j} = s''_{o_i o_j} \). Therefore, the more difference between the two similarities \( |s'_{o_i o_j} - s''_{o_i o_j}| \), the more unstable the similarity is. Considering the similarities may be of totally different scales, we further normalise the difference, leading to the definition of the stability of similarity from \( o_i \) to \( o_j \), \( \delta_{o_i o_j} \) which reads,

\[
\delta_{o_i o_j} = \frac{|s'_{o_i o_j} - s''_{o_i o_j}|}{s'_{o_i o_j} + s''_{o_i o_j}}.
\]  

Consequently, the stability of similarity between any pair of items would be in the range \([0, 1]\), and the larger the value of \( \delta_{o_i o_j} \) is, the more unstable the similarity should be considered. Additional to the unstable nature of HC similarity as reported recently [30], the similarity stability has a strong correlation with the item popularity, as shown in Figure 2 (a-d). The results suggest that, the similarities directing to the unpopular items are generally less stable.

Considering that, some of the similarities are quite unstable when the network structure changes, the top-n-stability method is to only consider the most stable similarities when making recommendations.
In the traditional recommendation procedure, if the target user \( u \) has selected an item \( o_i \) in the training set, the similarity to any other item \( o_j \), \( s_{o_i o_j} \), will be contributed to the score of the item \( w_{u o_j} \). Here in the top-\( n \)-stability method, we assume the item \( o_i \) only contribute to \( n \) items that have most stable similarities with it. Consequently, one can firstly rank the possible similarities starting from an item \( o_i \), i.e., \( \{s_{o_1 o_j}, s_{o_2 o_j}, \cdots, s_{o_M o_j}\} \), in terms of stability from low to high values and then only consider the \( n \) most stable similarities of those. In other words, we update the similarities as,

\[
s_{o_i o_j} = \begin{cases} 
  s_{o_i o_j} & \text{if } \text{Rank} (\delta_{o_i o_j}) \leq n \\
  0 & \text{if } \text{Rank} (\delta_{o_i o_j}) > n 
\end{cases}
\]  

(4)

Then, we could use the updated similarity matrix to make recommendations. In the recommendation experiments, \( n \) is a tunable parameter which could be gradually changed to explore that to what extent should the unstable similarities be removed. As the similarity stability is highly correlated with the item popularity, one may be interested in another similar technic of making recommendations which is to rank the popularity instead of stability. Thusly, a Top-\( n \)-Popularity (TNP) method could be conducted by letting the historically selected items only contribute to the \( n \) most popular items instead of most stable items. However, the ranking of popularity would be the same for every user while the stability ranking is specific to each item.

### 2.4. Evaluation Metrics

The present paper evaluates the recommendation performance from three aspects, namely the stability, accuracy and diversity.

In each of the experiments, we equally divide the data set into two subsets at random as reported in section 2.3. We then take those two subsets of data as the training set and the probe set by turns. Consequently, the recommendation is to use the training set as the users’ historical records to try to retrieve the missing records from the probe set. To do that, we generate a ranking list for every user based on the training set according to the recommendation algorithm as shown by eq. (2) (in this paper, the top-\( n \)-stability based on Heat Conduction algorithm). The higher an item ranks in the list, the more likely the recommendation algorithm considers it to fits the target user’s interest. Furthermore, the \( L \) items at the top of the ranking list would be recommended to the user.

---

**Fig. 2:** (Colour online.) Box-plot of item popularity versus similarity stability (top row a-d) and recommendation stability (bottom row e-h) respectively. The horizontal axis is the popularity of the items, where \( k'_o \) and \( k''_o \) represent the items \( o_j \)’s popularity in two subsets respectively. In the top row, \( \langle \delta_{o_j} \rangle \) means the average stability of similarities directing to item \( o_j \), i.e., \( \sum_{o \in O} \delta_{o o_j} / N \), where \( N \) is the number of items. Generally, both of the similarity stability and the recommendation stability are mainly caused by the unpopular items.
2.4.1. Stability

As the two subsets are taken as the training set and the probe set by turns, there would be two recommendation lists for every user. For a specific user \( u \), if an item \( o_j \) ranked at the top \( L \) in one of the lists, it means the system predicts the item \( o_j \) to be potentially interesting to the user \( u \) according to that subset. Therefore, we define the item \( o_j \)'s rank in another list as the recommendation stability of item \( o_j \) for user \( u \), denoted with \( \Delta_{uo,j} \), which could be described as

\[
\Delta_{uo,j} = \begin{cases} 
  \frac{r_{uo,j}'}{(N - k_u')} & \text{if } r_{uo,j}' \leq L \\
  \frac{r_{uo,j}''}{(N - k_u'')} & \text{if } r_{uo,j}'' \leq L 
\end{cases}
\]

(5)

where \( r_{uo,j}' \) and \( r_{uo,j}'' \) is the rank of item \( o_j \) in user \( u \)'s two recommendation lists respectively, and \( N \) is the total number of items. To further quantify the stability of each recommendation experiment, we use the average value of all the recommended items’ stability to describe the recommendation’s performance, which reads,

\[
\langle \Delta \rangle = \frac{1}{|U|} \sum_{u \in U} \sum_{o \in \Omega_u} \frac{\Delta_{uo}}{|\Omega_u|}
\]

(6)

where \( \Omega_u \) is the set of items that are recommended (rank at the top \( L \) in the list) to user \( u \) according to either subset but have not been collected by the user in the other subset. Note that, if an item \( o_j \) has been selected by a user in one of the subsets, it would be ranked at the bottom of the list. If in the another list, the item \( o_j \) is in the top \( L \) positions (which is an accurate prediction), the stability would be approximately equals to 1 but cannot be regarded as unstable. Therefore, we don’t include those items that have already been selected by the user \( u \) historically in either subset to the set \( \Omega_u \).

According to this definition, a low value of recommendation stability \( \langle \Delta \rangle \) means the system gives similar evaluation of the potentials of items being selected using two subsets of data. On the other hand, a large value of recommendation stability \( \langle \Delta \rangle \) would indicate that, for a particular user, the potential of a particular item would be evaluated to be high in one subset but low in another. Accordingly, the lower value of stability \( \langle \Delta \rangle \) means the recommendation is more stable.

Similar to the similarity stability, the recommendation stability of each item also has strong correlation with item popularity. As shown in Figure 2 (e-h), although the recommendation stabilities \( \Delta \) empirically distribute in a wide range (sometimes almost from 0 to 1) for each popularity level, the unpopular items are relatively less stable to be recommended.

2.4.2. Accuracy

One of the most used accuracy metrics is the ranking score \( RS \). Assuming the users’ selecting behaviours are rational which could represent the users’ preference, those records in the probe set should be ranked at the top of the ranking list. If we denote the rank of an item \( o \) in user \( u \)'s list with \( r_{uo} \), the ranking score \( RS \) reads,

\[
RS = \frac{1}{|\Gamma_{pro}^u|} \sum_{u \in U} \sum_{o \in \Gamma_{pro}^u} \frac{r_{uo}}{N - k_{u_{training}}}
\]

(7)

where \( \Gamma_{pro}^u \) is the set of items in the probe set that user \( u \) collected, \( |\Gamma_{pro}^u| \) is the size of the whole probe set and \( k_{u_{training}} \) is the number of items that user \( u \) selected in the training set. Consequently, the accuracy \( RS \) ranges in (0,1) and the larger value of \( RS \) represents the less accurate recommendation and the smaller value of \( RS \) stands for the more accurate recommendation.

Additional to the ranking score \( RS \), the present paper considers two more metrics that evaluate the accuracy of the recommendation list with length \( L \), namely, the precision and recall. Both of the two metrics are based on how many items in the probe set that has been retrieved by the recommendation list with length \( L \) for a target user \( u \), denoted with \( h_u(L) \). One may interest in how many items in the list with \( L \) recommendations are accurate or how many of the user \( u \)'s \( k_{u_{probe}} \) deleted selections have been retrieved. Hence, we could have the precision \( \rho_u(L) = h_u(L)/L \) and recall \( r_u(L) = h_u(L)/k_{u_{probe}} \). The overall Precision \( P(L) \) and Recall \( R(L) \), therefore, could be calculated by averaging over all the users.
Fig. 3: (Colour online.) Recommendation performances, namely, the accuracy $RS$, stability $\langle \Delta \rangle$ and diversity $S$ of the TNS-HC algorithm on each of the four data sets. As the number of items $N$ varies for each data set, we take the normalised top-$n$, i.e. $n/N$ to illustrate the horizontal axis. And $n/N = 1$ reveals the original HC recommendation algorithm. Note that, due to the definitions of the three metrics, lower values of the stability $\langle \Delta \rangle$ and the accuracy $RS$ represent better performances, while higher values of the diversity $S$ mean better performances. While each of the metrics has the optimised value of $n/N$, we take the $n/N$ minimising the accuracy $RS$ as the optimised value for the overall performance, as identified by the red dashed lines in the figure. In practical cases, one can take value optimising any function of metrics. Note that, all the results of the recommendation are averaged over 20 independent experiments.

2.4.3. Diversity

As shown in Figure 2, recommending unpopular items is more likely to be unstable. To enhance the recommendation stability, the system can recommend only the popular items which will also guarantee the accuracy. However, recommending popular items would result in that, all the users’ recommendation lists are very similar to each other. Therefore, many studies have argued that, the diversity should be an important objective of recommender system [24, 23]. To evaluate the variety of different users’ recommendation list, the diversity $S$ is defined as the average value of the Hamming distance between every pair of users’ recommendation lists, which reads,

$$S = \langle H_{ij} \rangle = 1 - \frac{1}{L} \sum_{i,j \in U} \frac{Q_{ij}}{L},$$  \hspace{1cm} (8)

where $Q_{ij}$ is the number of common items in user $i$ and user $j$’s recommendation list with length $L$. Hence, $S = 1$ represents the totally diverse condition, in which every user’s list is completely different with others, and $S = 0$ means every user has totally the same recommendation list.
3. Results

3.1. Top-n-Stability Recommendation

By considering only the most stable similarities, we perform the top-n-stability method based on the HC algorithm (we denote this recommendation method with TNS-HC henceforth). We gradually change the number of stable similarities that to be considered in the recommendation to explore that, to what extent should the unstable similarities be removed to gain high recommendation stability $\langle \Delta \rangle$, accuracy $RS$ and diversity $S$ simultaneously. The recommendation performances on four data sets are reported in Fig. 3. In the figure, $n/N = 1$ gives the standard HC algorithm, which uses all the similarities in the recommendation.

Table 2: Numerical results of standard HC and the optimised TNS-HC algorithm. In the table, $(n/N)^*$ represents the optimised value of $n/N$ minimising the accuracy $RS$. For the ratios, the numerical value is calculated as $|m^{\text{TNS-HC}} - m^{\text{HC}}|/m^{\text{HC}}$ for every metric $m$. And if for a metric, the performance of the TNS-HC algorithm is better than the one of HC algorithm, the value would be marked as positive (+), and vice versa.

<table>
<thead>
<tr>
<th>$L$</th>
<th>MovieLens</th>
<th>Netflix</th>
<th>Last.fm</th>
<th>Epinions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 20 50</td>
<td>10 20 50</td>
<td>10 20 50</td>
<td>10 20 50</td>
</tr>
<tr>
<td>HC</td>
<td>$\langle \Delta \rangle$</td>
<td>0.697 0.651 0.552</td>
<td>0.643 0.637 0.625</td>
<td>0.347 0.356 0.366</td>
</tr>
<tr>
<td>$S$</td>
<td>$(n/N)^*$</td>
<td>0.882 0.871 0.874</td>
<td>0.948 0.935 0.909</td>
<td>0.986 0.979 0.963</td>
</tr>
<tr>
<td>TNS-HC</td>
<td>$\langle \Delta \rangle$</td>
<td>0.092 0.083 0.077</td>
<td>0.208 0.17 0.134</td>
<td>0.184 0.179 0.173</td>
</tr>
<tr>
<td>$S$</td>
<td>$(n/N)^*$</td>
<td>0.971 0.957 0.923</td>
<td>0.955 0.93 0.885</td>
<td>0.979 0.968 0.94</td>
</tr>
<tr>
<td>Ratio %</td>
<td>$\langle \Delta \rangle$</td>
<td>+86.8 +87.3 +86.1</td>
<td>+67.1 +73.3 +78.6</td>
<td>+46.9 +49.7 +52.7</td>
</tr>
<tr>
<td>$S$</td>
<td>+10.1 +9.9 +5.6</td>
<td>+0.73 -0.53 -2.64</td>
<td>-0.7 -1.12 -2.38</td>
<td>-0.1 -0.3 -0.9</td>
</tr>
</tbody>
</table>

While the standard HC ($n/N = 1$) gives highly diverse recommendations with diversity $S$ generally larger than 0.9, the recommendation lists are quite unstable (low stability $\langle \Delta \rangle$). In the MovieLens and Netflix data set, the stability $\langle \Delta \rangle$ even goes beyond the value of random scenario. If recommending items uniformly at random, the items recommended by one list would randomly distribute in the another list, which leads to the random stability $\langle \Delta^{\text{rand}} \rangle = 0.5$. According to the definition, the HC algorithm experts in recommending unpopular items. However, the unpopular items are generally less stable in the system as illustrated in Fig. 2. Hence, the standard HC algorithm recommending unpopular items would lead to the poor stability $\langle \Delta \rangle$ of the recommendation.

The TNS-HC algorithm can largely improve the recommendation stability $\langle \Delta \rangle$ by removing the unstable similarities. Taking $L = 20$ as an example, with only the stable information, the stability $\langle \Delta \rangle$ is improved by 87%, 73%, 50% and 45% for MovieLens, Netflix, Last.fm and Epinions data set respectively, as shown in Table 2. More surprisingly, the recommendations are more accurate when the unstable similarities been removed. On the other hand, the high-diversity advantage of the HC algorithm is retained by the TNS-HC algorithm. For the MovieLens data set, the diversity is also improved by 9.8% to a quite diverse level $S(20) = 0.96$. As to the other three data sets, the diversity of the standard HC algorithm has already reached a quite high level ($S > 0.9$) due to the sparsity of the data set (Table 1). Hence, the TNS-HC dose not improve the diversity in these three data sets further. Nevertheless, the TNS-HC algorithm simultaneously gaining high stability, high accuracy as well as high diversity, is an efficient method to solve the stability-accuracy-diversity triple dilemma. Additionally, the stability $\langle \Delta \rangle(L)$ and the diversity $S(L)$ for recommendation with different recommendation list length $L$ have very similar behaviour against the change of the parameter $n$. In other words, the length of recommendation list does not significantly influence the top-n-stability method on the HC algorithm.

As to the two other accuracy metrics, namely the precision and recall of the recommendation, the results are similar to the ranking score $RS$, as shown in Fig. 4. The standard HC algorithm ($n/N = 1$) gives relatively low precision and recall values. When the unstable similarities are removed, the precision $P(L)$ and recall $R(L)$ could be largely improved.
3.2. Comparison with Other Algorithms

The success of the TNS-HC algorithm gives a solution to the triple dilemma, which could generate accurate, diverse and most importantly, stable recommendations. Here we further compare the TNS-HC algorithm with some of the benchmark recommendation algorithms.

As the TNS-HC algorithm is based on the HC algorithm, we firstly compare the proposed method with some of the other improvement of the HC algorithm such as the HC itself, the Improved Heat Conduction (IHC) [25], the Top-n-popularity algorithm based on HC (TND-HC) as discussed in the section 2.3, the Biased Heat Conduction (Biased-HC) [28] and a hybrid algorithm combining the Heat Conduction and Mass Diffusion algorithms (HC+MD) [29]. Note that, the Biased-HC and HC+MD algorithms also involve tunable parameters similar to the TNS-HC algorithm. To be a baseline for the comparison, some of the classical recommendation techniques are also included. The Common Neighbour (CN) is the most fundamental method in the similarity-based recommendation, which is widely used in practical systems due to its accessibility for both users and system administrators. Considering the popularity information of the items, two variations of the CN index, namely the Salton index (SAL) and the Jaccard index (JAC) are also widely discussed. Another diffusion-based method is the Mass Diffusion (MD) [15], which could achieve very high accuracy. While the CN-based methods consider the population of two items’ neighbourhood (users who selected both of them), it has been argued that, the density of the neighbourhood is also very important for the evaluation of the similarity [35, 36]. Accordingly, an algorithm has been proposed by considering both the number of the common neighbours and the number of local links among those common neighbours (denoting with LCP) [36]. Note that, the LCP algorithm calculates directly the similarity between users and items and thusly could rank the items in terms of the similarity to a target user as the recommendation list. Considering that the ratings are available in most online systems, here we consider two rating-based recommendation algorithms, namely the Cosine index (COS) and the Pearson Correlation index (PC). For the algorithms referred here, the detailed techniques and definitions could be found either in the corresponding original article or in review articles such as Ref. [4].

Table 3 reports the stability $\langle \Delta \rangle$, accuracy $RS$, and diversity $S$ of the recommendations resulted from each of those algorithms referred in this study. One can find from the numerical comparison with the HC-based algorithms that, the proposed TNS-HC algorithm has relatively good performances for all the three metrics. As to other HC-based
Table 3: Comparisons of recommendation performances among different algorithms. The results of TNS-HC, TNP-HC, HC+MD and Biased-HC are based on the optimised parameter respectively. The recommendations are all based on the list length $L = 20$. Note that, the Last.fm data set has no rating information for the bipartite network, and consequently the rating-based COS and PC algorithms have no results for the data set. The random recommendation is to ranking the items randomly for each user as their recommendation list. All the results are averaged over 20 independent experiments.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MovieLens</th>
<th>Netflix</th>
<th>Last.fm</th>
<th>Epinions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\langle \Delta \rangle$</td>
<td>$R_S$</td>
<td>$S$</td>
<td>$\langle \Delta \rangle$</td>
</tr>
<tr>
<td>TNS-HC</td>
<td>0.083</td>
<td>0.124</td>
<td>0.986</td>
<td>0.117</td>
</tr>
<tr>
<td>HC</td>
<td>0.65</td>
<td>0.162</td>
<td>0.871</td>
<td>0.636</td>
</tr>
<tr>
<td>HC+MD</td>
<td>0.616</td>
<td>0.141</td>
<td>0.961</td>
<td>0.637</td>
</tr>
<tr>
<td>Biased-HC</td>
<td>0.251</td>
<td>0.125</td>
<td>0.899</td>
<td>0.071</td>
</tr>
<tr>
<td>CN</td>
<td>0.002</td>
<td>0.152</td>
<td>0.435</td>
<td>0.006</td>
</tr>
<tr>
<td>CN+MD</td>
<td>0.102</td>
<td>0.15</td>
<td>0.76</td>
<td>0.174</td>
</tr>
<tr>
<td>CN+MD</td>
<td>0.026</td>
<td>0.145</td>
<td>0.924</td>
<td>0.039</td>
</tr>
<tr>
<td>Rating-based</td>
<td>0.003</td>
<td>0.139</td>
<td>0.512</td>
<td>0.012</td>
</tr>
<tr>
<td>COS</td>
<td>0.026</td>
<td>0.146</td>
<td>0.731</td>
<td>0.056</td>
</tr>
<tr>
<td>PC</td>
<td>0.398</td>
<td>0.21</td>
<td>0.953</td>
<td>0.196</td>
</tr>
<tr>
<td>PC</td>
<td>0.002</td>
<td>0.153</td>
<td>0.39</td>
<td>0.006</td>
</tr>
<tr>
<td>Random recommendation</td>
<td>0.099</td>
<td>0.319</td>
<td>0.996</td>
<td>0.5</td>
</tr>
</tbody>
</table>

4. Conclusion and Discussions

The scale of the Internet nowadays is increasing vastly in both the amount of information and the number of users. Billions of new records being created everyday brings abundant data to study with to make future recommendations to users. However, the fast evolution leaves us the challenge that, how could we guarantee the stability of the similarity quantification and recommendation? The stability problem will result in a great gap between the laboratory investigations and the practical applications of recommender systems. Furthermore, there arises the dilemma between diversity and stability. While high-diversity requires the system to recommend those unpopular items, the local structures of those unpopular items are generally unstable. Considering additionally the basic accuracy requirement of recommender systems, the challenge lies in how to solve the triple dilemma of stability-accuracy-diversity.

Focusing on the stable similarities, the present paper proposed the top-$n$-stability method based on the Heat Conduction algorithm. The TNS-HC algorithm significantly improves the recommendation’s stability and accuracy simultaneously, and yet retains the high-diversity nature of the HC algorithm. Although the TNS-HC is an efficient solution comparing with some classical recommendation algorithms to the triple dilemma of stability-accuracy-diversity, yet it still offers recommendations not stable enough. The stabilities $\langle \Delta \rangle$ of the TNS-HC in some data sets are still larger than 0.1.

The idea of top-$n$-stability method is to remove the unstable similarities that quantified by existing measures. However, the question remains, that how could we stably quantify the similarity between items by mining the meaningful underlying association patterns. Actually, the content-based similarities [5, 6] won’t have the stability problem, because such measures examines the similarities by extracting the items’ pre-defined properties regardless of the their association patterns. Therefore, a good way to overcome the stability problem may be combining the structural simi-
larieties with content-based similarities. For items with abundant records to stably mine their association patterns, the similarities could be defined accordingly, while for other items, the similarity could be defined using content-based methods. In other words, instead of removing unstable similarities, one could replace those unstable similarities with content-based evaluations. As the stability problem is mainly caused by the fast evolution of the bipartite network, another possible way is to pay closer attention to the evolution mechanisms of the user-item bipartite networks [37, 38, 39]. Although the evolution of most of social systems are believed to be governed by the preferential attachment [40, 41], i.e. popularity-driven, recent studies argued that, the similarity plays also a significant role [42]. For evolving recommender systems driven by both popularity and similarity, the question remains that how could we use the knowledge of its evolving mechanisms to enhance its stability and at the same time find the balance of accuracy and diversity. Furthermore, while the popular items could naturally gain more attention which leads to the popularity-driven evolution, the similarity-driven evolution is the actual task for recommender systems to deal with. Therefore, the ideal recommender system should stably quantify the similarity and offer users unpopular-but-relevant recommendations to guide the system’s similarity-driven evolution.
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