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ABSTRACT

This work discusses the detection of small compositional changes in materials that have
microstructures containing conducting and dielectric phases, which can be described
by networks of resistive (R) and capacitive (C) components in a three-dimensional
lattice. For this purpose, a principal component analysis (PCA) method is employed to
discriminate normal samples from samples with altered composition on the basis of
statistics extracted from the waveform of the network response to a given excitation.
This approach obviates the requirement for multivariate regression and simplifies
experimental workload for model-building, since only data from normal samples are
required in the development of the PCA model. Waveform variability of the excitation
source is also accounted for through the use of a nominal model derived using subspace
identification. This enables standardization and software based metrology transfer
across different labs. The effect of network size on the capability of detecting minute
compositional changes was assessed. For networks of 520 components, it was possible
to identify changes in the fraction of capacitors down to 107 at +2 & confidence levels.

Index Terms - Relaxation processes, Dielectric materials, Reliability modeling,

Process control, compositional changes, screening analysis, PCA, RC networks.

1 INTRODUCTION

THERE are several complex phenomena that require the
development of dielectric theories. Examples include interfacial
and space charge movement at very low frequencies as well as
orientational, ionic and electronic interactions associated with
processes at progressively higher frequencies. In the 70’s,
Jonscher developed an empirical approach to the study of both
conductors and insulators on the basis of their observed
frequency-dependent permittivity according to a universal power
law [1]. Subsequently, Lewis [2] as well as Dissado and Hill [3]
suggested that a dielectric material may be visualized as a
network of passive resistive and capacitive elements so that
relaxation phenomena can be analyzed using equivalent circuits.
Such postulations have significantly refined previous charge
transport modelling approaches that were based on percolation
and spectral density theories, collectively known as Archie’s
formulations or Kohlrausch-Williams-Watts models [4-6].
Following on the footsteps of the Hill and Dissado’s approach,
Almond’s group [7-11], have systematically investigated the
effect of changes in circuit parameters of randomly connected
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RC networks studying their conductivity across a wide range of
frequencies. Their work has placed electrical network theory at
the core of current dielectric theories and has provided important
theoretical evidence towards the validity of Lichtenecker’s
Mixture Formulae’ which is based on the Effective Medium
Theory [12, 13]. Alternative statistical formulations confirming
Jonscher’s power law have also been proposed [14-18].

Following these formulations, appropriate networks can be
derived and choice of circuit parameters can be made nowadays
to reproduce the shape of the loss curve in ionic systems so as to
provide further insights on charge transport on the basis of
impedance spectroscopy results, taking also into consideration
possible electron damping effects. A particularly useful
application of these networks has been in predicting macroscopic
conduction properties for composite materials [19-20]. Upon
time domain excitation, these networks are shown to display a
Warburg like impedance over a wide range of frequencies,
matching the responses found in the dielectrics literature [19, 21-
32]. From a computational dielectrics perspective, it becomes
therefore possible to systematically study small compositional
changes of these materials by carefully studying changes in their
emergent properties (which are otherwise difficult to identify
because of an absence of clear resonance bands). To this end,
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large-scale RC network simulation models can be used to carry
out computational investigations, modeling composite electrodes,
assisting on the characterization of grain boundaries, providing
alternative approaches and refining current deconvolution
approaches as well as providing improved fidelity to variable-
slope models or composite models [31-33]. From an industrial
applications perspective such simulations can also be particularly
useful within a screening analysis context or from a quality
control perspective.

A typical approach for screening analysis consists of using
multivariate classification techniques to discriminate between
“normal” and “faulty” samples on the basis of instrumental
measurements. Such a discrimination is useful within the
context of dielectrics as it provides a rapid method to check
whether a given sample conforms to acceptance requirements
of customers and/or regulatory agencies. Samples that do not
pass the screening test may be subjected to more elaborate
analysis procedures in order to confirm compliance or identify
the reasons for nonconformity.

The present paper is concerned with the screening analysis
of RC networks with respect to compositional changes on the
basis of the time-domain response to an electrical input
excitation. In previous work, we demonstrated the possibility
of determining the fraction of capacitors in the network on the
basis of time-domain or frequency-domain data [34], which
were obtained from model based simulations [35]. However,
such a procedure involved a multivariate regression
procedure, which required the availability of calibration data
from networks with different fractions of capacitors, which
must be known a priori. Moreover, the effects of possible
variabilities in the input excitation were not considered, i.e. it
was implicitly assumed that the networks under test were all
excited in exactly the same manner. In a related conference
paper [36], we also demonstrated the possibility of detecting
changes in the fraction of resistors in an RLC network by
comparing the network output with the output of wavelet-
based models identified at various resolution levels. However,
the proposed test protocol required the use of a wideband
excitation input with reproducible spectral profile, which
again may not be a realistic assumption for practical
applications. In contrast, the screening method employed in
the present work accounts for run-to-run variability in the
excitation waveform and only requires the availability of data
from networks with normal composition, which in practice
simplifies the experimental workload for model-building. The
adopted method is based on the test statistics commonly
employed for detection of anomalies using Principal
Component Analysis. In this context, the main contribution
consists of introducing a model-based approach to account for
possible variations in the excitation waveform.

2 EFFECT OF COMPOSITIONAL CHANGES
IN THE TIME-DOMAIN RESPONSE OF
THREE-DIMENSIONAL RC NETWORKS

Figure 1 illustrates the RC network topology considered in

the present work. All the simulations were carried out by
using networks with Ny =5 rows, Ny =5 columns and N; =3
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layers, with random allocation of the R, C elements. As
detailed in [35], the total number of resistors and capacitors in
the network (excluding the source resistor Rg) is given by
Npe = Nz[Ny(Ny + 1)+ Ny (Ny = D]+ (N, =N Ny,
which in this case amounts to Nzc = 200. The resistance and
capacitance values were normalized to R=1, C=0.5 and Rg=
0.1. Henceforth, the fraction of capacitors in the network will
be denoted by fc, with fc = 0.5 corresponding to the normal
composition. A detailed description of the simulation model
can be found elsewhere [35].

N,=5 rows
NYZS / —17;1—:/»79]—«:/7%—4: [ 1
columns v T i N,=3
/ % 7 7%(%% layers
/ e )
{ T TJ/
R d A J " ZTAY

:)—@
i R, u(t)
Figure 1. Network topology.

The input and output signals considered herein correspond
to the voltage and current waveforms denoted by u(f) and is(¢)
in Figure 1. The simulations were initially carried out by using
an input excitation signal of the form u(¢)=1-exp(-t/7),
with a time constant 7= 0.1 (normalized unit). Figure 2 shows
the resulting current waveforms for a set of networks with
normal (fc = 0.5) and altered compositions (fc = 0.4 in Figure
2a and fc = 0.6 in Figure 2b). Measurement imperfections
were simulated by degrading the signals with white gaussian
noise with zero mean and standard deviation of 0.01
(approximately 0.3% of the peak current value).

Despite the variability in the waveforms caused by the random
allocation of the network elements, there is a noticeable
difference between the responses obtained with normal (blue)
and altered (red) compositions in Figures 2a and 2b. More
specifically, by comparing the mean profiles presented in Figure
2¢, it can be seen that a reduction in f¢ is associated to smaller
current values in the first half of the graph, and larger current
values in the second half. Indeed, in a network with smaller fc,
the transient current is smaller because there are fewer capacitors
being charged. In contrast, in a network with larger fc, the
steady-state current is smaller because the charged capacitors
block the flow of current.

Additional insight into the differences between the current
profiles can be gained by calculating a normalized difference
index at each time ¢ as:

| mean[iS,altered (Z)] - mean[is,normal (t)] | (l)

[(t) = Std[is,nurmul(t)]

where meanl[ig ., (t)], mean[i,,.. ()] denote the average
current of the networks with normal and altered compositions,
respectively, whereas std denotes the standard deviation. As
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can be seen in the inset of Figure 2c, for f- = 0.4 the
differences with respect to the normal case are more
pronounced at the very beginning of the response. In contrast,
for fc = 0.6, the largest normalized differences are found near
the peak time.
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Figure 2. (a), (b) Responses of networks with normal and altered
compositions to the input signal shown in the inset. (c) Mean profiles (inset
shows normalized differences with respect to the normal case).

3 INPUT WAVEFORM VARIABILITY

In order to investigate the effect of variabilities in the input
waveform, new simulations were carried out by using a
different input signal to excite each of the networks with
normal and altered compositions. These input signals were
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generated with random time constant values, distributed
uniformly in the range from 7 = 0.05 to 7 = 0.15. As shown
in Figures 3a and 3b, the discrimination between the responses
of networks with normal (blue) and altered (red) composition
is not so evident as in Figure 2a and 2b. Indeed, although the
average current waveforms (Figure 3c) are similar to those
presented in Figure 2c, the normalized differences (inset in
Figure 3c) are much smaller, due to the larger variability of
the current values at each time ¢. In the case of f- = 0.4, the
large initial peak of the normalized difference in the inset of
Figure 2c was substantially reduced. This change can be
attributed to the larger variability in the initial current values.
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Figure 3. (a), (b) Responses of networks with normal and altered
compositions in the presence of input variability (see inset). (¢) Mean profiles
(inset shows normalized differences with respect to the normal case).
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4 MODEL IDENTIFICATION AND
GENERATION OF RESIDUAL SIGNALS

The method proposed herein to account for variations in the
excitation waveform consists of obtaining a representative
model for RC networks with normal composition and
subsequently analyzing the difference between the model
output and the response of the network under test. For this
purpose, a discrete-time model for the dynamics of the network
can be written in state-space form as:

2((k + )T) = Az(kT) + Bu(kT) )
is(kT) = Cx(kT) + Du(kT) 3)

where T is the sampling period, kT denotes the k™ sampling
time and z(kT) € R" is a state vector. In the present work, the
model matrices A € R, B € R, C € R, D € R were
obtained by using subspace identification [56] on the basis of
voltage u(f) and current ig(f) signals acquired by simulating a
set of different networks with normal composition. This
identification technique employs oblique projection operations
involving the input-output data, followed by a singular value
decomposition of the projection result. In the absence of
noise, the number of nonzero singular values is equal to the
true order n of the system. In the presence of noise, an
estimate for the system order can be obtained by retaining
only the singular values that are significantly larger than zero
[37].

The model thus obtained was employed to generate a
residual signal r(kT) as:

£(0)=0 4)
Z((k +1)T) = AZ(kT) + Bu(kT) (5)
iy (kT) = CZ(kT) + Du(kT) (6)
F(kT) = ig(kT)—iy(KT) (7)

where the hat symbol denotes quantities calculated by
simulating the model for a given voltage waveform u(kT). It is
assumed that the networks are excited from a resting state, and
thus z(0)=0.

5 PCA SCREENING METHOD

The screening method adopted in this work is based on
Principal Component Analysis (PCA), using either the RC
network response i, (electrical current waveform) or the
residual signal 7. It is assumed that a training set with data
from N networks of normal composition, acquired over K
sampling instants, is arranged in the form of a matrix X"™" (N
x K). Each row of this matrix corresponds to an electrical
current waveform or, in the case of the model-based approach,
to the residual signal. It is assumed that the data have been
mean-centered, as usual in PCA calculations.

PCA decomposes the matrix X™" in the form [38]
Xtrain — TPT + E (8)

R. K. H. Galvio et al.: Detecting Compositional Changes in Dielectric Materials Simulated by Three-dimensional RC Network

where T (N x R), P (K x R) and E (K x R) are the matrices of
scores, loadings and residues, respectively, for a given number
of R principal components.

The vectors of scores t* (R x 1) and residues e (K x 1)
for a new data vector x"** (K x 1) are calculated as

ttest — PTXtest (9)

(10)

Two statistics are commonly used to check the consistency
of the test data with the normal training set. The D statistic,
which corresponds to Hotelling’s T* metric within the reduced
space of principal components, is calculated from the vector
of scores t*°* as [38, 39]

D= (ttest)T S]:l ttest

elost — ylost _ pytest

(11)
where St is the covariance matrix of the scores obtained from
the training data, i.e.

S, =——T'T (12)

N-1
It is worth noting that Sr is diagonal due to the
orthogonality of the scores [40]. Therefore, the D statistic can
also be expressed as [41]
R test |2
¢
D= ZS—) (13)
i=1 I

test

where 7,7 is the i" score of the test object and S,Z_ is the

associated variance of ¢ in the training set.

The SPE (Squared Prediction Error) statistic is calculated
from the vector of residues e** as [38, 39]

SPE = (etest)T etest (14)

The detection threshold L, for the D statistic can be
calculated as [39]:

I R(N* -1)

L = F,(R.N-R)
N(N-R)

(15)

where F,(R,N —R) is the critical value of an F distribution

with R and (N — R) degrees of freedom, at a given significance
level a.

As discussed in [38], a detection threshold Lgps for the SPE
statistic can be calculated, for a given significance level «, by
using an approximate distribution derived in [42].

Herein, an electrical response will be considered normal if
and only if both statistics (D and SPE) are below the
corresponding detection thresholds. The number of principal
components (R) employed in the analysis will be selected in
order to explain 95% of the variance in the training data set.

It is worth noting that these statistics are often used in the
context of multivariate statistical process control (MSPC).
However, the following distinction should be pointed out. In
typical MSPC applications, the D and SPE statistics are
calculated from measurements of several sensors at each time,
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in order to detect process abnormalities. In the present work,
these statistics are calculated for an entire waveform acquired
from a single sensor, over a fixed time window.

It is also worth noting that the proposed use of a state-space
model in Section 4 is not aimed at removing auto-correlations
within the measured signal, as in standard MSPC applications
[43], but rather at accounting for changes in the input
excitation waveform.

6 PERFORMANCE METRICS

Following the usual terminology in screening analysis, the
terms “negative” and “positive” will be used to indicate
networks with normal and altered composition, respectively.
A “false negative” will refer to a network with altered
composition which passed the screening test (i.e. was not
detected as being abnormal). In contrast, a “false positive”
will refer to a network with normal composition which was
incorrectly detected as having an altered composition (i.e., a
false alarm).

The False Negative Rate (FNR) and False Positive Rate
(FPR) obtained for a given test set with np positive and ny
negative objects are defined as

FN FP

FNR=-", FPR=-"—
np ny

(16)

where FN and FP are the number of false negatives and false
positives, respectively. The Sensitivity (SEN) metric is
calculated from the FNR as SEN =1—-FNR .

It is worth noting that the maximization of SEN and the
minimization of FPR are conflicting objectives. Indeed, by
decreasing the detection threshold, a larger number of positive
samples will be detected (i.e. SEN will get larger) at the cost
of a larger number of false positives. The relation between
these two metrics can be evaluated by varying the threshold
and plotting a curve of SEN versus FPR, which is often
termed Receiver Operating Characteristic (ROC) curve [44].
ROC curves are convenient to compare different detection
methods, since the performance evaluation is not restricted to
a fixed threshold value. More specifically, ROC curves closer
to the SEN = 1 horizontal line are desirable, as they indicate a
larger SEN value for a given FPR. A metric usually employed
in this comparison is the area under the ROC curve (AUC). An
AUC closer to 1 indicates a better detection capability.

In what follows, all the performance metrics will be
expressed in percent values. The results were obtained using
the Matlab® 2012a software platform.

6 RESULTS AND DISCUSSION

The training set consisted of 500 networks with normal
composition (fc = 0.5). The screening analysis performance
was evaluated by using test sets consisting of other 500
networks with normal composition (fc = 0.5), as well as 500
networks of altered composition. Figure 4 presents the
resulting SPE vs D plots for test sets in which the altered
composition was set to f = 0.4 (top plot) and f- = 0.6 (bottom
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plot). The normal test networks were the same in both cases.
As can be seen, the networks with altered composition are
associated to larger values of SPE and/or D. By setting the
significance level to o = 0.05, SEN values of 84.6% and
77.6% were obtained for the test networks with f- = 0.4 and f
= 0.6 respectively. The FPR value for the test networks with
normal composition was 11.0%.

25 ™ : : :
| Normal composition (fC=0.5)
: " x  Altered composition (fC=0.4)
L X
2 : x — — - Detection threshold
X
X
><>< § | XX g y X
1.5Fx %( ® XXX % QX% % x)&sx > ]
w x| % X B % O% 5
o X Ix %% X g x ZX
» XM ><>< Rox X = 6%
»
Sl
X

2.5 . : .
Normal composition (fC=0.5)
x  Altered composition (fc=0.6)
2 — — - Detection threshold ]

1.5¢

SPE

20 25 30 35
D

Figure 4. SPE vs D plots obtained by applying PCA to the network responses
(R = 2 PCs). The vertical and horizontal dashed lines indicate the threshold
values at a significance level a = 0.05. The insets present an enlarged view of
the rectangle at the bottom left corner of each plot (region of normal objects).

Figure 5 present the SPE vs D plots obtained in the
presence of variability in the input excitation waveform. As
can be seen, the discrimination between networks with normal
and altered composition becomes more difficult. Indeed, by
keeping o = 0.05, the FPR value for the test networks with
normal composition was 9.2 % (close to the value of 11.0 %
obtained in the absence of input variability), but the SEN
values exhibited a substantial decrease to 28.6% and 41.0%
for the test networks with fo = 0.4 and f- = 0.6 respectively.
Interestingly, the reduction in SEN was more pronounced for
the networks with f- = 0.4, compared to the networks with
fc=0.6. Such a finding can be explained in terms of the larger
impact of the input variability in the case fo = 0.4, as
mentioned in the discussion of Figure 3.

In order to account for the input waveform variability,
subspace identification was employed to obtain a nominal
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model for the networks with normal composition. A 2nd-order
model was adopted, in agreement with the default settings of
the computational package employed in the identification.

14 T " T
Normal composition (fC=O.5)
12 x  Altered composition (fC=O.4) -
— — - Detection threshold
10+ 1

= L S R

X
X % e M X

10 15 20

Normal composition (fC=0.5)
x  Altered composition (fC=O.6) .

—— - Detection threshold

Figure 5. SPE vs D plots obtained by applying PCA to the network responses
(R = 2 PCs) in the presence of input variability. The vertical and horizontal
dashed lines indicate the threshold values at a significance level o = 0.05.
The insets present an enlarged view of the rectangle at the bottom left corner
of each plot (region of normal objects).

Figure 6 presents the residual signals obtained for the test
networks. As can be seen, there is now a more clear
distinction between the networks with normal (blue) and
altered (red) composition, compared to Figure 3. It is worth
noting that the residual signals for the test set of networks
with normal composition (green) are similar to those of the
training set.

The difference between the residual signals obtained for the
networks with normal and altered composition is also apparent
in Figure 7. This figure presents the mean profiles of the
residual signals and the normalized differences (inset), which
were calculated by using equation (1) with the residual signals
instead of the current waveforms. By comparing these results
with those presented in the inset of Figure 3c, it can be seen
that the use of residual signals provided a substantial increase
in the normalized difference index.

The better discrimination between the networks with
normal and altered compositions is also apparent in the SPE
vs D plots presented in Figure 8. Indeed, the SEN values
increased to 74.0 % and 55.8 % for the test networks with f¢ =
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0.4 and f- = 0.6 respectively, whereas the FPR value remained
at 10.4 %.
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Figure 6. Residual signals obtained by using the identified model:
Comparison between training and test sets.

The advantage of using the proposed model-based method
to account for the input variability is also demonstrated by the
ROC curves presented in Figure 9. Such curves were obtained
by calculating SEN and FPR for different values of the
significance level a. By comparing the black and blue curves,
it can be seen that the presence of variability in the input
waveform degrades the detection capability, since SEN
becomes smaller for any given FPR. However, this problem is
mitigated by using the proposed model-based method (red
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curve), which provides an improvement in SEN with respect fc=04
to the sole use of the electrical current waveforms (blue 100 =
curve).
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Figure 8. SPE vs D plots obtained by applying PCA to the residual signals (R
= 3 PCs) in the presence of input variability. The vertical and horizontal
dashed lines indicate the threshold values at a significance level o = 0.05. The
insets present an enlarged view of the rectangle at the bottom left corner of
each plot (region of normal objects).
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Figure 9. ROC curves obtained by varying the significance level a.

Figure 10 presents the area under the ROC curve (AUC) for
different values of the fraction of capacitors f¢ in the networks
with altered composition. As expected, larger deviations of f¢
from the normal setting (fc = 0.5) result in larger AUC values,
getting closer to the ideal value (AUC = 100 %). The presence
of input variability (blue curve) causes a reduction in 4UC
compared to the case without input variability (black curve).
This reduction is more prominent for smaller f values, which
is in agreement with the previous comments regarding Figure
3 and Figure 5. The proposed model-based method (red curve)
provides a systematic improvement with respect to the sole
use of the current waveforms (blue curve), leading to results
that are closer to those obtained in the absence of input
variability (black curve).

Finally, an investigation was carried out to assess the effect
of the network size on the capability of detecting minute
changes in its composition. As previously mentioned, the
network depicted in Figure 1 has a total of 200 components.
Smaller networks of 128 components (Ny =4, Ny =4, N; = 3)
and larger networks of 520 components (Ny =8, Ny=6, N, =
4) were generated by varying the network dimensions while
keeping the same ratio between the network length along the
X direction and its cross-section area.

Figure 11 presents a graph of the resulting AUC values for
small changes of composition around the nominal value f- =
0.5. For the networks of 128 and 200 components, the f- values
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Figure 10. Area under the ROC curve for different values of fc.

were varied between 0.450 and 0.550 with 0.001 increments.
For the networks of 520 components, the f- values were
varied with an increment of 5x107*. The number of capacitors
was always rounded to the nearest integer, which resulted in a
quantization of the fc values. Each quantized f- was associated
to a group of AUC values, with a corresponding mean and
standard deviation (o). The error bars in Figure 11 indicate
120 intervals. It is worth noting that a detector with some
ability to discriminate between samples with normal and
altered composition must have an AUC larger than 50% [45].
Therefore, the limits of detection (presented in the insets)
were obtained as the smallest deviations from the nominal f¢
value beyond which the entire error bars were above 50%.

The results in Figure 11 corroborate the previous discussion
regarding Figure 10. Moreover, it can be seen that an increase
in the network size facilitates the detection of compositional
changes in the absence of input variability (black curves), as
indicated by the reduction in the limits of detection. For
networks with 520 components, changes of £107 in f already
result in AUC values significantly larger than 50%. Indeed,
the random allocation of R, C elements has a smaller effect in
the variability of the network response if the network size is
increased. A detailed discussion can be found in [34]. In the
presence of input variability, the proposed model-based
method (red curves) enjoys a similar improvement in the
detection capability as the network size increases. However,
by using only the current waveforms (blue curves), the limit
of detection for a decrease in f¢ (left-hand side of the graphs)
is approximately the same for the three network sizes. This
finding can be interpreted by noting that the input variability
has a more detrimental effect on the detection capability when
fc 1s smaller than the nominal value, as discussed with respect
to Figures 3, 5 and 10.

7 PLACING THE PROPOSED METHOD IN A
BROADER CONTEXT TO DETECT
COMPOSITIONAL CHANGES IN DIELECTRICS

The proposed screening analysis methodology is well
tailored to identify minute compositional changes in materials
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Figure 11. Area under the ROC curve for small deviations from the nominal
composition. The error bars correspond to +2¢ intervals. The inset shows the
smallest deviations from the normal composition beyond which the entire
error bars are above 50%.

that have microstructures containing conducting and dielectric
phases, which can be described by RC networks such as those
considered herein. In addition, the proposed statistical
framework can provide new insights in complex diffusive
charge transport processes in mesoscopic devices that display
Warburg like impedances and enable the study of charge
transport across a wide range of dielectrics and ferroelectrics
[46-48]. From a technological perspective, there is scope to
adopt the combined methodology of using RC network models
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and screening analysis to reproduce and study possible
alterations in the response of solid polymer electrolytes formed
by the distribution of alkali metal salts (e.g. LiClOy) in polymers
(e.g., PMMA, PAN, PEO, PVDF) which are recently finding
new application in high-energy electrochemical devices due to
their light weight, flexibility, ability to form intricate shapes,
and low manufacturing cost [48-51].

The proposed methodology may also be combined with the
use of other system identification tools [48], and should have
applications across all impedance spectroscopy investigations,
this can be particularly useful in emerging fields of physical
chemistry such as synthetic metals [51] where Kanzaki forces
and the gradient of the effective interaction potential can be
related to the measured displacements in alloys [52].

Another particularly interesting application domain of
combining screening analysis techniques with network models
is in identifying minute compositional changes in samples
displaying a photoinduced giant dielectric constant, as is
found in lead halide perovskite solar cells [53]. Other
application domains are in quality control for nanostructured
ceramics [54] or the study of the effects of porosity, electrode
and barrier materials on the conductivity of piezoelectric
ceramics in high humidity and dc electric field [55] or
generally to study the degradation of piezoelectric materials
[56] as well as in supercapacitors research [57]. Moreover,
compositional ~ changes could be investigated in
electrochemical studies [58-60] and dispersion chemistry, with
applications in semiconductor surface states, colloidal
semiconductors, and surface oxides [61-63].

The proposed methodology may also be applied to various
spectroscopic  investigations across the electromagnetic
spectrum. Such approaches include datasets obtained using
continuous wave Fourier transform spectrometers as well as
time domain spectrometers using femtosecond lasers.
Moreover, empirical modifications of the Debye relaxation
such as the Cole-Cole equation, Cole-Davidson equation, the
Havriliak—Negami relaxation and Kohlrausch—Williams—
Watts function (Fourier transform of stretched exponential
function) are all compatible with the RC lattice responses
assumed [64, 65]. Furthermore, applications can be found in
microwave permittivity studies [66] or in studies of dielectric
relaxation of salt solutions [67]. Previous work on the use of
systems identification algorithms for the calculation of the
complex insertion loss of a sample on the basis of acquired
THz spectra from continuous wave or THz transient
spectrometers [37, 68, 69] is also compatible with the
proposed statistical framework.

Other recent studies where the proposed statistical models
should prove particularly relevant to the dielectrics
community include investigations of minute changes in
composition associated with a change in the dielectric
response of various partially cured epoxy nanocomposites
[70], studies of charge transport and quality control in
polyethylene nano-dielectrics [71], as well as relaxor
terpolymer nanocomposites [72], performance in piezoelectric
films [73], or quality control in enamel insulation [74] as well
as other dielectric insulator materials as discussed in [75] and
references therein.
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The work also points towards the further development of a
statistical framework to be used in deconvolution techniques
for space charge recovery using pulsed -electroacoustic
methods [76] and other space charge measurements [77-79],
in voltage-time characteristic curves [80] as well as electric
modulus studies [81], and could be adopted in a wide range of
studies, for example for the detection of changes in moisture
content in the cellulosic part of power transformer insulation
[82], studies of charge dynamics in mineral oils [83, 84], time
domain dielectric relaxation studies on charging and
discharging current of ferroelectric ceramics [85], nonlinear
relaxational polarization [86], or could account for variation in
the dielectric response of transformer oils [87]. Alternatively,
it can account for statistical variation in the correlation
between volume effect and lifetime relaxation times observed
in experimental studies [88] or account for statistical variation
in studies of ion mobilities in non-polar dielectric liquids [89]
or when discussing the dielectric response of samples obtained
using higher order spectroscopies [90]. Finally, another
possible application domain is in providing an alternative way
for understanding relaxation functions in glasses [91].

A further advantage of the proposed methodology is that it
may be linked to the level of precision needed when
measurements are made. In this case, a percentage of an
acceptable false negative rate FNR or false positive rate FPR
following a set of measurement will be associated with a
signal to noise ratio or a precision of de-embedded lifetimes.
This should directly benefit to the quality control community
where often integration time in the measurement process may
be limited or needs to be optimized. Furthermore, by explicitly
accounting for input waveform variability, the work is also of
relevance to digital data repositories, assisting the integration
of experimental datasets from similar experiments performed
in different laboratories. From a metrology perspective, the
proposed statistical analysis enables an inter-comparison of
measurements to be performed. In this case, the effect of
certain amount of variability in the excitatory signal can be
directly associated with the anticipated measurement
precision.

An important further development of the proposed
formulation is an extension to permit the inclusion of defects
in the modeled three-dimensional RC structures (by changing
the resistance or capacitance of components at specific
locations in the network) to enable further investigations of
the network response as a result of such defects [92]. This
would be particularly useful in areas such as semiconductor
detector technologies where donor or acceptor defects need to
be introduced in a controlled manner as well as in
superconducting materials where small changes in stoichi-
ometry can have dramatic consequences in material properties.

8 CONCLUSION

A screening procedure where the D and SPE statistics are
calculated for an entire waveform over a fixed time window
was successfully employed to detect compositional changes in
RC networks simulating charge transport in dielectrics. This
approach obviates the requirement for a multivariate
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regression procedure and further simplifies experimental
workload for model-building, since only data from nominal
networks are required. Moreover, a model-based procedure
was proposed to account for waveform variability of the
excitation source, this approach enables standardization and
software based metrology transfer across different labs. The
effect of network size on the capability of detecting minute
changes in its composition was also assessed; for networks of
520 components, it was possible to identify changes in the
fraction of capacitors down to 107 at +2 ¢ confidence levels.
The proposed model-based screening methodology is generic
and can be applied in a quality control context for the
detection of compositional changes in datasets acquired using
a very wide range of experimental modalities such as
impedance, microwave, nuclear magnetic or electron spin
resonance spectroscopy.
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