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Abstract 

 

Often the meteorological forcing data required for urban hydrological models are unavailable at the required temporal resolution 

or for the desired period. Although reanalysis data can provide this information, the spatial resolution is often coarse relative to 

cities, so downscaling is required prior to use as realistic forcing. In this study, WATCH WFDEI reanalysis data are used to force 

the Surface Urban Energy and Water balance Scheme (SUEWS). From sensitivity tests in two cities, Vancouver and London with 

different orography, we conclude precipitation is the most important meteorological variable to be properly downscaled to obtain 

reliable surface hydrology results, with relative humidity being the second most important. Overestimation of precipitation in 

reanalysis data at the three sites gives 6–21 % higher annual modelled evaporation, 26–39 % higher runoff at one site and 4 % 

lower value at one site when compared to modelled values using observed forcing data. Application of a bias correction method to 

the reanalysis precipitation reduces the model bias compared to using observed forcing data, when evaluated using eddy 

covariance evaporation measurements. 

 

1. Introduction 

 

Modelling urban water balance components, including evaporation and runoff, are crucial to understand, forecast and predict the 

hydrological cycle (including extreme events) in cities. With current global urban growth and development, there is increasing 

need for fine-scale hydrological information, particularly in areas where few or no routine observations exist, or under future 

urbanization scenarios. 

 

The high fraction of impervious surfaces in urban areas generally increases surface runoff flow velocities and volumes and 

decreases infiltration and evaporation, all altering the probability of flooding (e.g. Rodriguez et al., 2003). High volumes of urban 

runoff impact water quality and hydrological regimes in local streams, inland waters and coastal zones, modifying ecological 

conditions and increasing the environmental burden (Knight and Cuffney, 2012; Konrad and Booth, 2002; Paul and Meyer, 2001). 

Detailed information is needed (e.g. from numerical models and/or from observational campaigns) in different macroclimates and 

city structures (e.g. city centre and suburban areas) to inform urban development. To undertake fine-scale urban hydrological 

modelling (Kanamitsu and Kanamaru, 2007; Wood, 2004) detailed, location-specific meteorological forcing data are required. 

High-resolution input data allow rapid changes in hydrological conditions (e.g. after a heavy rain event) to be explored. However 

direct observations of required variables to force urban climate and hydrological models are rare. Grimmond et al. (2010b) and the 

5th assessment report of the Intergovernmental Panel on Climate Change (IPCC, 2014) have highlighted the lack of urban 

observations and the need to have observations in a greater variety of locations. Due to the complexity and diversity of cities 

observational studies are typically limited to individual sites in a few cities.  

 

Global reanalysis products can provide the essential variables to enable modelling where and when observations are unavailable 

(e.g. in data sparse regions of the world where cities are growing rapidly, or for past events before instruments were installed). 

Reanalysis data can also be used to supplement datasets that are missing required variables, or to provide higher temporal 

resolution data if only coarse information is available (e.g. daily totals). Reanalysis data are generated by rerunning global 

meteorological models but with data assimilation of a large amount of observations (e.g. remote sensing and ground based 

observations). Although there are a number of reanalysis products available (e.g. ERA-Interim (Dee et al., 2011), MERRA 

(Rienecker et al., 2011), JRA-55 (Kobayashi et al., 2015), NCEP (Kalnay et al., 1996), WFDEI (Weedon et al., 2014)), they are 

typically spatially coarse (e.g. 0.5°). This means that downscaling is needed prior to use for local-scale urban hydrological 

modelling (Bastola and Misra, 2014; Fowler et al., 2007; Wilby et al., 2000). For example, large variations in topography can 

cause the mean grid height of the reanalysis product to be different from the height of the study site (Frei et al., 2003). As the fine-

scale distribution of precipitation is highly dependent on orography (e.g. Brunsdon et al., 2001; Oke and Hay, 1994), accounting 

for it may be crucial for reliable model results (e.g. Bastola and Misra, 2014). Convection-resolving numerical weather prediction 

allows precipitation distributions to be modelled (Brisson et al., 2016) but requires a large amount of computer resources for 

climate runs. Although this method has the advantage of not requiring a priori observations for application, convection-resolving 

modelling is an area of active research because of the many challenges with cloud processes relative to the grid size (Holloway et 

al., 2014). 

 

To reduce the computational needs for applications, bias correction with quantile mapping (BCQM) has been found to be an 

effective method to correct daily precipitation intensities in climate projections (e.g. Gudmundsson et al., 2012; Räty et al., 2014; 

Sunyer et al., 2015; Teutschbein and Seibert, 2012). Although this method has the disadvantage of requiring observations to 

undertake the corrections, it does retain the observed distributions as a constraint. As the temporal resolution of reanalysis 

products is typically 3 to 6 h, i.e. too coarse for detailed hydrological modelling (Bastola and Misra, 2014), interpolation to finer 

temporal resolution is needed. To date, reanalysis products have been little used in the modelling of urban water and energy 
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exchanges. As the WATCH WFDEI reanalysis data (Weedon et al. 2011, 2014) are specifically derived for hydrological 

modelling from ERA-Interim, and have been used to model surface energy fluxes in 20 different urban areas (Best and Grimmond 

2016), they are chosen for this study. 

 

There are a large number of urban land surface models (Grimmond et al., 2009) that take a wide variety of approaches to 

describing urban surface exchange processes (Grimmond et al. 2010a, 2011). Given the importance of vegetation to urban 

hydrology and turbulent exchange (Best and Grimmond, 2014, 2016) and its significant presence in suburban areas and central 

business districts it is critical that a scheme can simulate its influence on the surface energy and water balances (Best and 

Grimmond, 2013, 2014; Grimmond et al., 2011; Loridan and Grimmond, 2012; Nordbo et al., 2015). Where many gardens and 

parks are present, irrigation can become an important component of the local water balance (Grimmond and Oke, 1986; Mitchell 

et al., 2001, 2003) thereby also influencing energy exchange. 

 

The urban land surface model used in this study is the Surface Urban Energy and Water balance Scheme (SUEWS). This local 

(neighbourhood) scale scheme can simulate both energy and water balance components (Järvi et al., 2011, 2014; Ward et al., 

2016b) including vegetation and irrigation but, is simple enough to handle multiple grids and several years without special 

computational power. It requires only basic meteorological data and surface information as inputs. With the procedures described 

in this paper, SUEWS can be run with limited local observations by using reanalysis data as forcing. 

 

The objective of this study is to assess the impact of reanalysis forcing data on the performance of an urban land surface and water 

balance model in two cities: Vancouver, Canada, and London, UK (Section 2.1). To force the model (SUEWS, Section 2.2) the 

WATCH WFDEI (Weedon et al., 2014) reanalysis data (Section 2.3) are used. The precipitation reanalysis data are corrected to 

improve the spatial representativeness of the data for the study area relative to the WFDEI grid box (Section 2.3.1). First the 

sensitivity of the model to the required meteorological data is examined (Section 3.1), second the effect of bias correction to 

precipitation is examined (Section 3.2) and third the performance of SUEWS running with reanalysis data is examined (Section 

3.3). The model output using both observed and reanalysis data (both corrected and uncorrected) as forcing are compared against 

evaporation measured with the eddy covariance technique at one site in both Vancouver and London. The consideration of 

multiple sites in different cities allows different urban land covers and weather patterns to be considered. Although, errors in 

model performance can arise from model parameterizations, this is the focus of other papers (e.g. Alexander et al. 2016, Karsisto 

et al. 2015, Ward et al. 2016b) and not specifically addressed here. 

 

2. Methods 

 

2.1 Study areas and sites 

 

Vancouver and London both experience maritime temperate climates (Met Office, 2016; Oke and Hay, 1994). The more 

topographically diverse Vancouver (Figure 1) has an enhancement of 100 mm annual precipitation per 100 m increase in elevation 

(Oke and Hay, 1994). Near sea level, precipitation is approximately 900 mm y-1 (South Richmond) whereas the nearby mountains 

record over 3500 mm y-1 (Hollyburn 1326 m, Grouse 1231 m). Winter precipitation is approximately four times greater than in 

summer (Figure 2; Oke and Hay, 1994). 

 

The study sites in Vancouver are two suburban neighbourhoods, “Vancouver-Oakridge” and “Vancouver-Sunset” (Table 1), that 

are approximately 3 km apart on a fairly flat terrain (Figure 1). The annual precipitation at both areas is approximately 1000 mm 

y-1 (Environment Canada, 2015). The two residential areas have 1-2 storey single-family dwellings (LCZ 6, Stewart and Oke, 

2012), but differ in their characteristic lot and building size and land cover (Table 1). The impervious surface cover fraction is 

larger in the more densely populated area Vancouver-Sunset (68 %, almost three times as many inhabitants) than in Vancouver-

Oakridge (44 %) (Table 1). In addition, the amount and area of irrigation varies between the sites further affecting the local water 

balance. 

 

London is occasionally influenced by continental weather that brings cold spells in winter and hot and humid weather in summer 

(Met Office, 2016). The mean annual rainfall in central London is 570 mm y-1 (St. James's Park meteorological station for 1980–

1999, see Section 2.3.1; Met Office, 2015). This rainfall, generally, is evenly distributed through the year (Figure 2), with 

significant amounts of showery convective rainfall in the summer. The focus of this study is the central business district of 

Westminster (Figure 1). There are extensive impervious surfaces (81 %) with little vegetation (5 %, Table 1) but with insignificant 

irrigation. The area has a large daytime population and a high volume of traffic (Greater London Authority, 2015) making 

anthropogenic heat fluxes important (Ward et al., 2016b, 2017).   

 

Forcing and evaluation data are available from observations in both cities. Modelled evaporation is compared with the eddy 

covariance (EC) observations at Vancouver-Sunset (Christen et al., 2011) and London (Kotthaus and Grimmond, 2014a, b). At 

both sites, sonic anemometers (CSAT3 Campbell Scientific) with open path infrared gas analysers (Li-7500 Licor Inc.) are used. 

Other measured variables needed for model forcing include incoming shortwave radiation K↓, precipitation P, air temperature Ta, 

station pressure p, relative humidity RH, and wind speed U. At Vancouver-Oakridge, no EC observations were available. The 

meteorological observations used as model forcing are described in Grimmond and Oke (1986). 

 

Long-term observations of daily precipitation needed for a calibration period of the reanalysis data correction (Section 2.4.1) were 

made with tipping bucket rain gauges at Vancouver-Oakridge (1990–2008) (Environment Canada, 2015) and St. James's Park 

(1980–1999) (Met Office, 2015). These long-term observations are available with a daily resolution, whereas the on-site 
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measurements are averaged to 1 h resolution. The relative locations of the long-term measurements, the site-specific 

measurements and the reanalysis grid are shown in Figure 1 for both Vancouver and London. 

 

2.2 SUEWS model overview 

 

In this study, version V2016a of the Surface Urban Energy and Water balance Scheme (SUEWS) is used (Ward et al., 2016a). The 

model is run with a 5-min time step to capture rapid changes in the water balance, for example in a convective rain event. SUEWS 

primary spatial scale corresponds to that used in planning and design related to land use, land cover and infrastructure in cities 

(Kellett et al., 2013). Physical processes (e.g. evaporation,  interception) are modelled for seven surface types (paved, buildings, 

evergreen trees/shrubs, deciduous trees/shrubs, grass, bare soil and water). In SUEWS, the water state of each surface is calculated 

from a running water balance accounting for evaporation, runoff and drainage (Grimmond and Oke, 1991). Below each surface 

type, except water, there is a single soil layer. The fluxes calculated for an individual time step are a function of the proportion of 

the component surface types in the area. The net change in water storage is determined from the combined changes in surface 

states and soil moisture. 

 

Model performance in terms of urban hydrology has been found to be largely dependent on the impervious water storage 

formulation and parameters (Wouters et al., 2015). The net all-wave radiation is simulated using the net all-wave radiation scheme 

(NARP; Loridan et al., 2011; Offerle et al., 2003) and storage heat flux using the Objective Hysteresis Model (OHM, Grimmond 

et al., 1991). Anthropogenic heat flux is calculated based on heating and cooling degree-days, assuming a base temperature of 

18.2 °C above which cooling and below which heating of the buildings takes place (Järvi et al., 2011). Latent heat flux 

(evaporation) is calculated using the modified Penman-Monteith equation and sensible heat flux is taken as the residual from the 

other energy balance components. During each 5-min time step, the surface and soil water storages, water movements between the 

storages and surface runoff are calculated. The model needs meteorological data (section 2.1) and information about the cover 

fractions of the seven surface types, tree and building heights and population density (Table 1). 

 

2.3 Reanalysis data and corrections 

 

Similar to Best and Grimmond (2016), the WATCH Forcing Data ERA-Interim (WFDEI) (Weedon et al., 2014) are used to derive 

the model forcing data. The WFDEI dataset is derived for hydrological modelling purposes from the ERA-Interim reanalysis 

product (Dee et al., 2011) via sequential interpolation to half-degree spatial resolution with 3 h temporal resolution. WFDEI 

includes two precipitation datasets with different bias corrections: Climatic Research Unit’s CRU TS3.101 (Harris et al., 2013) 

and Global Precipitation Climatology Centre’s GPCCv5 (Schneider et al., 2013). In this study, GPCC data are used for the better 

station density. Only stations on land area are used for precipitation estimations. 

 

The WFDEI data are interpolated from 3 h to 1 h (default for SUEWS) resolution. WFDEI  average rainfall for the previous 3 h 

(kg m2 s-1) is converted to mm h-1 by assuming the rain rate is constant for the period. Given the focus on the long-term water 

balance this is taken as reasonable. In both Vancouver and London most precipitation is from frontal rain, although London 

experiences showery convective rain in summer months. London also has considerable contribution from stratiform clouds often 

lasting for a day or longer. Specific humidity (q), p and Ta are linearly interpolated from 3 h to 1 h. K↓ is interpolated to 1 h using 

a method that takes into account its strong diurnal cycle which otherwise would cause issues around sunrise and sunset. Figure 3 

shows WFDEI K↓ compared to the observations at Vancouver and London sites. The observations in Vancouver-Oakridge are in 

apparent time while the WFDEI data are in local time, so there is a small time shift between the data and thus are not fully 

comparable at hourly resolution. As the correlation is very good (r > 0.91, RMSE < 92 W m-2), K↓ is used without any additional 

corrections. In addition, the timestamp of the WFDEI data is changed from UTC to local time of the site. 

 

The WFDEI grid height is the areally weighted mean height of the topography in each grid. In Vancouver, with mountains in the 

north (Figure 1), the grid height is 213 m above sea level (asl), whereas in London it is 78 m asl. The appropriate simulation 

height needs to consider the land elevation of the area of interest, the height of the roughness elements (buildings, trees) and the 

appropriate height for the forcing data for the simulation (e.g. height of evaluation observations if undertaking a comparison). The 

simulation heights used are 106 m asl for Vancouver-Sunset, 113 m asl for Vancouver-Oakridge, and 61 m asl for London.  

 

The WFDEI Ta and p are adjusted to the simulation height using environmental lapse rate (Γ = -6.5 °C km-1) and the hypsometric 

equation (Weedon et al. 2010). RH, used by SUEWS, is calculated from the WFDEI specific humidity assuming it is constant with 

altitude to avoid supersaturation.  

 

Interpolation requires a spin up period to avoid interpolation errors and missing data points at the beginning and at the end of the 

time series. Here, periods of one month before and after the main study periods are used. 

 

2.3.1 Bias correction of the precipitation 

 

Bias correction with quantile mapping (BCQM) following Räty et al. (2014) and Räisänen and Räty (2013, see their Figure 5) is 

used to adjust daily precipitation towards the observed precipitation. In addition to mean precipitation the method corrects the 

spread and shape of the daily precipitation distribution. In the process (Figure 4) the data are brought to 1 h temporal resolution 

using the relation between the uncorrected and BCQM-corrected WFDEI precipitation. 
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Quantile mapping techniques create a one-to-one mapping between two cumulative distribution functions of reanalysis data and 

observations (Sun et al., 2011). Cumulative distribution functions of the observed (Fo) and WFDEI (Fc) daily precipitation are first 

estimated for a calibration period (1990–2008 in Vancouver, 1980–1999 in London). Long calibration periods, typically in the 

order of 30 years (e.g. Dosio and Paruolo, 2011), are suggested in order to take decadal climate variability into account (e.g. Piani 

et al., 2010). BCQM transforms the whole reanalysis precipitation time series (si) into the bias corrected one (Pi) according to:  

𝑃𝑖 = 𝐹𝑜
−1(𝐹𝑐(𝑠𝑖)).     (1) 

Before the transformation, Fo
-1 and Fc

-1 are smoothed by taking a running mean over a range of quantiles to reduce noise, 

particularly in the upper tail of the distribution. For example, the smoothed quantiles for the reanalysis data in the calibration 

period (Fc
-1) are obtained as  

𝐹~𝑐
−1(𝑥) =

∫ 𝐹𝑐
−1𝑚𝑖𝑛(𝑥+𝑎,1)

𝑚𝑎𝑥(𝑥−𝑎,0)
(𝑥)𝑑𝑥

∫ 𝑑𝑥
𝑚𝑖𝑛(𝑥+𝑎,1)
𝑚𝑎𝑥(𝑥−𝑎,0)

 ,    (2) 

where 𝑥 ∈ [0,1] and a is the smoothing parameter, giving the range of quantiles over which smoothing is applied. Räty et al. 

(2014) recommend a small value for a, as the smoothing tends to contract the distribution, making the correction less accurate in 

the upper tail (i.e. extremely intense precipitation). After sensitivity tests (see Section 3.2),  a is set to 0.04 for Vancouver and 0.00 

(no smoothing) for London. This means that, for example, F̃c
-1(1) in Vancouver equals the mean of the highest 4 % of the 

precipitation in the calibration period. 

 

If values of the full WFDEI time series are outside of the range of values in the calibration period, there is a need for extrapolation 

in the quantile-quantile relation. In this case, bias corrected values are obtained assuming constant relative change above the 

maximum of the calibration period distribution. 

 

The reanalysis precipitation values are adjusted separately for each day of year using BCQM. To further reduce the effect of noise 

in the estimation of biases, a linear moving window (width W), centred around the day under consideration, is used to increase the 

amount of data used in assessing biases. After sensitivity tests (see Section 3.2), W is set to 51 for Vancouver and 61 for London. 

Note, parameter values a and W are not universal, so different values might be optimal in other cases. 

 

SUEWS is designed to run with input data at 1 h resolution. However, due to observational constraints, precipitation is bias 

corrected at daily temporal resolution. Assuming that the within-day temporal variability is approximately captured by the WFDEI 

dataset and that hourly precipitation intensities have similar biases within a day. The corrected hourly values are obtained by 

simply adjusting the hourly precipitation intensities with a constant factor defined by the relation between daily uncorrected and 

BCQM-corrected WFDEI precipitation. Although these assumptions are rather strong, they should provide reasonable results at 

seasonal and annual scales, which are the main interest in this study. 

 

2.4 Experimental outline 

 

The SUEWS model (Section 2.2) runs are made using hourly, locally measured data (Section 2.1) (hereafter the control run) and 

WFDEI reanalysis data (Section 2.3) as a forcing. The latter includes both quantile mapping bias corrected (BCQM) (Section 

2.3.1) and uncorrected WFDEI data. The sensitivity of the model to the reanalysis data is examined by changing each variable in 

the measured forcing data to the reanalysis data independently.  

 

The SUEWS model performance is evaluated by comparing model outputs against observed evaporation. All runs at each site, 

whether using measured or reanalysis forcing data,have the same surface and population information. Surface cover fractions, 

building and tree heights, initial conditions and other parameter values are adapted from Järvi et al. (2011) for the Vancouver sites 

and from Ward et al. (2016b) for London (Table 1).  

 

For London and Vancouver-Sunset a full year is simulated (2012 and 2009, respectively) for the EC footprint area and 

Vancouver-Oakridge is simulated for 22 January 1982 - 21 January 1983 for the water monitoring area (Grimmond and Oke, 

1986). This will be referred as the study year. Hereafter the sites are referred to as Lo12, Vs09 and Vo82, respectively. 

 

3. Results and discussion 

3.1 The sensitivity of SUEWS to its forcing data  

 

To identify the meteorological variables SUEWS is most sensitive to, and therefore should be corrected, each input variable is 

independently examined. SUEWS is run with observed forcing data systematically replacing each variable with the WFDEI 

equivalent. To assess this, the simulated cumulative evaporation and runoff using the different combinations of forcing data are 

compared to the control run at each of the three studied sites. 

 

In Vancouver, using most of the input WFDEI variables results in a higher total evaporation and runoff compared to the control 

run (Table 3). Only four variables in Vo82, and two variables in Vs09, give slightly smaller totals of evaporation (1–4 %) and two 

variables give slightly smaller totals for runoff (1–4 %) at both sites in Vancouver. In London, however, more variation occurs 

with the different input combinations. In London two of the WFDEI variables gives smaller totals of evaporation (2–9 %) and four 

variables gives smaller totals of runoff (1–7 %). At all three sites, precipitation has the largest impact on simulated evaporation 

and runoff when compared to the other meteorological variables (Figure 5). Changing the observed precipitation to WFDEI 

precipitation increases the modelled cumulative evaporation by 18 % in Vo82, 26 % in Vs09 and 14 % in Lo12 when compared to 

the control run (Figure 5a, c, e). 
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Non-gap-filled EC measured evaporation rates for Vs09 (6961 h) and Lo12 (5598 h) allow direct assessment for the hours when 

observations are available (Figure 6, Table 4). When compared directly to the observed evaporation, the totals are 5 % and 46 % 

higher in Vs09 and Lo12, respectively, when using the WFDEI precipitation as opposed to the observed forcing data. The RMSEs 

are 0.0444 mm h-1 for Vs09 and 0.0382 mm h-1 for Lo12 (87 % and 114 % of average hourly observed evaporation, respectively) 

when compared to direct observations. 

 

As no observed runoff data are available the control runs are used as the reference. For runoff, changing from observed to WFDEI 

precipitation gives higher values by 27 % in Vo82 and 39 % in Vs09 and a lower value by 7 % in Lo12 (Figure 5b, d, f). 

 

When observed RH and RH derived from WFDEI are compared the correlations and percentages of hourly RMSEs of average 

hourly observed RH are 0.71 and 15 % in Vo82, 0.78 and 15 % in Vs09 and 0.88 and 9 % in Lo12, respectively. The deviation in 

RH impacts the modelled evaporation directly. When the observed RH is replaced with RH derived from WFDEI there is a 

difference in model results of 3–9 % on cumulative evaporation at the three sites. There is an increase of 8 % in Vo82, 3 % in 

Vs09 and a decrease of 9 % in Lo12 when compared to the control run. The cumulative modelled values underestimate by 17 % in 

Vs09 relative to the EC observations but overestimate (14 %) in Lo12. The hourly RMSE is 0.0367 mm h-1 in Vs09 and 0.0296 

mm h-1 in Lo12 (74 % and 88 % of average hourly evaporation, respectively). For Lo12, the lower values of evaporation when 

WFDEI RH is used actually balances the higher values due to precipitation and brings the values closer to the modelled 

evaporation of the control run when all of the WFDEI variables are used to force the model (see Section 3.3). The impact on 

runoff of changing the observed RH to RH derived from WFDEI is small: a decrease of 2 % in Vo82 and 1 % in Vs09 and an 

increase of 2 % in Lo12 compared to the control run. 

 

Other WFDEI variables (U, Ta, K↓ and p) have minor influence on mean 1 h modelled evaporation and runoff. The difference in 

total annual evaporation (Vs09, K↓) and runoff (Vs09, Ta) are up to 4 % when each measured variable in the forcing is changed to 

its respective WFDEI variable. Alexander et al.’s (2015) sensitivity study of SUEWS to U, Ta and K↓ in Dublin, Ireland found K↓ 

to have the greatest impact but still insignificant. Thus, SUEWS is rather insensitive to minor errors in these meteorological 

variables at the studied sites. Although RH has a significant effect on the model results it is substantially less than the effect of 

precipitation, so it is less critical to correct U, Ta, K↓, RH, and p in similar matter as precipitation in the WFDEI forcing data.  

 

For SUEWS’ performance, realistic precipitation is most critical. 

 

3.2 The effect of bias correction to precipitation 

 

As the WFDEI precipitation clearly overestimates observed precipitation especially in Vancouver (Figure 2), which leads to 

higher values of evaporation (Figure 5) compared to the control run, the precipitation is  bias-corrected with quantile mapping to 

bring it closer to the observed values. 

 

Effects of varying the BCQM smoothing parameter (a) and moving window (W) for each site on SUEWS modelled evaporation 

(compared to EC observations) are very small (Table 2). The modelled evaporation is assessed with the root mean square error 

(RMSE) using hourly data. Varying the smoothing parameter (a) from 0.00 to 0.05 caused the RMSE of the modelled evaporation 

in Vs09 to vary between 0.0352–0.0353 mm h-1 (69 % of average hourly observed evaporation) and in Lo12 0.0363–0.0364 (108 

% of average). The absolute differences of the modelled annual evaporation are 5 % and 31 % of observed annual total  

evaporation in Vs09 and Lo12, respectively. 

 

Varying the moving window (W) from 21 to 71 days caused the modelled evaporation are very similar to those for a: for Vs09 

RMSE varies between 0.0352–0.0355 mm h-1 (69 % of average hourly evaporation) and for Lo12 0.0364–0.0365 mm h-1 (108 % 

of average). The absolute differences of the modelled annual evaporation are 4–5 % and 31 % of observed annual total 

evaporation in Vs09 and Lo12, respectively. 

 

Figure 7 shows that the WFDEI daily precipitation distribution is effectively corrected to match the observed distribution of 

precipitation, except for the most extreme precipitation values where differences are still noticeable. This is probably related to 

sampling noise in the extreme upper tail of the precipitation distribution and to uncertainties in the extrapolation procedure. 

 

As a result of BCQM correction the annual cumulative precipitation decreased from 1943 to 1479 mm y-1 in Vo82, from 1739 to 

1346 mm y-1 in Vs09 and from 859 to 834 mm y-1 in Lo12, bringing it closer to observed precipitation (1215 mm y-1 in Vo82, 

1295 mm y-1 in Vs09 and 821 mm y-1 in Lo12) at all three sites. The BCQM correction works reasonably well for Vs09 and Lo12, 

but there is still quite large overestimation of precipitation left in Vo82. This might be partly due to the differences in the 

observations. The on-site observations are at 1 h resolution, whereas the long-term observations used for BCQM corrections are at 

daily resolution and from different locations than the site-specific observations (see Section 2.1). The assessment of biases at daily 

level using a moving window might introduce artificial biases and differences that might be relatively large when comparing 

against single year. This underlines the importance of high quality observations for the robust calibration and validation of bias 

correction methods. 

 

The BCQM corrected precipitation replaced in otherwise observed forcing data decreases the cumulative evaporation by 4–15 % 

when compared the evaporation given with uncorrected WFDEI precipitation, bringing the values closer to the control run, 

resulting in higher values of 10 % in Vo82, 11 % in Vs09 and 10 % in Lo12. When compared to the direct observations of 

evaporation the change of uncorrected WFDEI data to the BCQM corrected precipitation increases the difference by 4 % in Vs09 
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and decreases the difference by 6 % in Lo12; resulting in underestimation of 9 % and overestimation of 40 %, respectively. 

However, the hourly RMSE with BCQM corrected precipitation is better than with uncorrected WFDEI precipitation at both sites 

when compared to the direct observations: 0.0396 mm h-1 in Vs09 and 0.0367 mm h-1 in Lo12 (77 % and 109 % of average hourly 

evaporation, respectively).  

 

When the BCQM corrected precipitation is used with the observed forcing data the difference in runoff decreases by 0–20 % 

compared to the difference with uncorrected WFDEI precipitation, resulting in differences of 10 % in Vo82, 19 % in Vs09 and  -7 

% in Lo12 when compared to the control run. 

 

3.3 Effect of WFDEI forcing data on SUEWS performance 

 

Subsequent model runs use both uncorrected and BCQM corrected WFDEI precipitation while WFDEI values are used for other 

variables. The simulated evaporation using uncorrected WFDEI as model forcing is larger than for the control run (Figure 5a, c, e) 

following the overestimated precipitation in WFDEI (Figure 2). The annual cumulative evaporation is 15 % higher in Vo82, 21 % 

in Vs09 and 6 % in Lo12 compared to the control run with 576 mm y-1 in Vo82, 313 mm y-1 in Vs09 and 391 mm y-1 in Lo12. The 

difference is much larger at the two Vancouver sites than in Lo12 due to the larger overestimation in precipitation (caused by the 

close proximity of mountains that affects the grid height of WFDEI, see Section 2.3). Although the BCQM correction to 

precipitation decreases the bias when compared to the control run, the overestimation of the precipitation is still evident. After the 

BCQM correction the annual cumulative evaporation with WFDEI forcing data is 8 % higher in Vo82, 6 % in Vs09 and 2 % in 

Lo12. 

 

The WFDEI forcing data follows closely the runoff of the control run in Lo12 (Figure 5f), but similarly to evaporation, the 

modelled runoff using uncorrected WFDEI data in Vancouver gives largely higher values compared to the control run (Figure 5b, 

d). Use of the uncorrected WFDEI gives higher values of the annual cumulative runoff by 26 % in Vo82 and 39 % in Vs09, but 

gives lower values by 4 % in Lo12, when compared to the control run (1819 mm y-1 in Vo82, 1426 mm y-1 in Vs09 and 577 mm y-

1 in Lo12). BCQM correction brings the modelled runoff significantly closer to the reference values in Vancouver resulting in a 

smaller increase of 8 % in Vo82 and 15 % in Vs09. In Lo12, the difference increases by 1 mm to 26 mm y-1 (4 %) after the 

BCQM correction. Thus, the relative change caused by the correction is larger in Vancouver than London as the difference is not 

as great initially when compared to the Vancouver sites. 

 

The directly measured hourly EC evaporation allow for assessment of the modelled evaporation (Figure 6). In Vs09 the modelled 

cumulative evaporation using the uncorrected WFDEI is very close to the observed value 304 mm y-1 (for the times when 

observations are available), with an underestimation of 3 %. The BCQM correction increases this underestimation to 15 %. The 

underestimation is greater (18 %) when measured forcing data are used. Although the underestimation of modelled cumulative 

evaporation increases, the BCQM correction decreases the hourly RMSE between the measured and modelled evaporation from 

0.0398 to 0.0354 mm h-1 (78 % to 69 % of average hourly evaporation, respectively) bringing it very close to the RMSE of the 

control run (0.0369 mm h-1, 72 % of average). The BCQM correction is not expected to make the model results perfect relative to 

the observations as differences will remain related to parameterisations within SUEWS. As urban land surface models tend to 

underestimate vegetative evaporation (Grimmond et al. 2010a, 2011), the larger underestimation is likely linked to the description 

of evaporation in SUEWS rather than the forcing data itself. In addition to vegetation, the parameterisations of anthropogenic heat 

flux (QF) and storage heat flux (ΔQS) impact the turbulent fluxes (Karsisto et al., 2015). Similar values of the latent heat flux 

RMSE normalized with mean observed values have been found in other studies giving 90–160 % for Vancouver and Los Angeles 

(Järvi et al., 2011) and 130 % and 70 % for London and Swindon, respectively (Ward et al., 2016b). These results are at the better 

half of the model performances reported in the urban land surface model inter-comparison study (Grimmond et al., 2011). 

Deviations between the modelled output and observations are also caused by the other uncorrected meteorological variables. 

 

However, in London the modelled cumulative evaporation with uncorrected WFDEI data is 36 % larger than the measured one 

(188 mm y-1). The higher modelled values can be explained by the proximity of the River Thames to the EC measurements (Ward 

et al., 2016b). The surface forcing used in SUEWS is calculated for the source area of the measurements leading to an open water 

fraction of 14 %. This causes high evaporation rates, but the river itself does not affect the observations as much partly because 

potential internal boundary layers forming over the water surface do not develop to the height of the EC tower (Kotthaus and 

Grimmond, 2014b). The BCQM correction improves the model results and the overestimation of the evaporation decreases to 31 

%. The modelled evaporation of the control run is closer to the observed values, with an overestimation of 23 %. Although the 

BCQM correction improves the RMSE, decreasing it from 0.0380 to 0.0363 mm h-1 (113 % to 108 % of average hourly 

evaporation), with observed forcing the RMSE is only 0.0294 mm h-1 (88 % of average). 

 

4. Conclusions 

 

Urban hydrological and land surface models require fine-scale meteorological data as forcing. However, as these can be locally 

unavailable for the modelled period and/or at the required resolution, reanalysis may provide the required data for hydrological 

modelling in urban environments. Although reanalysis data are available for the larger areas in which cities are embedded, some 

corrections are required to use them as realistic forcing, especially in complex terrain. 

 

Here the WFDEI reanalysis data are assessed as input to an urban atmospheric and hydrologic model (SUEWS). Through 

sensitivity tests for two sites in Vancouver, Canada, and one site in London, UK, the effect of each meteorological variable and 

downscaling of precipitation in space and time is assessed. With differences in land cover and weather types the effect of WFDEI 



7 

 

data on SUEWS output can be evaluated in different conditions. In each city, EC measurements of evaporation allow the model 

results to be assessed. 

 

From the sensitivity tests, it is clear that precipitation has the largest impact on modelled evaporation and runoff, with RH being 

second. After correction for height, the other WFDEI meteorological variables have only a minor impact on modelled evaporation 

and runoff and their correction would likely have minimal effect on the model performance. Based on these results, only 

precipitation is corrected using bias correction in this study. 

 

The WFDEI/GPCC precipitation gives larger values than local observations. The greater difference in Vancouver than London is 

likely caused by greater changes in orography, particularly the mountains within the reanalysis grid. Deviations of the other 

WFDEI meteorological variables from observed values are smaller. Overestimation of precipitation causes larger evaporation and 

runoff values compared to the control run (results using observed forcing data) especially in Vancouver. Following correction of 

the WFDEI precipitation rates using bias correction with quantile mapping (BCQM), the modelled evaporation and runoff results 

are more similar to the results of the control run. However, precipitation is overestimated at the studied sites, which is probably 

explained by the limited amount of observations. This causes sampling errors, particularly in the upper tail of the bias corrected 

distribution. Also the use of moving window when estimating biases in WFDEI data set can lead to artificial biases.  

 

In order to utilise the BCQM in other cities and sites, long observational time series in the order of 30 years with daily resolution 

for robust calibration and validation of the mapping are needed. Such observations are likely to exist at least in the vicinity of the 

city of interest (e.g. from the airports). Despite the BCQM correction method needing parameter tuning, the sensitivity tests in the 

studied sites show the effect of these parameters being small and fine-tuning of the parameters is not vital. Furthermore, BCQM 

assumes a stationary bias between the observed and reanalysis precipitation, which may be inappropriate if the calibration data are 

many years from the application period. When suitable daily precipitation observations exist, BCQM correction decreases the bias 

in WFDEI precipitation significantly and so improves the usability of the reanalysis data in hydrological modelling when 

observed forcing data are not available. WFDEI forcing data with BCQM correction applied to the precipitation can be used 

relatively reliably to model urban hydrology and land surface processes at the local scale, especially if daily-scale temporal 

variations are not of interest. The correction is equally applicable to downscale future projections of global or regional climate 

model data for urban areas or to be used with other reanalysis datasets than WFDEI. The correction is also equally applicable for 

other than urban areas. 

 

As the BCQM correction brings the model results with reanalysis data closer to the control run, it indicates the removal of the first 

deviation, which is the interest of this study. However, the BCQM correction increases the underestimation of evaporation and 

does not improve the results assessed by observed evaporation. This is thought to be related to the parameterisation of the model 

rather than the meteorological data. As the error due to the model parameterisation surpasses the bias in WFDEI data, the 

parameterisation of surface land models, in addition to downscaling methods, is one of the most critical areas to improve to obtain 

better results from urban land surface and hydrological models. The BCQM correction in general decreases the higher values of 

modelled evaporation (4–15 %) and the difference of modelled runoff (0–24 %) when compared to the control run, but also brings 

the hourly RMSE of the modelled evaporation closer to the EC observations. Thus, the BCQM correction decreases the hourly 

RMSE and the bias of SUEWS’ results when compared to the control run at all sites indicating that scaling precipitation to an 

urban area is highly relevant. 
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Table 1. Characteristics of the study sites. Data from Järvi et al. (2011) and Ward et al. (2016b). 

City Vancouver   London 

 Oakridge Sunset  Westminster 

Year 1982 2009  2012 

DOY 22–365 1–365  1–366 

Code Vo82 Vs09  Lo12 

Location 49º13'29''N, 

123º7'57''W 

49º13'26''N, 

123º5'6''W 

 51º30'42''N, 

0º6'59''W 

A (ha) 21 78  78.5 

fbldg 0.19 0.23  0.38 

fpav 0.25 0.45  0.43 

fevergr 0.04 0.03  0.00 

fdec 0.08 0.09  0.02 

fwater 0.00 0.00  0.14 

fgrass 0.44 0.2  0.03 

firrgrass 0.75 0.9  0.00 

faut 0.05 0.01  0.00 

ppop (in ha-1) 20.5 64.1  310.4 

Tzone GMT-8 GMT-8  GMT 

zh (m) 7 5.5  22.0 

zhv (m) 7 7.1  13.1 

Year: year of sensitivity tests model run, DOY: day of the year, Code: short name for the site, A: modelled area, fbldg: plan area fraction of 

buildings, fpav: plan area fraction of paved surfaces, fevergr: plan area fraction of evergreen trees and shrubs, fdec: plan area fraction of deciduous 

trees and shrubs, fwater: plan area fraction of open water, fgrass: plan area fraction of grass, firrgrass: fraction of grass that is irrigated, faut: fraction of 

automatic irrigation, ppop: the population density, Tzone: time zone, zh and zhv: mean building and vegetation height. 

 

Table 2. Metrics obtained from comparing 60 min measured and modelled evaporation for Vancouver-Sunset in 2009 (Vs09, n=6961) and 

London in 2012 (Lo12, n=5598) with different smoothing parameter values (a, eqn 2) and moving windows (W, eqn 1) of the BCQM correction 

of precipitation: root mean square error (RMSE, mm h-1), mean absolute difference (MAE, mm h-1) and absolute difference of cumulative values 

(ΔE, mm y-1).  

 Vs09     Lo12   

a RMSE  MAE  ΔE   RMSE  MAE  ΔE  

0.00 0.03519 0.02746 15.2  0.03634 0.02630 58.2 

0.01 0.03527 0.02746 14.9  0.03643 0.02635 58.5 

0.02 0.03524 0.02744 14.8  0.03640 0.02633 58.4 

0.03 0.03523 0.02744 14.8  0.03642 0.02633 58.4 

0.04 0.03515 0.02742 15.2  0.03643 0.02632 58.4 

0.05 0.03517 0.02742 14.7  0.03642 0.02632 58.4 

W        

21 0.03554 0.02746 13.3  0.03649 0.02637 58.7 

31 0.03536 0.02741 14.2  0.03648 0.02634 58.8 

41 0.03544 0.02746 13.2  0.03641 0.02630 58.5 

51 0.03515 0.02742 15.2  0.03637 0.02630 58.2 

61 0.03529 0.02749 14.2  0.03642 0.02630 58.2 

71 0.03529 0.02749 14.2  0.03641 0.02632 58.4 

http://dx.doi.org/10.1016/j.uclim.2014.11.005
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Table 3. Metrics obtained by comparing the control run against modelled results with different reanalysis forcing data (see Figure 5): cumulative 

error of evaporation (∆E, mm y-1) and runoff (∆R, mm y-1) and percentage error from observed evaporation and runoff (%). 

 Vo82  Vs09  Lo12 

 ∆E % ∆R %  ∆E % ∆R %  ∆E % ∆R % 

WFDEI raw 84 15 464 26  65 21 559 39  23 6 -25 -4 

WFDEI corr 47 8 160 8  20 6 216 15  9 2 -26 -4 

WFDEI U -5 -1 5 0  0 0 0 0  12 3 -4 -1 

WFDEI Ta -2 0 -37 -2  -7 -2 -63 -4  -9 -2 2 0 

WFDEI RH 44 8 -44 -2  10 3 -10 -1  -34 -9 9 2 

WFDEI K↓ -22 -4 22 1  -12 -4 12 1  13 3 -4 -1 

WFDEI pressure -1 0 1 0  0 0 0 0  0 0 0 0 

WFDEI precipitation 102 18 483 27  82 26 559 39  55 14 -39 -7 

BCQM precipitation 57 10 190 10  34 11 270 19  39 10 -39 -7 

 

Table 4. Metrics obtained by comparing the observations to modelled results with different reanalysis forcing data (see Figure 5): cumulative 

error of evaporation (∆E, mm y-1), root mean square error (RMSE, mm h-1) and percent of error and RMSE from observed evaporation (%). 

 Vs09  Lo12 

 ∆E % RMSE %  ∆E % RMSE % 

Control run -54 -18 0.0369 72  43 23 0.0294 88 

WFDEI raw -9 -3 0.0398 78  68 36 0.0380 113 

WFDEI corr -47 -15 0.0354 69  58 31 0.0363 108 

WFDEI U -56 -18 0.0365 71  49 26 0.0297 88 

WFDEI Ta -60 -20 0.0358 70  37 20 0.0297 88 

WFDEI RH -52 -17 0.0367 74  26 14 0.0296 88 

WFDEI K↓ -65 -21 0.0364 71  49 26 0.0313 93 

WFDEI pressure -53 -18 0.0369 72  43 23 0.0294 88 

WFDEI precipitation 15 5 0.0444 87  86 46 0.0382 114 

BCQM precipitation -26 -9 0.0396 77  76 40 0.0367 109 

 

 

Figure 1. Map of a) Vancouver, Canada (Mapzen, 2017) and b) London, UK (Mapzen, 2017) showing locations of the study sites (Vancouver-

Oakridge (Vo82), Vancouver-Sunset (Vs09) and King's College (Lo12)) and precipitation monitoring sites (Vancouver International Airport, 

Hollyburn Mountain, Grouse Mountain, South Richmond, St James's Park and Hampton W WKS). Latitude and longitude lines are also 

locations of WFDEI grid boundaries. 
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Figure 2. Normal (1981–2010) monthly precipitation (left-axis) and 2 m daily temperature (Ta) (right-axis) recorded at (a) Vancouver 

International Airport (Environment Canada, 2015) and (b) Hampton W WKS (lat: 51.4119 N, lon: 0.37809 W, station number: 711 Met Office 

2015) and the WFDEI data (Weedon et al., 2014) for the grid these sites are located in. 

 

 
Figure 3. WFDEI incoming solar radiation (K↓) versus observed K↓ at a) Vancouver-Oakridge in 1982 (Vo82), b) Vancouver-Sunset in 2009 

(Vs09) and c) London in 2012 (Lo12). 

 

 
Figure 4. Flow diagram of bias correction with quantile mapping (BCQM). 
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Figure 5. Modelled cumulative (a, c, e) evaporation and (b, d, f) runoff for (a, b) Vancouver-Oakridge in 1982 (Vo82), for (c, d) Vancouver-

Sunset 2009 and for (e, f) London in 2012 (Lo12) using observed forcing data (control run), uncorrected forcing data (WFDEI raw), 

precipitation corrected WFDEI data (WFDEI corr). The sensitivity tests with one measured meteorological variable modified in each run to the 

reanalysis forcing data (e.g. BCQM precipitation: has corrected reanalysis precipitation with otherwise observed forcing data). Note different 

scales of the y-axes. 
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Figure 6. Observed and modelled evaporation (a, b) annual total (a) Vancouver-Sunset in 2009 (Vs09, n=6961) and (b) London in 2012 (Lo12, 

n=5598) for all hours with direct observations of evaporation using different model forcing data (see Figure 5); (c, d) RMSE of hourly values. 

The ranking number from smallest to largest value is shown under the bars. 

 

 
Figure 7. Quantile-quantile plots for uncorrected WFDEI precipitation (black) for 1979–2012 in a) Vancouver and b) London and BCQM 

corrected precipitation (red) versus observed precipitation (1990–2008 in Vancouver and 1980–2008 in London). Both Vancouver sites use the 

WFDEI forcing data from the same grid cell. 


