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Abstract. The diurnal variation (DV) in galactic cosmic ray (GCR) flux is a widely observed phenomenon in neutron monitor data. The background variation considered primarily in this study is due to the balance between the convection of energetic particles away from the Sun and the inward diffusion of energetic particles along magnetic field lines. However, there are also times of enhanced DV following geomagnetic disturbances caused by coronal mass ejections or corotating interaction regions. In this study we investigate changes in the DV over four solar cycles using ground-based neutron monitors at different magnetic latitudes and longitudes at Earth. We divide all of the hourly neutron monitor data into magnetic polarity cycles to investigate cycle-to-cycle variations in the phase and amplitude of the DV. The results show, in general, a similarity between each of the A < 0 cycles and A > 0 cycles, but with a phase change between the two. To investigate this further, we split the neutron monitor data by solar magnetic polarity between times when the dominant polarity was either directed outward (positive) or inward (negative) at the northern solar pole. We find that the maxima and minima of the DV changes by, typically, 1–2 h between the two polarity states for all non-polar neutron monitors. This difference between cycles becomes even larger in amplitude and phase with the removal of periods with enhanced DV caused by solar wind transients. The time difference between polarity cycles is found to vary in a 22-year cycle for both the maximum and minimum times of the DV. The times of the maximum and minimum in the DV do not always vary in the same manner between A > 0 and A < 0 polarity cycles, suggesting a slight change in the anisotropy vector of GCRs arriving at Earth between polarity cycles. Polar neutron monitors show differences in phase between polarity cycles which have asymptotic directions at mid-to-high latitudes. All neutron monitors show changes in the amplitude of the DV with solar polarity, with the amplitude of the DV being a factor of 2 greater in A < 0 cycles than A > 0 cycles. In most cases the change in timing of the maximum/minimum is greatest at the stations’ geomagnetic cut-off rigidity shows little variation in the DV phase with latitude. We conclude that the change in the DV with the dominant solar polar polarity is not as simple as a phase change, but rather an asymmetric variation which is sensitive to the neutron monitor’s asymptotic viewing direction.
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1 Introduction

Galactic cosmic rays (GCRs) are high-energy (typically classified as > 100 MeV) ions (predominantly protons) that originate from galactic sources such as supernovae. When they arrive at Earth, they collide with atmospheric molecules and produce a shower of secondary particles which cascade down to the surface (e.g. Bazilevskaya et al., 2008). Neutrons and protons are examples of secondary species that can be detected at the surface. Across the globe, there is a network of neutron monitors (NMs), some of which have been in operation from the 1950s (e.g. Moraal et al., 2000). NM count rates act as an excellent proxy for the flux of GCRs incident on Earth’s atmosphere (e.g. Mishev et al., 2013; Vainio et al., 2009; Usoskin et al., 2011). The dependence of NM count rates on meteorological parameters, such as atmospheric pressure and thickness, means that they need correction (Raubenheimer and Stoker, 1974). Such a correction is routinely applied as part of the data calibration of all NMs used in this study.
GCRs detected by a NM are unlikely to have precipitated vertically downward but rather will have been deflected by the Earth’s magnetosphere. The geomagnetic cut-off rigidity of a particular NM is influenced by the structure of the magnetosphere. Near the equator, the geomagnetic cut-off rigidity is far greater than at the poles due to the configuration of the magnetosphere and the energy that the particles required to cross the closed magnetic field lines near the equator. Smart et al. (1965) produced an analytical model to trace GCR trajectories back from the origin of the GCR cascade (a height of 20–25 km in the atmosphere), through the magnetosphere to show the potential range of paths of GCRs of different energies arriving at a particular NM. The collection of potential trajectories that different energy GCRs can take to a particular NM maps out a 3-D swath of the sky known as the monitor’s “asymptotic direction” (AD; Plainaki et al., 2009). However, the AD of a given NM can be varied on short timescales as solar wind transients can distort the magnetosphere (Flückiger et al., 1985). Reconnection processes (Dungey, 1961) associated with solar wind transients and other minor alterations to the magnetic field (Milan et al., 2012) can happen at any moment and have limited predictability (e.g. Owens and Cargill, 2004; Thomas et al., 2016), thus making the deduction of a neutron monitor’s AD at any given time difficult.

NM count rates are also influenced directly by heliospheric conditions (e.g. Jokipii et al., 1977; Thomas et al., 2014b). On annual timescales, GCRs are modulated by solar variability due to changes in the intensity and variability of the heliospheric magnetic field (HMF) via particle drifts, diffusion, convection with the solar wind and adiabatic deceleration (e.g. Parker, 1965; Gil et al., 2015). Thus, GCR flux at Earth is changed by both the sense of the Sun’s magnetic field polarity via particle drifts (Jokipii et al., 1977) and changes in the HMF via effective “shielding” (e.g. Rouillard and Lockwood, 2004; Thomas et al., 2014a). The Sun’s polarity is classified by the dominant solar polar polarity, A, being outwards in the northern pole (denoted \(A > 0\)) or inwards (denoted \(A < 0\)) for this purpose (e.g. Ahluwalia, 1994; Potigier, 2013). Due to the differences in drift patterns and the HMF field on these long timescales, it is reasonable to expect that a change in the preferred direction of anisotropy on shorter timescales between the two polarities is possible.

On hourly timescales, variations in the HMF strength related to solar wind transients (such as coronal mass ejections) can result in rapid changes in GCR flux at Earth, known as Forbush decreases (Forbush, 1937). Indeed, even remote coronal mass ejections can have important effects on short-term GCR flux (e.g. Thomas et al., 2015; Dumbovic et al., 2015), implying that for GCR modulation at Earth to be fully understood, knowledge of structures in the magnetic field of the whole heliosphere is required. Particle drift effects are also evident when considering other heliospheric transients. Boundaries between fast and slow solar wind, commonly known as corotating interaction regions (CIRs), modulate NM count rates when crossing Earth (Richardson et al., 1996). CIRs are often co-located with the heliospheric current sheet (HCS), dividing opposing magnetic polarities. Thomas et al. (2014b) found that the compression effects of stream–stream interactions within the HCS cause a reduction in GCR flux at Earth, but that even without this compression, the HCS can significantly influence NM count rates. The implication of this result is that particle drifts should be considered a key modulating parameter for GCR modulation.

A diurnal variation (DV) of neutron monitor counts at any one station has long been observed and attributed to an anisotropy in GCRs reaching the Earth (e.g. Forbush and Venkatesan, 1960; Lapointe and Rose, 1961; Rao et al., 1963; Parker, 1964). This anisotropy is thought to arise due to the balance between the convection of GCRs away from the Sun and the inward diffusion of GCRs (Mishra and Mishra, 2006). A complete knowledge of the HMF is important for understanding this variation as small-scale features in the heliosphere can have a significant effect on the DV phase and amplitude (Bieber and Evenson, 1998). This is particularly true as the background DV is known to be particularly prevalent during non-disturbed solar wind conditions, when there are no other solar wind transients present. On average, the DV has an amplitude of around 0.5%. The amplitude can be larger during disturbed heliospheric conditions when the DV is influenced by the presence of solar wind transients. This is primarily observed in NM data during the recovery phase of Forbush decreases caused by coronal mass ejections (e.g. Tezari and Mavromichalaki, 2016) and are named DV “trains”. These DV trains can cause DV amplitudes of up to 5% which can be out of phase with the background DV, as they are caused by the modulating capability of solar wind transients. Therefore, when studying the DV in GCR flux, it is important to try to distinguish between these two variations.

The component of the DV that is associated with meteorological changes, such as changes in pressure, temperature, humidity and atmospheric density, are effectively removed in all NM data (e.g. Bercovitch and Robertson, 1965; Raubenheimer and Stoker, 1974; Kobelev et al., 2011). However, the average DV is generally regarded as inconsistent with what may be expected from meteorological effects (Forbush, 1973), which should be strongly ordered by local time. Initial testing of the mean DV’s amplitude and phase difference with season showed no significant differences meaning that an atmospheric cause for our results is unlikely.

Several authors (e.g. Forbush, 1969; Bieber and Chen, 1991) have studied phase changes in the DV and interpreted them in terms of the anisotropy in GCRs reaching Earth. Using NMs and ionisation chamber data from 1937 to 1967, Forbush (1969) found a change in the time of the maximum in GCR flux between three solar cycles with a period of two cycles. Bieber and Chen (1991) then extended this analysis to three further cycles and showed that there was indeed a 22-year cycle in the DV maxima. Oh et al. (2010) used fur-
Further statistical analyses to show that the phase of the diurnal cycle was actually a 22-year and 11-year variation superimposed and suggested the roots of these are particle drifts and the HMF strength respectively. This study updates the work to include the late 1980s and also shows a solar cycle periodicity in the amplitude of the DV. We include neutron monitors from 1955 to 2014 for a larger selection of different latitudes and longitudes and present the data in a new manner to compare local changes in the DV phase.

In this study, we use a large selection of long-running neutron monitor stations, using the criteria that all NMs that we use in this study must have been running for a period covering four solar cycles. The NMs that we have selected are listed in Table 1: Alma-Ata B (Kazakhstan), Climax (USA), Deep River (Canada), Hermanus (South Africa), Kiel (Germany), McMurdo (Antarctica), Newark (USA), Oulu (Finland), South Pole (Antarctica) and Thule (Greenland). Note that not all NMs are still in use, for example Climax, but all have at least 38 years of data available. Geographic latitudes and longitudes are also listed in the table. These are accessed from the neutron monitor database (NMDB; Mavromichalaki et al., 2011), with the exception of the Climax and Deep River neutron monitors, where data were accessed from the Izmiran database of closed long-term neutron monitor data, and Hermanus, accessed from the North-West University website (Moraal and Stoker, 2010). Note that Alma-Ata B (herein just called Alma-Ata), Climax and South Pole are all high-altitude NMs.

The geomagnetic cut-off rigidities can be found in the final column of Table 1 and are each taken from the NMDB database at http://www.nmdb.eu. The cut-off rigidity is defined as the rigidity required for a GCR to overcome the geomagnetic field and to reach the surface at a given location. Thus, polar neutron monitors will have a small geomagnetic cut-off rigidity as GCRs can arrive more readily along the open magnetic field lines in these regions than the closed field line around the equator, where the cut-off is considerably higher. Here, and as seen in Table 1, we are using a wide sample of a range of geomagnetic latitudes, including polar stations with very low geomagnetic cut-off rigidities (e.g. 0.10 GV at the South Pole) and stations with relatively high cut-off rigidities (e.g. 6.69 GV at Alma-Ata). It is worth noting that the geomagnetic cut-off rigidities of the NMs change with time (Herbst et al., 2013). This is particularly obvious for Newark and Thule, which were on similar longitudes to the magnetic north pole at the start of the NM records and Hermanus who’s geomagnetic cut-off rigidity has been reduced with time with the development of the South Atlantic anomaly (Cordaro et al., 2016). Although these changes could influence our analysis of the DV, the changes are accounted for with the length of the data we use and the associated error bars. In the next section we shall investigate the DV at each NM and how it changes from cycle to cycle.

Figure 1 shows the percentage change in hourly NM count rates with respect to a 10-day running mean, averaged for each hour of the day (in MLT) for all available days of data for each neutron monitor. The colours represent different neutron monitors given by the key in the top-right of the figure. The error bars are the standard error on the means.

2 Mean diurnal variations from the neutron monitor network

We now investigate the mean DV from each NM selected from the global network, as listed in Table 1. For the majority of NMs, a smooth curve in count rate has previously been observed (Forbush, 1969) with a maximum and minimum at distinct local times. By converting each NM from coordinated universal time (UTC) to magnetic local time (MLT), the times of the maxima and minima in the variation should align as all monitors will be pointing in the same direction into space at each given time (with some variance due to the slightly different shapes of the ADs of the various NMs associated with the structure of the geomagnetic field). On average, the maxima in the DV in previous literature has been found to occur between 15:00 and 18:00 MLT (e.g. Pomeroz and Duggal, 1970).

Figure 1 shows the percentage change in hourly NM count rates with respect to a 10-day running mean, used to remove the effects of long-term solar variability but to average out the DV from the mean. For each hourly data point, a 10-day running mean is computed around it. The running mean is then subtracted from the data point and then the resulting difference is divided by the running mean and multiplied by 100 to gain a percentage. The mean of all the available data for each hour of the day is then taken and plotted in Fig. 1 against the station’s MLT. The error bars represent the standard error on the mean for each hourly value, which is small given the large amount of data represented by each data point. Each coloured line displayed in Fig. 1 represents a different NM,
showing all the NMs listed in Table 1 and used throughout this study.

In agreement with previous studies, we find that most NMs have a peak in the variation at 14:00–17:00 MLT, which falls close to the range found by Pomerantz and Duggal (1970) of 15:00–18:00 MLT. The AD of a given NM is often offset in a complex manner between each monitor, thus each NM will be sampling a different region of the sky at the same MLT. The larger phase difference for McMurdo (as seen by the grey line in Fig. 1, peaking at an MLT of 10 h) is related to the low amplitude of the variation and is due to its location at a very high latitude. The ADs of most NMs are shifted eastwards by approximately 60°, whereas McMurdo’s AD shifts differently resulting in a different phase in the DV. The AD for McMurdo also lies in mid-high latitude in the Southern Hemisphere and samples GCRs arriving from a comparatively narrow range of the sky with a small latitudinal span. South Pole NM does not have the same effect as McMurdo NM as it is somewhat removed from the southern magnetic pole, with a less unusual AD.

### 3 Are there phase changes in the diurnal variation?

In this section, we investigate changes in the phase and amplitude of the DV with heliospheric polarity. Bieber and Chen (1991) found a link between these phenomena and here we update and expand upon their analysis, including data from two further solar cycles and a broader range of magnetic latitudes and longitudes. We first separate the NM data for polarity cycle, as defined in Thomas et al. (2014a). For each NM, this gives at least four polarity cycles worth of mean DVs to compare. The mean DVs for four polarity cycles (from the period 1970–2014) are shown in Fig. 2. The examples shown are for the Hermanus, Newark, Alma-Ata and McMurdo neutron monitors in MLT, each chosen to provide a broad range of magnetic latitudes and longitudes. For example, Hermanus is located in the Southern Hemisphere and is one of the longest running NMs, whereas Newark and Alma-Ata are on opposing sides of the Northern Hemisphere in terms of longitude. McMurdo NM is also shown as it provides an example where the phase of the DV is offset and the amplitude is small compared to all of the other NMs.

Figure 2 shows the same variations as Fig. 1 with the data divided by polarity cycle, as defined in Thomas et al. (2014a), where $A+1$ and $A+2$ are those with positive polarity of the prevailing solar polar field and $A−1$ and $A−2$ are those with negative polarity. The $A+$ and $A−$ labelling here represents whether the polarity of the cycle is positive or negative and the number is which cycle occurred first. For example, $A+1$ is Solar Cycle 21 and $A+2$ is Solar Cycle 23. The percentage change in NM count rates is calculated in the same manner as for Fig. 1. The horizontal dashed line shows where the percentage change in NM from the average is zero. The y-axis scales are the same for each NM apart from McMurdo, which has a much smaller DV. Note that the mean variations for each cycle is less than the 0.5% quoted above, which is due to all of the data being present, including times when no DV was present or when it may have changed phase due to the presence of modulating solar wind transients.

The first thing to note from Fig. 2, is that, generally, the $A>0$ cycles (in blue) peak before than the $A<0$ cycles. This is particularly obvious for Hermanus NM. The amplitude of the NM count rate varies despite the percentage values having been taken from cycle to cycle. This is seen clearly for Alma-Ata NM which varies from a total amplitude of approximately 0.3 % for cycle $A+1$ to 0.6 % for cycle $A−2$. For all NMs, with the exception of Newark, cycle $A−1$ has the large amplitude of the DV, but otherwise there seem to be no cycle-to-cycle trends between the successive amplitudes of the cycles.

To investigate the difference in peaks that is apparent between the $A<0$ and $A>0$ polarity cycles, we now include

### Table 1. Neutron monitors used in the study with their dates of use, latitudes, longitudes and cut-off rigidities. Note that South Pole does not have a particular latitude due to its polar location. Table collated from data collected using the neutron monitor database at http://www.nmdb.eu apart from Climax and Deep River from http://cr0.izmiran.ru/common/links.htm and Hermanus from http://www.nwu.ac.za/neutron-monitor-data. Note that Alma-Ata B, Climax and South Pole are all located at high altitudes.

<table>
<thead>
<tr>
<th>Neutron monitor</th>
<th>Start year</th>
<th>End year</th>
<th>Latitude (°)</th>
<th>Longitude (°)</th>
<th>Rigidity (Gy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alma-Ata B</td>
<td>1973</td>
<td>Present</td>
<td>43.1 north</td>
<td>76.6 east</td>
<td>6.69</td>
</tr>
<tr>
<td>Climax</td>
<td>1953</td>
<td>2007</td>
<td>37.4 north</td>
<td>106.2 west</td>
<td>2.92</td>
</tr>
<tr>
<td>Deep River</td>
<td>1957</td>
<td>1995</td>
<td>46.1 north</td>
<td>77.5 east</td>
<td>1.02</td>
</tr>
<tr>
<td>Hermanus</td>
<td>1957</td>
<td>Present</td>
<td>34.4 south</td>
<td>19.2 east</td>
<td>4.90</td>
</tr>
<tr>
<td>Kiel</td>
<td>1964</td>
<td>Present</td>
<td>54.3 north</td>
<td>10.1 east</td>
<td>2.36</td>
</tr>
<tr>
<td>McMurdo</td>
<td>1960</td>
<td>Present</td>
<td>77.9 south</td>
<td>166.6 east</td>
<td>0.30</td>
</tr>
<tr>
<td>Newark</td>
<td>1964</td>
<td>Present</td>
<td>37.9 north</td>
<td>75.8 west</td>
<td>2.40</td>
</tr>
<tr>
<td>Oulu</td>
<td>1964</td>
<td>Present</td>
<td>65.1 north</td>
<td>25.5 east</td>
<td>0.80</td>
</tr>
<tr>
<td>South Pole</td>
<td>1964</td>
<td>Present</td>
<td>90.0 south</td>
<td>0</td>
<td>0.10</td>
</tr>
<tr>
<td>Thule</td>
<td>1957</td>
<td>Present</td>
<td>76.5 north</td>
<td>68.7 west</td>
<td>0.30</td>
</tr>
</tbody>
</table>
Figure 2. Mean diurnal variations of neutron monitor count rates from Hermanus, South Africa (a), Newark, USA (b), Alma-Ata, Kazakhstan (c), and McMurdo, Antarctica (d). The data are split into four consecutive polarity cycles (see Thomas et al., 2014a), where $A < 0$ cycles are shown in red/pink, denoted $A-1$ and $A-2$, and $A > 0$ cycles are shown in blue/light blue, denoted $A+1$ and $A+2$.

all NM data available during $A < 0$ together into one mean DV and do the same for $A > 0$ cycles to compare differences in the phase between the two polarity cycles. Comparing this analysis, shown in Fig. 3, to the polarity cycles shown in Fig. 2, we can look for systematic changes between solar polar polarities.

In Fig. 3, we now take the mean of both the $A < 0$ cycles and the $A > 0$ cycles to compare the average phase difference in the DV between the two polarity cycles. The data are then split into the mean NM count rates during $A < 0$ polarity cycles (red) and those during $A > 0$ cycles (blue). The shaded regions of the respective colours represent the standard error on the mean of all data for that particular MLT. The same four NMs are shown for an easy comparison with Fig. 2.

There is a delay of 1–2 h in the times of the maximum and minimum in the DV between $A > 0$ (blue) and $A < 0$ (red) cycles for all three lower-latitude stations (Hermanus, Newark and Alma-Ata) shown in Fig. 2. Newark and McMurdo also exhibit consistent patterns in the amplitude of their DVs between the mean $A > 0$ and $A < 0$ variations. However, Hermanus and Alma-Ata show an offset in the average DV between the two polarity cycles.

However, not all NMs show an observed phase shift. One example is from McMurdo, shown in the lower right of Fig. 2. Here, the difference in the DV phase between the two polarities is not present, and certainly is within the error on the mean for most times during the cycle. The $A < 0$ and $A > 0$ DVs peak at a similar time, although the $A < 0$ cycles reach a minimum a little later than the $A > 0$ cycles. There is a slight change in amplitude, with $A < 0$ cycles reaching lower values than the $A > 0$ cycles, although this amplitude change appears smaller than that of Alma-Ata. Although changes in the phase of the DVs between polarity cycles have been noted (Bieber and Chen, 1991), the fact that some NMs show different behaviour is intriguing and has not been reported previously. McMurdo NM, for example, displays different behaviour which has an unusual shift in the direction of the maximum GCR flux and a relatively narrow range of ADs at any given time.

To check that the observed change of phase in the DV between polarity cycles is not due to any changes in the heliospheric magnetic field (HMF), we performed the same analysis on the near-Earth HMF magnitude and variation (as calculated in Thomas et al., 2015, using changes in the magnetic field vectors; not shown). This is accessed from the OMNI-2 dataset, comprised of data from L1, such as the ACE and WIND spacecraft (King and Papitashvili, 2005). The HMF strength is a key heliospheric parameter to the modulation of
GCRs as they are highly modulated by enhanced and variable magnetic fields via drifts and diffusion processes (Jokipii et al., 1977). We found no statistical changes in the HMF strength, as expected, throughout the average day.

To further remove the effects of solar wind compression from our analysis, and to remove DV arising from DV trains following coronal mass ejections or corotating interaction regions, we locate all times in the HMF data where the HMF strength has surpassed 10 nT. This limit, although somewhat arbitrary, is typically only surpassed when there is a moderate-to-large solar wind transient in near-Earth space. For every hourly HMF strength value surpassing this limit, we remove the following 3 days’ worth of data from our analysis, when we would expect the largest DVs following such an event. To remove the full recovery phase from a solar wind transient would involve removing at least a week of data each time. As CIRs occur, on average, every 9–10 days (Thomas et al., 2014b), then this would remove a large amount of the data. DV trains also only last this long for the very extreme cases, of which there have not been many of during this time.

Figure 4 shows the same as Fig. 3 but with solar wind transients of a greater than 10 nT HMF magnitude, and with 3 days of data following these transients removed. The first thing to note here is that removing the solar wind transients, and the 3 days’ worth of data following, does not remove the difference in the phase of the DV between polarity cycles. Each of Hermanus, Newark and Alma-Ata still have a lag in the DV phase during A < 0 polarity cycles, compared to A > 0 cycles. The difference in phase is also somewhat more pronounced for these NMs. Newark, for example, shows that the DV peaks an approximately additional half an hour to an hour later in A < 0 cycles compared to A > 0 cycles.

When removing solar wind transients and associated DV trains, the amplitudes, as well as the phase, of the DV between the two polarity cycles do vary for each NM. Although there are more incidences of DV trains at solar maximum, there was a similar amount of DV trains in each cycle resulting in an even spread of removed data from each solar cycle. For Hermanus, the A < 0 variation has a greater amplitude by approximately 0.1 % than the A > 0 case. The A < 0 variation also has a greater amplitude for Newark by approximately 0.05 %, Alma-Ata by 0.2 % and McMurdo, by 0.02 %. For each case, the difference in amplitude between polarity cycles was much smaller with the solar wind transients included. This can be explained as due to the larger-amplitude DV trains being removed which themselves should not change with heliospheric polarity. The result of this is that the change due to the heliospheric polarity re-
versal can be observed by itself and is not clouded by the larger-amplitude DV trains. Such a change in amplitude due to heliospheric polarity has not been reported previously but is likely to be caused by the different primary drift directions of GCRs through the heliosphere between the Sun’s polarity states.

4 Latitudinal dependence of phase change

We now investigate how these changes with heliospheric polarity vary with each NM’s geomagnetic cut-off rigidity. The variation in the local magnetic latitude and longitude at each NM site, caused by variations in the structure of the geomagnetic field, can be determined using the International Geomagnetic Reference Field (IGRF; Thébault et al., 2015) model. The difference in the geomagnetic field at the locations of each NM between their start and end dates can then be used as errors on each NM’s cut-off rigidity. The largest uncertainties in cut-off rigidity during this period are seen for Newark NM, located in the northeastern USA. This is because the magnetic north pole was located near to Greenland and northeastern Canada at the start of the NM’s operation but has since moved considerably towards the geographic north pole in the opposite direction to Newark.

To compare with the latitude of the station, we define a value \( \tau \) for each NM, defined as the time of the maximum or minimum in the DV of NM count rates. Therefore the difference between the polarity cycles, \( \tau \), is defined as

\[
\tau_{A<0} - \tau_{A>0}.
\]

\( \tau \) is then compared to the geomagnetic cut-off rigidity corresponding to each station, all shown in Table 1. The time shift of the maximum in the DV is labelled \( \tau_{\text{max}} \), whereas the minimum is labelled \( \tau_{\text{min}} \). To calculate each \( \tau \) value, the annual mean DV is found for all NMs listed in Table 1. Each mean was then displayed graphically similarly to Fig. 3, and the maximum and minimum times are read off by clicking on the correct location on the graph and recording the values. Errors were calculated based on the time that the mean count rates plus their standard error fell below the peak mean value. Therefore, the error on \( \tau \) is greatest when the width of the DV peak and/or trough are narrowest and the standard error on the mean variation is smallest. The calculated \( \tau \) values are plotted against the NM geomagnetic cut-off rigidities in Fig. 5.
Figure 5. The difference in maximum/minimum time of the DV in neutron monitor count rates between polarity cycles, $\tau$, as a function of the neutron monitor’s geomagnetic cut-off rigidity, where $\tau = \tau_{A<0} - \tau_{A>0}$. The NMs shown (from left to right) are: South Pole ($R_C = 0.1$ GV), McMurdo ($R_C = 0.3$ GV), Thule ($R_C = 0.3$ GV), Oulu ($R_C = 0.8$ GV), Deep River ($R_C = 1.02$ GV), Kiel ($R_C = 2.36$ GV), Newark ($R_C = 2.4$ GV), Climax ($R_C = 2.92$ GV), Hermanus ($R_C = 4.9$ GV) and Alma Ata ($R_C = 6.69$ GV). The data are shown by the hexagons with x and y errors shown by the black crosses. Errors on the geomagnetic cut-off rigidities are calculated from the local variations in the geomagnetic field over the time span of the NM data, whereas the errors on $\tau$ are calculated from the time taken for NM count rates plus their standard error to fall below the peak mean NM count rate value. The lines are best fits of the data, which are plotted just for reference. Thule is shifted slightly to the right to appear slightly apart from McMurdo.

Figure 5 shows the geomagnetic cut-off rigidity of each NM used in the study against $\tau$. The x-axis error bars are from the variation in the magnetic latitude over time, as described above, and the y-axis errors are the time taken for the mean variation plus the standard error to exceed the mean NM count rate peak value. In most cases, $\tau_{\min}$ is longer than $\tau_{\max}$ indicating that the time of the minimum in the DV shifts more in time than the maximum. For half of the $\tau_{\min}$ values, we observe time differences between $A<0$ and $A>0$ peak times of $>4$ h. However, $\tau_{\max}$ is longer than $\tau_{\min}$ for Oulu, Deep River, Thule and South Pole. These results indicate that the change in DV between polarity cycles in not a change in phase, but rather an asymmetric change in the GCR flux arriving at any given NM.

Best-fit lines are calculated and shown on Fig. 5 for reference as they are not statistically verified correlations. Correlation coefficients for $\tau_{\max}$ and $\tau_{\min}$ were calculated giving values of 0.5 and 0.1. There is clearly no trend in the $\tau_{\min}$ data with geomagnetic cut-off rigidity. However, the $\tau_{\max}$ values do hint at having a slight tendency to decrease with increasing NM cut-offs meaning that the time difference in the maximum of the DV changes slightly more at higher latitudes. The $\tau_{\max}$ best fit, however, does seem to be influenced by the timing of the maximum between polarity cycles at the McMurdo NM, which has been shown to be unusual with respect to the other NMs.

Figure 6 shows the amplitude of the DV for each polarity cycle as a function of the geomagnetic cut-off rigidity of each NM for $A<0$ polarity cycles (red) and $A>0$ cycles (blue). The error bars in the x direction are the same as for Fig. 5, whereas the y-direction error bars are the mean of the standard error of the maximum and minimum NM count rate values. The first thing to note from Fig. 6 is that the shape of the variation with magnetic latitude is remarkably similar for $A<0$ and $A>0$ polarity cycles. In both cases, Oulu has the greatest amplitude of the DV, whereas McMurdo has the smallest, as was also seen in Fig. 1. The large difference in the amplitude between the high values for Oulu and South Pole NMs compared to the low values for McMurdo and Thule is initially somewhat surprising giving the similar geomagnetic cut-off rigidities of the stations. As only high-rigidity particles can access NMs of high geomagnetic cut-off rigidities, it would be reasonable to expect the amplitude
of the DV to be smaller at these stations, compared to the polar NMs. However, no relation is observed with the NM’s geomagnetic cut-off rigidity. This is therefore due to the height and direction of each NM’s AD. McMurdo’s AD is unusual with respect to the other NMs and thus it is perhaps unsurprising that it shows an unusually low amplitude.

Figure 6 also gives a good illustration of the changing amplitude, as well as phase, of the DV with solar polar polarity. The mean amplitude of the DV is much greater during $A < 0$ cycles than during $A > 0$ cycles for all NMs in the study, frequently by a factor of 2 or more, which cannot be accounted for by the spread of amplitude values going into the mean. It seems that this change could only be due to the different magnetic field configuration in the heliosphere between polarity cycles imposing different drift pattern on the GCRs. However, the latest $A < 0$ polarity cycle has been associated with weak HMF strengths and high NM count rates which may have an influence on DV amplitude. However, it is unlikely to account for the factor of 2 difference between the polarities.

### 5 Eleven- and 22-year patterns in diurnal neutron monitor data

We now compute the mean DV for each year to investigate how the DV changes on a yearly basis, and whether the change in maximum and minimum times in the DV and its amplitude are gradual, or more of a sudden reversal in regime. Once an average DV profile is deduced for each year, it is then smoothed using a moving average filter. The time of the maxima and minima of the resulting smoothed curves are then deduced, along with the amplitude of the DV (i.e. the difference between the maximum and minimum values). The times of the maxima and minima, as well as the amplitude of the DV can then be plotted against time to see how each varies with time, as is shown in Figs. 7–9.

The MLTs of the maxima and minima for the Newark NM are shown in Fig. 7. The maxima (blue), minima (red) and amplitude (green) of the mean DV for each year are shown in the top three panels. These are compared to the international sunspot record (black) used as a proxy for solar activity. The uncertainty on the mean for the times of maximum (minimum) in the DV are calculated as the average time for the mean NM count rate plus (minus) the standard error to fall below (rise above) the maximum (minimum) mean count rate. The amplitude is calculated as the difference between the maxima and minima of the mean DV for each year. The
error bars on the amplitude represents the error on the mean between the maximum and minimum count rates. Finally, the vertical dashed lines are the best-fit times of polarity reversal calculated by Thomas et al. (2014a).

Both the maxima and the minima times vary in a 22-year cycle, related to the phase of the DV (Bieber and Chen, 1991). Comparing the top two panels of Fig. 5, variations in the maxima and minima are in phase such that the whole DV is shifted to earlier MLT by up to approximately 2 h during $A < 0$ polarity cycles compared to $A > 0$ cycles. There is some evidence that the solar minimum of the late 1960s has a much larger shift towards a later minimum in the DV than a later maximum. The latest hour of the maximum/minimum in the DVs had not been reached as of 2012, which could be symptomatic of the unusual behaviour of the Sun during this period (e.g. Barnard et al., 2011; Lockwood et al., 2012). Furthermore, the change in the maximum and minimum times of the yearly mean DV is clearly a gradual one between $A < 0$ and $A > 0$ polarity cycles as the difference in times cycle with the 22-year variation in a sinusoidal-like manner.

The third panel of Fig. 7 shows time series of the amplitude of the DV. In agreement with previous studies, the amplitude shows an 11-year variation. The largest amplitudes are found at solar maximum and are sustained into the declining phase of the solar cycle for all four cycles. This is likely due to there being more modulating structures present during these times with more frequent coronal mass ejections (Webb and Howard, 1994), stream–stream interaction regions with large latitudinal extent (Rouillard and Lockwood, 2007), or greater magnetic flux in the heliosphere (Lockwood et al., 2009), which increases particle drift effects and diffusion, respectively, reducing the local GCR flux (Jokipii and Kopriva, 1979). There is no evidence from Fig. 7 of a 22-year variation in the amplitude, or indeed a solar cycle variation in the diurnal maximum and minimum times of day as was reported by Oh et al. (2010). However, Fig. 4 does show there is a difference between polarity cycles. As the amplitude varies in an 11-year cycle, the difference shown in Fig. 4 for Newark seems quite dependent on the small amplitudes seen during the $A > 0$ cycle in the 1990s, which could also explain why our results are different to those of Oh et al. (2010) in Fig. 7.

Figures 8 and 9 show the same as Fig. 7 but for the neutron monitors at Hermanus, South Africa, and Alma-Ata, Kazakhstan, respectively. For Hermanus (Fig. 8), the time of the DV maximum varies from 10:00 to 14:00 UTC, whereas the minimum time varies from 20:00 to 03:00 UTC. The period 1993–1997 is particularly notable as the timings of the maximum and minimum in the DV both move much earlier than is observed at any other time in the data. We also observe a suppressed amplitude in the DV at this time, similarly to that seen in Fig. 7, which coincided with the minimum of the 11-year solar cycle.
Figure 9. Neutron monitor data are from Alma-Ata, Kazakhstan (43.3° N, 76.9° E). Mean times of day of (from top) the maximum in the diurnal variation of neutron monitor counts, the minimum, the mean amplitudes of the variation and the international sunspot number. Shaded regions are the error calculated for individual years as the times. The computation of uncertainties is described in the text. The vertical dashed lines are times of polarity reversal estimate by Thomas et al. (2014a) and the solar magnetic polarity of each cycle is labelled at the top.

For Alma-Ata (Fig. 9), the time of DV varies from 05:00 to 08:00 UTC for the maximum time and from 18:00 to 22:00 UTC for the minimum time. The 22-year variation has a slightly greater amplitude for the times of maxima than the minima with a change to earlier peaks at the solar minima in the late 1970s and 1990s. The solar cycle variation in the amplitude of the DV is not consistent with consecutive cycles. For example, the most recent cycle is very clear with an amplitude of the mean variation of approximately 0.8 %, but there is very little change in the amplitude for the previous cycle. The 22-year variation is again evident for both the timings of the maxima and minima for Hermanus and Alma-Ata. Hermanus has a much larger cycle in the peak time between 1975 and 1997 but has a much less clear change for the previous cycle, especially for the maximum times. Furthermore, there is no decrease in the amplitude for the 1964–1965 solar minimum. The amplitude of the DV is much greater between 1997 and 2007, either side of the polarity reversal of 2001. In this case, the enhanced DV throughout the recent weak solar cycle could have been the cause of the amplitude difference between \( A < 0 \) and \( A > 0 \) polarity cycles.

6 Conclusions

We have examined changes in the diurnal variation (DV) of cosmic rays with the Sun’s dominant solar polar polarity and with the geomagnetic cut-off rigidity of each neutron monitor station. Mean neutron monitor count rates for the majority of the stations show a sinusoidal-type curve with a peak at 14:00–17:00 MLT and trough between 03:00 and 06:00 MLT, in agreement with the previous literature (e.g. Pomerantz and Duggal, 1970). McMurdo, Antarctica, is a notable exception from this rule, with a peak at around 10:00 MLT and trough at 00:00 MLT. This difference is likely related to the low amplitude of the variation, which in turn is due to McMurdo’s location at a very high latitude. The asymptotic directions of most NMs are shifted eastwards by approximately 60°, whereas McMurdo’s shifts differently resulting in a different phase in the DV.

We observe a difference in the phase and amplitude of the DV in neutron monitor count rates with the Sun’s magnetic polarity. The timing varies in a 22-year cycle with maxima and minima latest in the day at solar minimum in \( A < 0 \) cycles and earliest at solar minimum during \( A > 0 \) cycles. These results are shown to be in agreement with Forbush (1969) and Bieber and Chen (1991), who also noted a 22-year variation in the mean DV. For all neutron monitors used in this study, the time of day of the maximum and minimum
in the DV vary by 1–6 h between $A < 0$ and $A > 0$, heliospheric magnetic polarities.

The amplitude and time difference between polarity cycles is different depending on the neutron monitor in question. Alma-Ata-B, for example, shows a large difference in phase and amplitude, whereas McMurdo displays a much smaller variation. However, the times of the maximum and minimum in the DV vary differently with the change in magnetic polarity. This implies that the variation in the timing of the DV, and hence the sense of anisotropy of GCRs reaching Earth, should not be treated as a phase change but more an non-symmetric change in GCR anisotropy.

The fact that the whole DV shifts later in the day during $A < 0$ polarity cycles compared to $A > 0$ cycles suggests a variation in the primary directions that GCR are drifting through the inner heliosphere to Earth. There are also local sensitivities in the locations of the neutron monitors to the changes in GCR anisotropy with time observed at most locations. In general, however, the peak in GCR flux occurs approximately 2 h later, corresponding to an approximately 30° difference in the preferred direction of anisotropy during $A < 0$ cycles compared to $A > 0$ cycles.

When removing solar wind transient effects from the data, the difference in the diurnal variation between heliospheric polarities becomes more pronounced. There is a large difference between the times of maxima and minima in the DV and also a greater amplitude variation between the polarities. To completely remove all diurnal trains caused by solar wind transients, at least 7 days’ worth of data would be removed after a transient crossed Earth, rather than the 3 we have taken, but this would remove a far too large proportion of the data.
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