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Abstract

Accurate inundation forecasting provides vital information about the behaviour of fluvial flood water. Using data assimilation with an Ensemble Transform Kalman Filter we combine forecasts from a numerical hydrodynamic model with synthetic observations of water levels. We show that reinitialising the model with corrected water levels can cause an initialization shock and demonstrate a simple novel solution. In agreement with others, we find that although assimilation can accurately correct water levels at observation times, the corrected forecast quickly relaxes to the open loop forecast. Our new work shows that the time taken for the forecast to relax to the open loop case depends on domain length; observation impact is longer-lived in a longer domain. We demonstrate that jointly correcting the channel friction parameter as well as water levels greatly improves the forecast. We also show that updating the value of the channel friction parameter can compensate for bias in inflow.
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Highlights

• Data assimilation is applied to simulated flood forecasts and SAR-like observations
• Reinitialisation shock due to water level correction is removed using a novel method
• Observation impact is linked to domain length when updating only water levels
• Updating the channel friction parameter leads to marked improvement in forecast skill
• Updating the channel friction parameter can compensate for biased inflow

Software Availability

The inundation simulations in this work were generated using Clawpack 5.2.2, a collection of FORTRAN and python code available from http://www.clawpack.org/. Details of the amended Clawpack source code as used in this work are freely available on request from the corresponding author, as is the python code used to perform data assimilation on the inundation simulation output. Please contact e.s.cooper@pgr.reading.ac.uk for details.
1 Introduction

Data assimilation can improve the accuracy of predictions from flood inundation models by combining forecasts from the model with observations of the system, taking into account uncertainty in both the model predictions and the observations. In this study we use a sequential data assimilation method comprising a forecast-update dynamic feedback loop. During each forecast step, the numerical model runs an inundation simulation. When an observation (or set of observations) is available the simulation is interrupted and the update step is performed; updating combines observational data and model predictions to give a better estimate of the state. The next forecast step then starts, with the adjusted water levels as the initial condition. An update is carried out each time a new observation or set of observations is available.

There are a number of numerical inundation models that can predict the behaviour of flood water given information about the topography of the domain and the amount of water flowing into the area, e.g. HEC-RAS, Telemac, LISFLOOD-FP (HEC-RAS Development Team; Hervouet, 2000; Neal et al., 2012). In a real flood situation, topographical information is often available in the form of a digital terrain model (DTM) and inflow estimates may come from an upstream gauge, or as output from a hydrological model. Observations of the flood may be available from a variety of different sources. These include river depth and flow rate measurements from gauges, and authors have used these data in assimilation schemes, e.g. Mure-Ravaud et al. (2016). However, many catchments are ungauged and the number of gauges worldwide is in decline (Vrsmarty et al., 2001). Observations of flood extent can be obtained from aerial photos, although the cloudy conditions associated with heavy rainfall often limit the usefulness of this information source. Recently, much attention has been paid to the use of synthetic aperture radar (SAR) satellite images in delineating flood extent, since such observing systems have all weather and day and night capability. Water depth information can then be retrieved from SAR satellite images using a high quality digital terrain model (DTM) as described in Mason et al. (2012) and Brown et al. (2016). Such techniques for extracting information from SAR images are well established, e.g. Thornhill et al. (2012), Mason et al. (2010), Scott et al. (2008) and Scott and Mason (2007).

Various authors e.g. Lai and Monnier (2009), Matgen et al. (2007) and Schumann et al. (2009) have used data assimilation techniques to highlight the fact that although observations from SAR can cover a large spatial area, the usefulness of the information they contain is limited in time. Assimilating data from one or more river gauges can help to mitigate this, as shown by Lai and Monnier (2009) and Hostache et al. (2010), but we consider here the situation in which only time-sparse satellite derived water level data is available for assimilation. This leads to a situation in which data assimilation can provide a good analysis - i.e. can correct water levels very well at the time of observations, but the model forecast then moves quickly away from the true water levels during the subsequent forecast step. This short lived improvement in the water levels has been shown in studies such as Andreadis et al. (2007), Neal et al. (2009) and Garcia-Pintado et al. (2013), which use ensemble Kalman Filter data assimilation algorithms, as well as in Matgen et al. (2010), where a particle filter approach is taken. This result indicates that water levels in a river flood situation are not strongly sensitive to
initial conditions. In fact, water levels are likely to be more dependent on inflow and model parameter values, and updating one or a combination of these is therefore necessary.

In order to address the short-lived nature of the forecast improvement, authors such as Andreadis et al. (2007), Matgen et al. (2010), Giustarini et al. (2011), Garcia-Pintado et al. (2015), Garcia-Pintado et al. (2013) and Mason et al. (2015) have carried out data assimilation including on-line correction of inflow along with water levels. Inflow correction is shown in all of these studies to give much better forecast accuracy over time than correcting water levels alone. Less attention has been paid to the effect of errors in model parameters in sequential data assimilation, despite the fact that several studies, including Andreadis and Schumann (2014) and the comprehensive review paper by Grimaldi et al. (2016), indicate that model parameters are likely to have an important influence on the behaviour of the flow.

One study in which parameter effects are investigated is Garcia-Pintado et al. (2015), in which water levels, inflows and several model parameter values were updated simultaneously using an ensemble Kalman filter technique. The study used LISFLOOD-FP to model the flooding of the river Severn and tributaries near Tewksbury, UK, in 2014, assimilating real SAR-derived water level observations. A large improvement in forecast skill was seen when inflow was corrected along with water levels, leading to good agreement between the forecast and independently measured gauge data. In this case, channel friction parameter estimation alongside estimation of water levels, inflows and other parameters was not found to improve the forecast significantly, despite the fact that water behaviour is strongly influenced by this parameter. The question of whether the retrieved friction parameter value was correct was left open as the true value for the system was not known.

In this study we address open questions about the role of the channel friction parameter in data assimilation for inundation modelling. We use a similar data assimilation technique to that in Garcia-Pintado et al. (2015) in twin experiments with an idealised topography and an unbiased inflow. This allows us to separate out and further investigate the effect of channel friction retrieval on the forecast. We find that, in contrast with Garcia-Pintado et al. (2015), online estimation of the channel friction parameter along with water levels leads to a large improvement in the forecast skill in our experiments. The twin experiments also show that our data assimilation method is capable of finding an accurate value for the channel friction parameter, even when water depth observations are only available on the flood plain during a flood.

We also investigate the effect of domain length on forecast skill, showing that because the assimilation is able to correct water levels in areas where there are no observations, the time taken for corrected water levels to decay back to the open loop (no assimilation) case is longer for a physically longer domain. Further, we demonstrate that when reinitialising the numerical model after an assimilation, an initialisation shock can occur. We demonstrate an efficient and effective technique for removing this shock, leading to more accurate forecasts in the hours immediately following an assimilation.

This paper is organised as follows: In section 2 the numerical inundation model is described, the data assimilation method is outlined and our novel re-initialisation method is demonstrated. In section 3 the experimental configurations for various simulations are described. Section 4 shows the effect of including online
channel friction parameter estimation along with water level estimation, and compares results from different length domains. Section 5 draws conclusions about the effects of domain length and channel friction parameter estimation.

2 Methodology

In this section we describe the methods used in this study. In section 2.1 the numerical inundation model is outlined. Section 2.2 contains information about the data assimilation method used. In section 2.3 we discuss the impact of assuming the water has only hydrostatic momentum at the start of a forecast step and describe our approach to dealing with problems caused by this assumption.

2.1 Numerical inundation model

In this study we use a numerical flood model we have developed using Clawpack (Clawpack Development Team, 2014; Mandli et al., 2016; LeVeque, 2002), an open source collection of FORTRAN and python code that can be used to solve a wide variety of conservation laws. Clawpack uses finite volume methods and sophisticated Riemann solvers to treat systems of partial differential equations; in this work the equations of interest are the 2D shallow water equations that describe how river and flood water will move in space and time. The model splits the domain of interest into $N$ cells and calculates the water depth in each cell. The code is capable of dealing with shocks in the solution, such as bores that may occur following a sudden increase of inflow into a particular river stretch. Clawpack deals effectively with the wet-dry interfaces which are present in an inundation event, and preserves depth non-negativity (George, 2008).

The shallow water equations for two spatial dimensions, $x$ and $y$, can be written as (e.g. LeVeque (2002))

$$\frac{\partial \mathbf{q}}{\partial t} + \frac{\partial \mathbf{F}(\mathbf{q})}{\partial x} + \frac{\partial \mathbf{G}(\mathbf{q})}{\partial y} = \mathbf{R}(\mathbf{q}),$$

where $\mathbf{R}(\mathbf{q})$ is a source term and $\mathbf{q}$ is a vector of conserved quantities

$$\mathbf{q} = \begin{bmatrix} h \\ hu \\ hv \end{bmatrix},$$

$h$ represents depth of the fluid, and $u$ and $v$ represent velocity in the $x$ and $y$ directions respectively.

In equation (1), $\mathbf{F}(\mathbf{q})$ and $\mathbf{G}(\mathbf{q})$ represent fluxes of the conserved quantities in the $x$ and $y$ directions respectively. For the shallow water equations these are

$$\mathbf{F}(\mathbf{q}) = \begin{bmatrix} hu \\ hu^2 + \frac{1}{2}gh^2 \\ hu \end{bmatrix}$$

and

$$\mathbf{G}(\mathbf{q}) = \begin{bmatrix} hv \\ hvu \\ hv^2 + \frac{1}{2}gh^2 \end{bmatrix},$$

where $g$ is acceleration due to gravity.
The effect of friction is modelled as a source term in Clawpack, since the friction force acts to reduce the momentum of the water. The magnitude of the momentum reduction is strongly dependent on a Manning’s friction coefficient, $n$, and the flow of water is very sensitive to the value of this parameter. We have also added an inflow source term to the Clawpack code to model water arriving in the river stretch of interest, as further described in Appendix A and Cooper et al. (2013). The time step for the hydrodynamic model is variable, and automatically adjusted in the code to preserve numerical stability.

Correct specification of the solution at the boundaries of the computational domain is vital for the stability of any numerical scheme. To achieve this, Clawpack adds a user-specified number of ‘ghost’ cells (2 by default) next to each cell at a domain boundary. The domain is effectively extended in all directions by the addition of these ghost cells and the behaviour of the solution at the boundaries then depends strongly on the values of calculated model quantities in the ghost cells. We use non-reflecting outflow (extrapolating) boundary conditions in which values of $q$ are extrapolated from the cell next to the boundary into the ghost cells at each time step. This is called a zero order extrapolation in LeVeque (2002).

Another important factor is the representation of the domain topography at and across the domain boundaries. The default in the code is to copy the value of the domain elevation at the boundary into the ghost cells. This represents a situation where there is no slope in bathymetry or topography across any boundaries. This is not suitable for the downstream boundary in our experiments, at which the majority of the water leaves the domain. A more physically realistic situation for the downstream boundary is to extrapolate the slope of the domain into the ghost cells at the boundary and changes have been made to the code to accommodate this.

2.2 Data assimilation

2.2.1 State estimation

In data assimilation, a state vector is used to represent the state of a physical system. In this work the state vector, $x \in \mathbb{R}^N$, comprises water depths in each of $N$ computational cells. Sequential data assimilation algorithms comprise two steps: a forecast (or prediction) step and an update (or analysis) step. In the prediction step, an estimate of the state, $x$, is evolved forward in time using the forecast model

$$x(t_{k+1}) = \mathcal{M}(x(t_k)), \quad (4)$$

where $\mathcal{M}$ is the forecast model, in this case the non-linear numerical shallow water equation model described in section 2.1. In the update step the forecast is updated to take account of observations of the state. We assume that the observations can be described by

$$y = Hx + \epsilon, \quad (5)$$

where $y \in \mathbb{R}^p$ is a vector of observations and $x$ is the true state of the system. Since the observations may be indirect and not located at model cell centres, an observation operator, $H : \mathbb{R}^N \rightarrow \mathbb{R}^p$ is required, which maps the state vector into observation space. For this work, $H$ is assumed to be a linear operator. The observation
noise, $\epsilon$ is assumed to be unbiased stochastic noise with covariance $R \in \mathbb{R}^{p \times p}$. The ensemble Kalman filter used here is based on the Kalman filter. In the Kalman filter, whenever observations are available the state and error covariance matrix are updated Kalman (1960) according to

$$\mathbf{x}^a = \mathbf{x}^f + K(\mathbf{y}_{obs} - \mathbf{Hx}^f) \quad (6)$$

and

$$P^a = (I - KH)P^f, \quad (7)$$

where forecast and analysis quantities are denoted by $f$ and $a$ superscripts respectively, $I \in \mathbb{R}^{N \times N}$ is the identity matrix and $P \in \mathbb{R}^{N \times N}$ is the state error covariance matrix. The matrix $K \in \mathbb{R}^{N \times p}$ is the Kalman gain, given by

$$K = P^fH^T(HP^fH^T + R)^{-1}, \quad (8)$$

and $R \in \mathbb{R}^{p \times p}$ is the observation error covariance matrix.

In the ensemble Kalman filter (Evensen, 1994), an ensemble of state vectors is used to represent a statistical sample of the forecast or analysis uncertainty. Each ensemble member represents one possible realisation of the true state of the system, given uncertainties in initial conditions and/or model parameters. For an ensemble comprising $M$ state vectors, $\mathbf{x}_i$, ($i = 1, 2...M$), a mean state at any time can be defined as

$$\overline{\mathbf{x}} = \frac{1}{M} \sum_{i=1}^{M} \mathbf{x}_i. \quad (9)$$

The mean of the ensemble, $\overline{\mathbf{x}}$, represents an estimate of the true state of the system.

For any ensemble, an ensemble perturbation matrix $X \in \mathbb{R}^{N \times M}$ can be defined as

$$X = \frac{1}{\sqrt{M - 1}}(\mathbf{x}_1 - \overline{\mathbf{x}} \ \mathbf{x}_2 - \overline{\mathbf{x}} \ \ldots \ \mathbf{x}_M - \overline{\mathbf{x}}). \quad (10)$$

The ensemble error covariance matrix, $P \in \mathbb{R}^{N \times N}$ can then be calculated from

$$P = X(X)^T. \quad (11)$$

The forecast step for an ensemble system requires each state vector in the ensemble to be evolved by the forecast model according to equation (4). In the update step the forecast ensemble is combined with observations of the state to produce a ‘corrected’ ensemble of state vectors called the analysis ensemble. The analysis ensemble is then used as a set of initial conditions for the next forecast step. This forecast-update cycle can be repeated many times and an analysis ensemble calculated whenever observations of the system are available.

The ensemble update equations separately update the ensemble mean and the ensemble perturbations according to

$$\overline{\mathbf{x}^f} = \overline{\mathbf{x}^f} + K(\mathbf{y} - \overline{\mathbf{Hx}^f}) \quad (12)$$
and

$$X^a = X^f \mathbf{T}. \quad (13)$$

The vector $\overline{x^a}$ is the analysis state (the mean of the analysis ensemble), $\overline{x^f}$ is the mean of the forecast ensemble and $\mathbf{K} \in \mathbb{R}^{N \times p}$ is an ensemble version of the Kalman gain (as shown in equation (16)). The matrix $\mathbf{T} \in \mathbb{R}^{M \times M}$ updates the perturbations such that the state error covariance calculated by using $X^a$ in equation (11) matches that given by the Kalman covariance update, equation (7) (Kalman, 1960). There is not a unique solution for $\mathbf{T}$; here we use an unbiased, symmetric square root formulation known as an ensemble transform Kalman Filter (ETKF), following the approach of Livings et al. (2008), Livings (2005) and Garcia-Pintado et al. (2013). In this approach we define a forecast observation ensemble comprising $M$ forecast observation vectors, $\mathbf{y}_f^i$, ($i = 1, 2, ..., M$) such that

$$y^f_i = H(x^f_i). \quad (14)$$

The forecast observation ensemble has a mean, and a perturbation matrix $\mathbf{Y}^f$, defined in the same way as for the state ensemble matrix.

We define a matrix $\mathbf{D}$ as

$$\mathbf{D} = \mathbf{Y}^f (\mathbf{Y}^f)^T \mathbf{R}^{-1}; \quad (15)$$

the Kalman gain $\mathbf{K}$ can then be written in terms of the forecast perturbation matrices $\mathbf{X}^f$ and $\mathbf{Y}^f$.

$$\mathbf{K} = \mathbf{X}^f (\mathbf{Y}^f)^T \mathbf{D}^{-1}. \quad (16)$$

Substituting equation (16) for $\mathbf{K}$ on the right hand side of equation (7), and using equations (13) and (11) on the left hand side shows that the matrix $\mathbf{T}$ in equation (13) then needs to satisfy

$$\mathbf{T}(\mathbf{T})^T = \mathbf{I} - (\mathbf{Y}^f)^T \mathbf{D}^{-1} (\mathbf{Y}^f). \quad (17)$$

Using the Sherman-Woodbury-Morisson identity for the right hand side of equation (17), as in equation (15) of Tippett et al. (2003), this becomes

$$\mathbf{T}(\mathbf{T})^T = (\mathbf{I} + (\mathbf{Y}^f)^T \mathbf{R}^{-1} \mathbf{Y}^f)^{-1}. \quad (18)$$

A scaled forecast observation ensemble perturbation matrix can then be introduced,

$$\hat{\mathbf{Y}}^f = \mathbf{R}^{-\frac{1}{2}} \mathbf{Y}^f. \quad (19)$$

Performing a singular value decomposition (Golub and Van Loan, 1996) of $(\hat{\mathbf{Y}}^f)^T$ gives a factorisation such that

$$(\hat{\mathbf{Y}}^f)^T = \mathbf{U} \Sigma \mathbf{V}^T, \quad (20)$$

where $\mathbf{U}$ and $\mathbf{V}$ are orthogonal matrices with dimensions $(M \times M)$ and $(p \times p)$ respectively. The columns of $\mathbf{U}$ and $\mathbf{V}$ are the left and right singular vectors of $(\hat{\mathbf{Y}}^f)^T$ respectively, and the diagonal elements of the $(M \times p)$ matrix $\Sigma$ are the singular values of $(\hat{\mathbf{Y}}^f)^T$. Combining equations (18), (19) and (20) gives

$$\mathbf{T}(\mathbf{T})^T = \mathbf{U} (\mathbf{I} + \Sigma \Sigma^T)^{-1} \mathbf{U}^T, \quad (21)$$
and a solution for $T$ is therefore

$$T = U(I + \Sigma \Sigma^T)^{-\frac{1}{2}} U^T.$$  \hspace{1cm} (22)

This is the solution used in this work.

### 2.2.2 Joint state-parameter estimation

Section 2.2.1 describes how the ETKF can be used to update the water levels in a computational domain, given observational data. It is also possible to update values of uncertain forecast model parameters as part of the same process. This is achieved by state augmentation, in which parameters are appended to the state vector (Smith et al., 2013; Navon, 1998; Evensen et al., 1998; Smith et al., 2009, 2011). The augmented state vector, $x_{\text{aug}}$, is then given by

$$x_{\text{aug}} = \begin{bmatrix} x \\ b \end{bmatrix},$$  \hspace{1cm} (23)

where $b \in \mathbb{R}^m$ is a vector of $m$ parameters and $x_{\text{aug}} \in \mathbb{R}^{N+m}$. In this work, we are interested in updating just one parameter, the Manning’s friction coefficient in the river channel, $n_{ch}$. This means that $b$ is scalar in this case.

We assume that the value of $n_{ch}$ does not change with time over the course of a particular flood. This means that the value of $n_{ch}$ is constant during the forecast step and only updates at assimilation times. The forecast equation for the augmented state vector is then given by

$$x_{\text{aug}}(t_{k+1}) = \begin{bmatrix} \mathcal{M}(x(t_k)) \\ b(t_k) \end{bmatrix},$$  \hspace{1cm} (24)

where $\mathcal{M}$ is the forecast model as in equation (4).

The ETKF update equations (12) and (13) can be applied to the augmented state vector in the same way as described in section 2.2.1. The ensemble assimilation scheme then takes into account covariances between errors in the state vectors and the parameter(s). These covariances act to correct the parameter value according to information from observations as part of the same process that corrects water levels in the domain.

Estimating parameter values in this way has a number of advantages over a more traditional offline calibration approach. Firstly, the updating of the parameter values is performed with information from current observations. Calibrating parameters with data from previous events risks using out of date information which does not take into account changes to the river bed due to, for example, erosion or sediment transport. Calculating parameters using data assimilation also allows the value to change on shorter timescales during a flood event as the value is assumed to be constant during forecast steps, but updates each time new observational information is available. Additionally, off-line calibration and tuning of parameters can be computationally costly and needs to be performed ahead of a flooding event which may occur with little warning.

In our synthetic experiments we have assumed that the channel friction parameter, $n_{ch}$, is the same value for the whole channel. In a real setting, it would be necessary to take an approach like that in Garcia-Pintado...
et al. (2015), where different values of \( n_{ch} \) were assumed for different types of channel such as large rivers and small streams.

### 2.3 Hydrostatic initialisation shock

The ETKF is a sequential method and this means that each time observations are available an assimilation can be carried out. In order to perform an assimilation, the forecast model is interrupted. The ensemble states (water levels) are updated by the ETKF and each ensemble member then restarts running in Clawpack, reinitialised with the new water levels. In some approaches to data assimilation for inundation modelling, e.g. Lai and Monnier (2009); Hostache et al. (2010); Ricci et al. (2011), the state vector contains information about water flow or discharge rates as well as water levels. The flow rates are therefore updated along with water levels as part of the assimilation process. In contrast, in this study, as in Garcia-Pintado et al. (2015), the state vector contains only water depth information (plus parameters when considering the joint state-parameter estimation problem).

In Garcia-Pintado et al. (2015), a hydrostatic assumption was made for reinitialisation, i.e. the water was assumed to have zero momentum at each forecast restart time. The effect of this assumption in our domain can be seen by interrupting a simulation and restarting without performing any data assimilation, i.e. reinitialising with identical water levels as before, but with zero momentum everywhere. Comparing the root mean square error (RMSE) between the water depths predicted by a reinitialised version and continuous version of the simulation then gives a measure of how the hydrostatic assumption at restart affects the forecast. The RMSEs are measured over the whole domain and defined as

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (h_{r}^{i} - h_{c}^{i})^2},
\]

where \( h_{r}^{i} \) is the forecast water depth after reinitialisation in the \( i \)th cell and \( h_{c}^{i} \) is forecast water depth in the same cell without reinitialisation. The number of cells in the domain is \( N \), as before.

The open circles in figure 1 show RMSEs between the reinitialised forecast and the continuous forecast. Figure 1 shows that the consequence of using a hydrostatic assumption is that the error between the continuous and restarted cases is large at times less than approximately four hours in this system. This means that forecasting the behaviour of flood water at these times is problematic. The error becomes negligible by approximately four hours after the assimilation time.

In order to correct for this without adding flow information to the state vector, we assume that the water in each cell has the same velocity (\( u \) and \( v \) in the \( x \) and \( y \) directions respectively) after the assimilation as it did before the assimilation. This gives a state vector of lower dimension (approximately one third as many entries) than the approach of Lai and Monnier (2009), Hostache et al. (2010) and Ricci et al. (2011), thus reducing computational expense, while avoiding problems caused by assuming zero flow rates at the start of each forecast step as in Garcia-Pintado et al. (2015). Reinitialising with the same flow rate (\( hu \) and \( hv \) values in each cell
would also be possible, but since the water levels will have changed in some cells due to the assimilation, this is likely to lead to unrealistic behaviour. Reinitialising the water with the pre-analysis velocity values removes the large shock shown in figure 1; the resulting RMSE values are shown in figure 1 with filled circles. The very small RMSE values shown by the filled circles show that the method is effective in removing the initialisation shock.

Figure 1: RMSE in water depth over the domain. Open circles show the RMSE between the continuous truth and restarted truth for a hydrostatic assumption. Filled circles show the RMSE when reinitialising with forecast velocities.

We performed a simple comparison of the values of $h_u$ and $h_v$ obtained using our approach (‘simple calculation value’) with those calculated during an assimilation in which $h_u$ and $h_v$ were included in the state vector (‘analysis value’). We compared values at each assimilation time in an identical twin experiment in which we update both the water levels and the channel friction parameter. Figure 2 shows some typical results (from the assimilation at 28h in the SPL experiment as described in section 3.2).
Figure 2: Comparison of (a) $h_u$ and (b) $h_v$ values at one assimilation time.

Figure 2a shows the values of $h_u$ obtained using the simple method described here plotted against the values of $h_u$ calculated by including $h_u$ and $h_v$ in the assimilation state vector; figure 2b shows the same results for values of $h_v$. The values are close to the identity line and therefore in broad agreement. We found that the agreement between the methods was better at later assimilation times, when the forecast error is low. This is because both methods provide values close to the pre-assimilation (forecast) values when the adjustment by the assimilation is relatively small. The values of $n_{ch}$ obtained when including $h_u$ and $h_v$ in the state vector were almost identical (less than 0.001% difference) to the values obtained when the state vector comprises only water levels. We observed no instabilities in the solution at initialisation times using our technique.

3 Experimental design

3.1 Model domain

All of the experiments referred to in this paper are carried out in domains with a simplified river valley-like topography. We use two domains in this work, the ‘long’ domain describes an area of 20 km by 250m and is shown in figure 3. Note that the axes are not to the same scale. The ‘regular’ domain is 5km by 250m, and is identical to the long domain for $15 \leq y \leq 20km$ and $0 \leq x \leq 250m$. The domains are gently sloping symmetrical valleys with a 50m wide central river channel as shown in figure 3. The grid cell size for the computation is 10m by 10m in all cases. The river channel is defined to be the central 5 grid cells in the $x$ direction for all values of $y$; the rest of the domain is defined as the flood plain. The cross section for both domains is the same. The domain has an upstream-downstream slope of 0.08% and the slope of the floodplain towards the river is 0.8%.
3.1.1 Identical Twin Experiments

In this study, we use an ETKF in identical twin experiments. Identical twin experiments are commonly carried out in order to test a data assimilation system as well as to generate information about the model to which data assimilation is applied, e.g. Evensen (1994). In such experiments, a numerical model is used to generate a ‘truth’ output for a set of known initial conditions and model parameters. The truth run for these experiments is a continuous run of our inundation model for 112 hours using a time varying inflow shown by the solid black circles in figure 4. For the first four hours, the inflow is set to be constant in order to fill the river channel with water in a spin-up period. The inflow from t = 4 hours onwards is based on some real hydrograph data from a flood of the river Severn near Tewksbury in the summer of 2007. The inflow comprises hourly values and linear interpolation is used to give flow rates between the hourly points. The truth run uses a value for the channel Manning’s friction parameter of $n_{ch} = 0.04$, which is the value given for a natural stream by Maidment and Mays (1988). The Manning’s friction parameter on the flood plain, $n_{fp}$, is likely to be higher due to vegetation and here we use a value of $n_{fp} = 0.05$.

The inundation model is also used to generate a 100 member ensemble of flood realisations. This ensemble represents a forecast of the true flood given uncertainty in upstream inflow and the channel friction parameter values. The number of ensemble members is relatively small compared to the dimension of the state vector, which contains 125,000 water depths for the short domain and 500,000 for the long domain. However, none of the problems which indicate undersampling of a system (spurious correlations or ensemble collapse as out-
lined by Petrie and Dance (2010)) are seen, suggesting that this number of ensemble members is sufficient to represent the system in this case. It was therefore not necessary to apply any localisation or inflation in these experiments.

Each member of the ensemble is driven by a different inflow and has a different friction parameter. The ensemble inflows are generated by adding time correlated random errors to the ‘true’ inflow; the ensemble inflows and true inflow are shown in figure 4. The variance for the inflow distribution is a proportion of the inflow, since the error in measured or predicted flow is likely to be flow-dependent as in Garcia-Pintado et al. (2015). The standard deviation for the generated inflow distribution is $0.15 \times \text{inflow}$, which is the same as the value used by Garcia-Pintado et al. (2015) and fits within the range of errors in measured flow rates (4% to 43%) reported in Di Baldassarre and Montanari (2009). No bias was applied to the inflow ensemble so that the mean inflow is very similar to the true inflow. An unbiased inflow removes the effect of an incorrectly specified inflow, since this has already been studied elsewhere. Choosing to use an unbiased inflow allows the effect of the incorrect channel friction parameter value to be studied in isolation; we briefly address the effect of biased inflow at the end of section 4.2.

Figure 4: Inflow ensemble with time. Circles show the true inflow values and the grey lines show the ensemble inflows.

Ensemble channel friction parameters were generated by selecting from a Gaussian distribution centered on a ‘wrong’ initial value to reflect the fact that this parameter varies between catchments and will not generally be known before the start of a flood event. The channel friction parameter is also not likely to be directly measurable as it relates to the specific way in which Clawpack models friction. Different numerical models with different friction parameterisations have been shown to generate different optimal friction parameters for the same data for this reason (Horritt and Bates, 2002). Centering the channel friction ensemble on an
incorrect value also enables us to test whether the data assimilation scheme can retrieve the correct value from an incorrect starting point. The channel friction parameter for each ensemble member was selected from a Gaussian distribution, $N(0.05, 0.01)$. The true value of $n_{ch} = 0.04$ falls within one standard deviation of the mean of this distribution. The value for the friction parameter on the flood plain was set to the true value for all ensemble members, i.e. $n_{fp} = 0.05$.

Data assimilation using an ETKF is carried out on the forecast ensemble, using synthetic observations generated from the truth as described in the next section. Since the ETKF is a sequential method the ensemble is evolved forward in time with Clawpack between observation times, and an assimilation is carried out every 12 hours. We also consider the ‘open loop’ case in which a forecast ensemble runs with no assimilation.

### 3.2 Experimental configurations

Various data assimilation experiments are carried out, each for a total period of 112 hours, including a 4 hour spin-up period with constant inflow to allow the river channel to fill up (as shown in figure 4). Synthetic observations of water depth are taken from the truth at 12 hourly intervals and assimilated with an ETKF. Twelve hourly assimilation intervals were chosen as this represents the smallest likely return time for SAR-equipped satellites at present.

Since we are running identical twin experiments, we know the true water levels everywhere in the domain, as well as the water levels forecast by the ensemble. It is theoretically possible to use SAR derived flood extent observations along with a high quality digital terrain model (DTM) to derive water levels in all parts of a real domain. One approach in a synthetic experiment is therefore to directly use water level observations in all parts of the domain as a proxy for SAR derived information. Such an approach is used by, for example, Lai and Monnier (2009). In reality, SAR images can reliably provide information about water elevation only at a few points along the flood extent, as demonstrated in Mason et al. (2012).

In this paper, we do not use all the available water levels. Instead we use synthetic observations of water levels taken directly from the truth run in the positions shown by black circles in figure 3. This approach replicates a situation in which four reliable flood delineation positions are available from a SAR image at $y = 16, 17, 18$ and $19$km. We assume that we have a SAR image covering the domain from $y = 15$ to $20$km, and that water elevation at each of the four flood edge positions can be obtained from a DTM; this water level can then be extrapolated perpendicular to the channel to give water elevation in each floodplain cell in the cross sections where we have delineation observations (i.e. $y = 16, 17, 18, 19$km). Although extrapolating water elevation across a cross section in this way would also give information about the water elevation in the channel, we exclude observations in the channel in this experiment. This is because topography information in the channel is likely to be much less accurate than that for the floodplain, making water depths less certain. Noise was added to the synthetic observations to represent uncertainty due to instrument error, flood extent determination and typical DTM errors. The noise added to the observations is Gaussian with a standard deviation of $0.25$m; this is the same value as used in experiments with real data in Garcia-Pintado et al. (2015).
We perform a series of experiments using both the regular and long domain. Further details of the individual experiments are as follows:

- **Case SOR**: State-only estimation in the regular domain, with the ensemble of channel friction parameters distributed about an incorrect ‘first guess’ as described in section 3.1.1.

- **Case SOL**: State-only estimation in the long domain; all other details as for case SOR.

- **Case SPR**: State and channel friction parameter estimation in the regular domain with the initial channel friction parameter distributed about an incorrect ‘first guess’ as described in section 3.1.1.

- **Case SPL**: State and channel friction parameter estimation in the long domain; all other details as for case SPR.

- **Case OR**: Open loop ensemble forecast in the regular domain; this is a free running ensemble forecast with the same initial conditions as cases SOR and SPR but without assimilation of observations.

- **Case OL**: Open loop ensemble forecast for the long domain.

The positions of the observations are the same for both the long and regular domains. This corresponds to observations spread throughout the whole of the regular domain, and observations only in the upstream part of the long domain. The observation errors are the same for the four different configurations that use observations.

4 Results and discussion of assimilation

4.1 State only estimation (SOR and SOL)

Results from state-only assimilation experiments are shown in figure 5. The graphs show the RMSE over the whole domain between the forecast ensemble mean water depths and the true water depths at three hourly intervals from the time of the first assimilation at 16h. Here, RMSE is defined as

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (h_f^i - h_t^i)^2},
\]

where \(h_f^i\) and \(h_t^i\) are the forecast ensemble mean and true water depth in cell \(i\) respectively. This definition means that the error is averaged over a larger area for the longer domain than for the regular domain. The values of RMSEs, though broadly similar, are therefore not directly comparable between domains.
Figure 5: RMSEs for state-only estimation in the regular and long domains.

(a) RMSE between the ensemble forecast mean and the true water depth \((\bar{x}^f - x^t)\) in the regular domain. Triangles show results for state only estimation (SOR), with assimilation carried out at \(t=16h, 28h, 40h, 52h, 64h, 76h, 88h\) and \(100h\). Circles show the open loop (OR) case for the regular domain (no assimilation).

(b) RMSE between the ensemble forecast mean and the true water depth \((\bar{x}^f - x^t)\) in the long domain. Triangles show results for state only estimation (SOL), with assimilation carried out at \(t=16h, 28h, 40h, 52h, 64h, 76h, 88h, 100h\). Black circles show the open loop case (OL) for the long domain (no assimilation).

Figure 5a shows the RMSE between the forecast ensemble mean and true water depths with time for the regular domain (SOR). Figure 5b shows the same results for the longer domain (SOL). In both domains the ETKF produces a good analysis. The difference between the analysis ensemble mean water levels and the true water levels is very small at the time of each observation, and a large improvement is seen compared to the open loop forecast. However, for the regular domain in particular, the forecast skill is quickly lost during each subsequent forecast step and the RMSE quickly relaxes towards the open loop case. Comparing 5a and 5b shows that the RMSE at each analysis time is broadly similar for the two different domains. The results also
show that the forecast skill persists for longer in the long domain; the forecast takes longer to relax to the open
loop case in the longer domain than in the regular domain. This means that the same observations are having a
longer-lived impact on the forecast when a longer stretch of river and floodplain is considered.

In order to further understand why the observation impact is longer-lived in the long domain, the evolution
of the error during the forecast step can be investigated. Figure 6 shows the long domain in plan view with the
error between the forecast ensemble mean and the true water levels in each cell. The errors are shown at several
times during the forecast after assimilation at t = 52h and before assimilation at t = 64h. In this particular
forecast period the inflow is increasing steadily, but similar patterns are seen for forecast periods in which the
inflow is varying in other ways.
Figure 6: Forecast (ensemble mean) water depth minus true water depth in the long domain, shown in plan view for case SOL. Times are measured from assimilation at $t = 52$h. For reference, the true water depth on the floodplain varied between 0 and 0.4m during this forecast period. Water depth in the centre of channel varied between 5.9m and 6.4m.

Figure 6a shows the difference between the forecast ensemble mean water depths and the true water depths at the observation/assimilation time. The error between the forecast ensemble mean and true water depths is small at all points in the domain at this time. The difference between the forecast ensemble mean and the truth is highest in the channel; this reflects the fact that there are no observations of channel water depth used in the assimilation. Figure 6b shows the error between the forecast ensemble mean and the truth 1 hour after the assimilation. The error at the downstream end of the domain remains small, while a large, positive error can be seen in the upstream part. A positive error here means that the forecast is overestimating the water depth.
In figure 6c, the errors at 2 hours after assimilation are shown. The physical area in which the forecast is overestimating water depths has grown in the hour between 6b and 6c, and penetrated further downstream into the domain. This pattern of error growth from upstream to downstream continues over time in figures 6d (5 hours after assimilation), 6e (8 hours after assimilation) and 6f (12 hours after assimilation).

The observed pattern of error growth explains why the observations have impact in the longer domain for a longer time. The regular domain is defined by \(15 \leq y \leq 20\) km and \(0 \leq x \leq 250\) m (as shown in figure 3). The errors in water depth in this part of the long domain become very large within a few hours of the assimilation, as can be seen in figure 6c. This means that the error in the whole of the regular domain becomes large very quickly. In contrast, the RMSE for the long domain includes the downstream area where the water levels are still corrected from the assimilation; the RMSE is therefore lower for a longer time as the error takes a longer time to reach the downstream part of the longer domain.

During the forecast step, figure 6 shows that the error in the forecast resulting from incorrect specification of the \(n_{ch}\) parameter starts at the upstream end of the domain, and propagates downstream with time. This pattern of error growth is the same as that which would be expected from a bias in inflow, as noted in e.g. Andreadis et al. (2007). A biased inflow acting on corrected water levels will clearly degrade the forecast water levels close to the upstream boundary first and this error will propagate downstream with the flow. The results shown in figure 6 therefore indicate that errors due to incorrect inflow specification and those due to incorrect specification of the channel friction parameter may be difficult to separate out in a real flood event.

The low RMSEs between the analysis and the truth in the long domain highlight the fact that the ETKF is able to correct the water levels in areas for which there are no observations. The state error covariance matrix generated by the ensemble perturbations is such that information from the observations is spread throughout the domain, enabling corrections to be made to the state at the downstream part of the domain when observations are available only at the upstream end. This is further demonstrated in figure 7, which shows the difference between the forecast ensemble mean and the truth pre-assimilation (figure 7a) and post-assimilation (figure 7b), plotted in the long domain at \(t = 52h\). Figure 7c shows the increments applied in the long domain as a result of observations in the upstream part of the domain only. The figure clearly shows that adjustments are made to water levels in the whole domain.
Figure 7: Difference between the forecast ensemble mean and the truth $(\bar{x} - x^*)$ plotted in the long domain (pre assimilation) at $t = 52$ hours. (b) Difference between the analysis ensemble mean and the truth $(\bar{x} - x^*)$ plotted in the domain (after assimilation) at $t = 52$ hours. (c) Increments applied to the forecast ensemble mean for the assimilation at $t = 52$ hours

For a reliable ensemble, the RMSE should be close to the spread of the ensemble, where the spread is defined as the square root of the average ensemble variance (see e.g. Fortin et al. (2014)). Reliability plots (of RMSE vs. spread) should therefore produce points which lie close to the identity line. Such plots can be used to diagnose ensemble collapse, where the spread of an ensemble becomes unrealistically small.
Figure 8: Reliability plot for the SOR and SOL experiments, showing forecast and analysis RMSE vs ensemble spread at each assimilation time. Circles are for the long domain, crosses for the regular domain. For an ideal ensemble, all points would lie on the identity line.

Figure 8 is a reliability plot for the SOR and SOL experiments. The points all lie close to the identity line, indicating that the ensemble spread is adequate to capture the uncertainty in the forecast. There is no indication of ensemble collapse. The points form two clusters, with large error, large spread values before an assimilation and low error, small spread values for analysis ensembles.

4.2 State and parameter estimation (SPR and SPL)

Considering a longer stretch of river in our idealised domain, as in section 4.1, shows an improvement in the forecast skill of the ETKF, in that the RMSE increases more slowly. By design, much of the error between the truth and the forecast comes from the incorrect channel friction parameter in these experiments. In this section we show results from using data assimilation to jointly estimate the state and the channel friction parameter in both domains.
Figure 9: RMSE between the ensemble mean and the truth over the whole domain for joint state-parameter estimation; crosses denote RMSE for the long domain (SPL) and squares denote RMSE for the regular domain (SPR).

Figure 9 shows the RMSEs with time for the state-parameter estimation experiments in the regular and long domain. Comparison of figures 5 and 9 demonstrates a very clear improvement in the forecast for joint state-parameter estimation over the state only case (note the different scales on the y axes). Joint state-parameter estimation markedly increases the observation impact for exactly the same observations. The extra computational cost of estimating the friction parameter along with the state is extremely small, as it adds only a single extra component to the state vector. Joint state-parameter estimation is therefore a very efficient way of producing a much better forecast in this situation.

The small RMSE between the truth and the forecast for joint state-parameter estimation is of the order of the observation error. There is no longer any significant difference between the results for the different length domains and this implies that the error growth must occur at similar rates along the length of the long domain when the friction parameter is estimated.
Figure 10: Forecast (ensemble mean) water depth minus true water depth in the long domain, shown in plan view for case SPL. Times are measured from assimilation at t=52h. For reference, the true water depth on the floodplain varied between 0 and 0.4m during this forecast period. Water depth in the centre of channel varied between 5.9m and 6.4m.

Figure 10 shows the difference between the forecast ensemble mean and the true water levels, plotted in plan view in the long domain, at several times during the forecast step starting at t = 52 hours for the SPL experiment. Note that the scale in figure 10 is ten times smaller than in figure 6. Figure 10a shows the difference between the forecast ensemble mean water depths and the true water depths at the observation/assimilation time. As in the SOL experiment, the error between the forecast ensemble mean and true water depths is small at all points in the domain at this time. Figure 10b shows the error between the forecast and the truth 1 hour after the assimilation; figures 10c (2 hours after assimilation), 10d (5 hours after assimilation), 10e (8 hours after
assimilation) and 10f (12 hours after assimilation) show how the error evolves. Unlike in the SOL experiment, the error does not propagate from upstream to downstream; instead, the error grows at a similar rate along the length of the domain. This further suggests that the upstream-downstream error growth seen in the SOL experiments is due to incorrect friction parameter specification.

Figure 10 shows that the mean forecast overestimates water depth on the floodplain but underestimates water depth in the channel. This reflects the fact that although each ensemble member predicts a physically realistic water level that is flat in cross section, the ensemble mean forecast is not necessarily flat and therefore not physically realistic. This is because the forecast mean water depth in each cell is the average value predicted by the ensemble members. An example of this situation is shown in figure 11.

![Figure 11: Cross section of the domain showing bathymetry as a solid black line. The true water level is shown as a dashed red line, water levels predicted by each ensemble member are shown as blue circles. The mean forecast in each model cell is shown as a cross. Figure 11a shows the central part of the domain from 65 ≤ x ≥ 185 m. Figure 11b shows the forecast water levels and resulting forecast mean in the cell centred at 75 m in greater detail.](image)

Figure 11 shows the true flood level at one cross section of the domain and the water level predicted by each ensemble member. The crosses show the mean ensemble water level in each cell in the cross section. In the channel (e.g. at x = 125 m), figure 11a shows the ensemble predictions are such that the ensemble mean is slightly lower than the true water level. Beyond the edge of the true flood on the flood plain, the true water depth relative to the topography is zero, and most ensemble members also predict zero water depth. However, as shown in figure 11b for the cell at x = 75 m, there are cells beyond the flood edge in which some ensemble members predict non-zero water depth and the ensemble mean is therefore a very small positive water depth; this simply follows from equation 9. It is therefore possible for the ensemble mean to predict water levels deeper than the truth in cells beyond the true flood edge where there are a number of ensemble members which predict non-zero depth, even when the water level is under-predicted in the channel. It should be noted that the errors are very small.
Figure 12 shows the analysis ensemble mean value of the channel friction parameter at each assimilation time. The true value of the channel friction parameter, $n_{ch}$, indicated by the solid horizontal line, and the incorrect initial mean value is shown at time zero. The error bars show one standard deviation of the analysis $n_{ch}$ distribution. The results show that the joint-state parameter data estimation produces a good estimate of the value of $n_{ch}$, and that the ensemble mean values are almost identical for both the regular and long domains. It is notable that the convergence of the estimated channel friction parameter value to the truth is achieved with water depth observations only taken on the floodplain.
Reliability plots for the ensemble of state vectors are given in figure 13a and for the calculated parameter distributions in figure 13b. The plots show no evidence of ensemble collapse, which can be a problem in ensemble data assimilation schemes. In fact the spread of the state and parameter distributions remains broader than the size of the error in our experiments, which minimises the risk of overfitting the value of $n_{ch}$ at a particular time in the simulation. If the spread of either the parameter or the state ensembles became too small it would be necessary to use inflation techniques (see e.g. Anderson (2007)).

These results show a clear advantage in jointly estimating the channel friction parameter alongside the model state; this contrasts with the findings of Garcia-Pintado et al. (2015), where no clear improvement in forecast water levels was seen. There are a number of possible reasons for this, one being that in Garcia-Pintado et al. (2015) convergence of the channel friction parameter value to a steady value was slow compared to the timescales of the flood event. The difference between our results and those in Garcia-Pintado et al. (2015) may also be related to the fact that there are more sources of uncertainty in Garcia-Pintado et al. (2015), which used real data and real topography, rather than the idealised situation in this study. One significant source of time-varying error not accounted for in the setup used by Garcia-Pintado et al. (2015) and not present in our experiments is lateral inflows (see Bermudez et al. (2017)). It may also be that the initial parameter value used in Garcia-Pintado et al. (2015) was already close to the true value, such that the error in the parameter was not a large source of error, whereas our initial guess was incorrect by design. A better initial guess would also explain the smaller changes to $n_{ch}$ produced by the data assimilation in Garcia-Pintado et al. (2015). Alternatively, it may be that the presence of the initialisation shock in Garcia-Pintado et al. (2015) prevented convergence to a more accurate channel friction parameter.
Another possible reason for the contrasting importance to the forecast of updating the channel friction parameter may be that in Garcia-Pintado et al. (2015) a bias correction was also made to the inflow as part of the data assimilation. It may be that inflow correction was also indirectly including some of the effects of the incorrect $n_{ch}$ parameter. This seems likely, since the upstream-downstream error propagation pattern seen in figure 6 would also be expected for an incorrectly specified inflow. Thus it may be that no added benefit was gained from including $n_{ch}$ estimation in addition to inflow bias estimation because correcting error in inflow bias also compensates for any error in $n_{ch}$. To test the interdependence of inflow error and error in $n_{ch}$ we conducted some state-parameter estimation experiments exactly as for the SPL experiments but with biased inflows. No correction was made to the biased inflow, but the value of $n_{ch}$ was updated at each assimilation time.

Figure 14: RMSEs between the mean forecast and the truth for positive inflow bias in the long domain shown as open circles. The corresponding RMSEs for the unbiased inflow are shown as crosses for comparison.

Figure 14 shows water level RMSEs with time for the long domain with biased and unbiased inflows, and demonstrates that correction of the channel friction parameter allows the forecast to predict accurate water levels, even with a biased inflow. The correction to the value of $n_{ch}$ is therefore compensating for inflow bias.
Figure 15: Calculated values of mean $n_{ch}$ for biased inflow in the long domain shown as squares. Circles show the corresponding values for unbiased inflow. The horizontal line shows the true value and the error bars show one standard deviation of the calculated $n_{ch}$ distribution.

The updated values of $n_{ch}$ with time for biased inflow are shown in figure 15. When the inflow is biased, the value of $n_{ch}$ does not converge to the true value, but instead to a value which allows it to compensate for inflow bias and minimise errors in water levels in the domain. This clearly indicates an interdependence between errors in channel friction parameter value and inflow.

Whatever the reason for the differences to the results in Garcia-Pintado et al. (2015), the work presented here shows that our inundation forecast model is sensitive to the channel friction parameter, and that the correct value of the parameter can be retrieved from observations of water depth by using joint state-parameter data assimilation during a flood event with unbiased inflow information.

5 Conclusions

In this study, we have investigated the effect of domain length and channel friction parameter estimation in data assimilation for flood inundation forecasting. We have also demonstrated that assuming water has zero momentum at the start of each forecast step can cause an initialisation shock. The period of time for which this shock then causes problems for the forecast is likely to be domain dependent; in this study we found that the impact of the shock disappeared within a period of approximately 4 hours. We developed a novel method to reinitialise water velocities in each model grid cell with pre-assimilation values, and showed that this approach eliminated the initialisation shock.

In agreement with Andreadis et al. (2007), Neal et al. (2009), Garcia-Pintado et al. (2013) and Matgen et al. (2010), we found that assimilating SAR-like water levels in a state-only data assimilation system gives a time limited improvement in the forecast skill, since such improvement can only persist for as long as the information is relevant in the domain. We have shown that considering a longer domain extends the time over which observations have an impact on the forecast, even when no extra observations are used. This is because
the ETKF is able to correct water levels downstream of the observations due to strong covariances between the
errors in water levels in different parts of the domain. In a domain with more realistic topography, the correla-
tions between the errors in water depth in different parts of the domain may not be as strong, and are likely to be
more complex. However, work by authors such as Garcia-Pintado et al. (2015) indicates that water level errors
in large, real domains are correlated, as depths can be corrected at considerable distances from SAR-derived ob-
servations. Additionally, understanding the effects of domain length and friction parameter estimation without
the extra complications of topographical features is important in understanding the fundamental sensitivities of
such systems.

We have shown that in the forecast period following an assimilation, the difference between the forecast
and the truth when the channel friction parameter is incorrectly specified and not updated grows faster in
the upstream part of the domain, and then propagates downstream. This error propagation is the reason that
the forecast ensemble retains skill for a longer time in the long domain; the errors grow more slowly in the
downstream areas which are not considered in the regular domain.

Jointly estimating the channel friction parameter along with the water levels is shown to produce a signif-
icantly better forecast for the same observations at very little extra cost. This was not seen in Garcia-Pintado
et al. (2015), in which inflow and parameters were estimated simultaneously. Correcting the channel friction
parameter also eliminates the differences in forecast error growth for the two different domain lengths, as errors
grow at similar rates in the upstream and downstream parts of the domain. We have shown that it is possible to
estimate a good value for the channel friction parameter, even when water level observations are available only
on the floodplain.

In summary, we have shown that in the case where there is no inflow bias but channel friction is incor-
rectly specified, assimilating SAR-like water levels from floodplains provides a time limited improvement in
the forecast when only water levels are corrected. The time over which the forecast is improved depends on the
length of the domain of interest. Authors such as Andreadis et al. (2007); Matgen et al. (2010); Giustarini et al.
(2011); Garcia-Pintado et al. (2015, 2013) have shown that inflow correction can lead to a marked improvement
in forecast skill. We have shown that jointly estimating the channel friction parameter along with the water lev-
els also provides a clear improvement in the forecast at all times and can retrieve an accurate channel friction
parameter value. Our results suggest that it may be difficult to separate out errors due to incorrect specification
of inflow and incorrect specification of channel friction when carrying out ensemble data assimilation for inun-
dation modelling. This is because the character of the errors in the forecast resulting from these two sources of
uncertainty are similar; this interdependence explains our finding that updating the value of the channel friction
parameter can compensate for a bias in inflow. Further study is required to see how well each of these conclu-
sions are applicable to more complex and realistic topography, and for real satellite derived observations. In
this way, the work here may serve to enhance operational flood forecasting potential.
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Appendix A  Inflow and friction source terms

In order to model fluvial flooding in a stretch of river, the amount of water flowing into that stretch needs to be modelled. Here we describe the implementation of a new inflow source term in Clawpack. Clawpack is able to solve systems of partial differential equations with or without source terms and is designed such that the user can introduce new code to describe additional source terms. Our new inflow source term has been implemented in the code in a similar way to the pre-existing friction source term. The code for the friction source term is outlined in section A.1 and the new inflow source term is described in section A.2.

A.1  Pre-existing friction source term

Friction between the fluid and the channel in which it is flowing acts as a momentum source in the shallow water equations. This is represented in Clawpack with a source term of the form

\[ \mathbf{R}(\mathbf{q})_{\text{friction}} = \begin{bmatrix} 0 \\ -\gamma(hu) \\ -\gamma(hv) \end{bmatrix}, \]  

(A.1)

where \( \gamma \) is given by

\[ \gamma = \frac{\frac{g n^2}{h^2} \sqrt{(hu)^2 + (hv)^2}}{h^3}, \]  

(A.2)

\( h \) is water depth and \( u \) and \( v \) are velocities in the \( x \) and \( y \) directions. Acceleration due to gravity is denoted \( g \) and \( n \) is Manning’s friction coefficient. This coefficient describes the roughness of the channel bed in which the water is flowing and in practical applications its value is usually determined empirically. The value of \( n \) is specified by the user in the Clawpack code, and can vary over the domain if specified in the simulation setup. The units of \( n \) are \( \text{sm}^{-1/3} \).

In Clawpack, inhomogeneous sets of equations are solved using the method of fractional stepping described in LeVeque (2002) p.380-395. This method splits the equation into two simpler problems; one homogeneous conservation law and one inhomogeneous partial differential equation - which can be solved independently over the same time step. The solutions are then combined in an alternating fashion to give a solution to the whole problem. For a friction source term, the set of problems to be solved are the homogeneous system.
\[
\frac{\partial \mathbf{q}}{\partial t} + \frac{\partial \mathbf{F}(\mathbf{q})}{\partial x} + \frac{\partial \mathbf{G}(\mathbf{q})}{\partial y} = 0, \quad (A.3)
\]

and the source term equation

\[
\frac{\partial \mathbf{q}}{\partial t} = \mathbf{R}(\mathbf{q})_{\text{friction}}, \quad (A.4)
\]

with \( \mathbf{R}(\mathbf{q})_{\text{friction}} \) as in A.1 and \( \mathbf{q} \) a vector of conserved quantities (see equation (2)). For each time step in the code, equation (A.3) is advanced from \( t_i \) to \( t_{i+1} \) to give intermediate values of \( h_u, h u_u \) and \( h v \) in \( \mathbf{q}_* \). The values in \( \mathbf{q}_* \) are then used to solve equation (A.4) over the same time step. This introduces a ‘splitting error’ into the solution of order \( \Delta t = t_{i+1} - t_i \), making the whole method only first order accurate. A more accurate splitting method (‘Strang splitting’) is available for implementation in the code, but the first order accuracy has been found to be more stable and sufficient in practice for a wide range of applications (LeVeque, 2002, 1997).

### A.2 Novel inflow source term

For inundation simulations, water entering the domain of interest can be modelled as a source term. We have added a novel inflow source term to the Clawpack code to model river-like flow. In operational situations, information regarding this source term may be available from an upstream gauge as a mass flow rate, \( Q \), measured in \( m^3 s^{-1} \). In an ungauged catchment, the same information could be generated using a rainfall run-off model. Here we use hourly values of \( Q \) based on gauge data; linear interpolation is carried out between the hourly values. A water mass flow rate can be turned into a source term, \( S \) expressed in \( ms^{-1} \) (c.f. the term ‘Sce’ in Hervouet (2007) p.31, which has the same units and can include rainfall, infiltration etc) as long as the area of the domain or ‘footprint’ over which the water is added is known. For water added over an area \( A \), \( S = Q/A \). The equation for the inflow source term is then given by

\[
\frac{\partial \mathbf{q}}{\partial t} = \mathbf{R}(\mathbf{q})_{\text{inflow}}, \quad (A.5)
\]

where

\[
\mathbf{R}(\mathbf{q})_{\text{inflow}} = \begin{bmatrix} S \\ 0 \\ 0 \end{bmatrix}. \quad (A.6)
\]

Equations A.5 and A.6 show that for each time step \( \Delta t \), the change in \( h \) due to the incoming water will depend on the value of the inflow source, \( S \), over the same \( \Delta t \). The extra water arriving in the domain creates extra water height, and is assumed here to arrive without any momentum; the water is subject only to hydrostatic momentum effects. This inflow source term has been implemented in the code in the following way

- determine in which grid cells the source term will be applied. This is reasonably arbitrary but must be such that the solution remains stable (we used trial and error in this experiment);
• calculate the total area that the inflow cells cover in the domain, \( A \);

• for a given mass flow rate \( Q \), calculate \( S \) for each value of \( Q \) by dividing by \( A \);

• at the relevant grid points extract depth \( h_s \), as calculated from equation (A.3);

• calculate the change to \( h_s \) due to incoming water from a discretisation of equation (A.6) using a Crank-Nicholson scheme (Crank and Nicolson, 1996)

\[
h = h_s + \Delta t \frac{S(t) + S(t + \Delta t)}{2};
\]  

(A.7)

• use the new value of \( h \) from equation (A.7) to solve for the next time step.

### A.3 Combining friction and inflow source terms

The source terms described in this section are applied in a sequential manner in the code. For each time step, the inflow source term calculates the new water depths in the relevant parts of the domain and then the friction source term is applied to the new water depths.
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