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ABSTRACT

The aim of this study is to validate the Ozone Manmg Instrument (OMI) erythemal dose rates
using ground-based measurements in Thessalonileeddr In the Laboratory of Atmospheric
Physics of the Aristotle University of Thessalonild Yankee Environmental System UVB-1
radiometer measures the erythemal dose rates evagge, and a Norsk Institutt for Luftforskning
(NILU) multi-filter radiometer provides multi-filte based irradiances that were used to derive
erythemal dose rates for the period 2005-2014. Butse datasets were independently validated
against collocated UV irradiance spectra from anreMklll spectrophotometer. Cloud detection
was performed based on measurements of the glabalohtal radiation from a Kipp & Zonen
pyranometer and from NILU measurements in the la@sitange. The satellite versus ground
observation validation was performed taking intaccamt the effect of temporal averaging,
limitations related to OMI quality control criterizloud conditions, the solar zenith angle and
atmospheric aerosol loading. Aerosol optical dep#is also retrieved using a collocated CIMEL

sunphotometer in order to assess its impact ordh®arisons. The effect of total ozone columns
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satellite versus ground-based differences on tyithemal dose comparisons was also investigated.
Since most of the public awareness alerts are basédl Index (UVI) classifications, an analysis
and assessment of OMI capability for retrieving B\las also performed.

An overestimation of the OMI erythemal product b¥6% and 4-8% with respect to ground
measurements is observed when examining overpabsi@mtime estimates respectively. The
comparisons revealed a relatively small solar heantgle dependence, with the OMI data showing
a slight dependence on aerosol load, especialljigit aerosol optical depth values. A mean
underestimation of 2% in OMI total ozone columnsiemcloud-free conditions was found to lead
to an overestimation in OMI erythemal doses of 3%.While OMI overestimated the erythemal
dose rates over the range of cloudiness condiggamined, its UVIs were found to be reliable for
the purpose of characterizing the ambient UV raahampact.

KEYWORDS

Erythemal, CIE, UV index, OMI, Validation, NILU-UWJVB-1, BREWER, CM21, YES, PAR,
CIMEL, Neural Network, Thessaloniki, Greece.
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1. INTRODUCTION

Changes in climate and atmospheric composition heag to unprecedented changes in the
Ultraviolet (UV) radiation that reaches the Eartbisface, raising the concern of indirect and direc
effects to plants, ecosystems and humans (IPCC 2BH4; Tevini, 1993; WMO, 2007; WHO,
2008; Gao, Schmoldt, and Slusser, 2010;among JtBarse 1982,when the ozone depletion was
firstly observed (e.g. Farman et al., 1985; Bhagtial., 1985), ground-based UV monitoring sites
have been deployed at several locations all owvemgtbbe as a response to the raising concern of
potential enhanced surface UV levels (Ghetti, Checicand Bornman, 2006). Most of these sites
nowadays provide high frequency measurements fearigty of surface UV radiation products,
such as the erythemal weighted dose rates, UV imgle so on. These data are used to validate
model projections and satellite estimates, andexi public awareness regarding the effects of the
exposure to high solar UV radiation levels (Schneder et al., 2002; Gies et al., 2004; Taskanen
et al., 2007; Weihs et al., 2008; McKenzie et2001; WHO, 2008; among others).

Up-to-date, space-borne UV product estimates atgirfrom a variety of instruments onboard
different platforms (Arola et al., 2002; Taskaneémle 2006). One of them is the Ozone Monitoring
Instrument (OMI) on board the Aura platform thabydes estimates of surface erythemal dose
rates and daily doses at overpass and noontimg &lah UV index (UVI) values since its launch
in July 2004. Studies on OMI UV products (irradiascerythemal doses and UV index) have
reported differences of up to 30% or even highateurcertain conditions overestimation in OMI
UV products when compared with corresponding grebasked measurements, while these
discrepancies were mainly observed at urban areths higher aerosol loads (Kazadzis et al.,
2009a; Kazadzis et al., 2009b; lalongo et al., 2@t@6n et al. 2010; Cachorro et al., 2010; A Jebar
et al., 2017). In 2009, a study by Arola et al.q@pintroduced a correction on the OMI data for
absorbing aerosols which led to smaller discremanbetween OMI and ground-based data, with
OMI performance being improved due to the imposerbsol correction (Mateos et al., 2013;
Muyimbwa et al., 2015; Cadet et al., 2017; Bernhardl., 2015).

In this study, OMI UV erythemal dose rates and W¥lues at overpass and local noontimes were
thoroughly evaluated in Thessaloniki, Greece @at69 N, lon: 22.98 E, alt: 60 m) for the period
2005-2014, using a suite of ground-based instrusnidated at the Laboratory of Atmospheric
Physics (LAP), at the Aristotle University of Thakmiki, Greece together with retrieval models.
The influence of solar zenith angle (SZA), totaboe column (TOC) and aerosol optical depth

(AOD) on the satellite UV products was also analysghile the impact of three basic types of
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cloudiness conditions defined as: unstable cloyaytially covered sun disk), stable cloudy (fully
covered sun disk), and unoccluded sun disk, weialestigated.

Consequently, this study provides an innovativepmete and in-depth evaluation of the erythemal
products provided by OMI/Aura, where the synergyafide suite of ground-based measurements
is proven invaluable in order to examine, quanahd eventually unfold the dynamics of all the
parameters potentially affecting the satelliteiestls.

The backbone of the paper is as follows. In Sec®idhe ground-based instrumentation with the
corresponding measurements are provided, whileQNd measurements are presented in the
second subsection. In the following section (Sect8), the methodology applied to retrieve
erythemal dose rates from irradiance measuremeargsating from the NILU-UV multi-filter
radiometer is analysed, and the results are validagainst collocated erythemal dose rate
measurements from the UVB-1 radiometer placed ialsbe site. Then, the evaluation of the OMI
erythemal dose rates is presented in Section 4senthe influence of the SZA, ozone, aerosols and
cloudiness type is examined. At the end of the saewion, the UV index comparisons are
presented in order to elaborate on the ability Bfl@V Index estimations to serve as a public alert
source, especially during the summer when the ilnplihie exposure to excess UV doses is more
detrimental. The study concludes with itd &nd final section by summarizing the main findilogs
the validation process.

2. DATASETS AND INSTRUMENTATION
2.1. Ground-based measurements

At the Laboratory of Atmospheric Physics at AritgotUniversity of Thessaloniki, Greece,

(LAP/AUTh: http://lap.physics.auth.gr) three diéett types of solar radiation sensors provide

estimates of erythemal dose rates continuouslyesi@f05 as per the joint International
Organisation for Standardisation and Commissiorritionale de I' Eclairage standard 1SO
17166:1999(E)/CIE S 007-1998 (and which we will i@vilmte as ‘CIE’ here). For each instrument,
different methods were applied in order to derive terythemal dose rates, based on the
characteristics of the measurements and the tealraspects of each instrument.

A Brewer MKIIl spectrophotometer with serial numb#d86 (B086) measures the UV solar
spectrum (286.5 - 363 nm) with a wavelength ste.®fnm at LAP since 1993. It is equipped with
a double monochromator which is eliminating infloes of stray light (scattered photons/signal at

one wavelength that is affected by radiation frotineo wavelengths) in the measurements, thus



112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143

providing better accuracy especially in the shot®f wavelengths (Zerefos and Bais, 1997;
Karppinen et al., 2014). The uncertainty in the 8@pectra that are used in this study is 5% for
wavelengths higher than 305 nm and solar zenittean@ZA) smaller than 80° (Fountoulakis et
al., 2016a), while low recorded signals at lowernv&langths and higher SZAs lead to higher
uncertainties in the measurements (Fountoulakel.e?016b; Grobner et al., 2006). In order to
obtain solar spectra up to 400 nm, the SHICrivnoidigm (Slaper et al., 1995) has been applied to
the original data, while the outcome was weighteith vihe erythemal dose action spectrum
(McKinlay & Diffey, 1987) and integrated over th@minal wavelength range. Although B086
provides high accuracy erythemal dose rates, #wuéncy of the measurements is one every 20-40
minutes while a complete scan lasts ~7 minutestefbiee, even though B086 scans cannot capture
high frequency changes in the radiation field, ¢he®asurements provide a unique tool to monitor
and assess the stability of other instruments pinavide measurements with higher frequency
(Zempila et al., 2016a).

A Yankee Environmental System (YES) UVB-1 radiométas also been operating since 1991.
The UVB-1 is a broadband instrument with a spectaponse that simulates the erythemal action
spectrum proposed by McKinlay & Diffey (1987) armli$ provides erythemal dose measurements
on a 1-minute basis. Using libRadtran radiativasfar model simulations (Emde et al., 2015), look
up tables are calculated with respect to SZA aredT®C which are used to convert the UVB-1
measurements into erythemal irradiance due to rdifflees between the actual and the desired
spectral response (Lantz & Disterhoft, 1998; Webhkale 2006;). The TOC values for these
corrections are obtained from collocated measuré&nieom a second Brewer spectrophotometer
with serial number 005 (B005) (Meleti et al., 202&refos et al., 2002, Fragkos et al. 2014,
Fragkos et al. 2016). Under clear (cloudless) skieserythemal irradiances from B086 and UVB-
1 (within one minute from the mean time of the BG®8&n) have shown a satisfactory agreement;
within 4% (Io) for SZAs less than 80° for the period 2004 — 2Ghat is in compliance with the
results presented in Hilsen et al. (2008). Thig@gent testifies that UVB-1 erythemal dose rates
have similar uncertainty level with the ones dettifeom B086 UV spectra (Garane et al., 2006;
Bais et al., 1996; Bais et al., 2001). Periodieicalibrations of UVB-1 and B086 ensure the long-
term stability of the instrument.

A Norsk Institutt for Luftforskning (NILU)-UV multifilter radiometer has been operational since
2005 and forms part of the Greek UV network of NHWY radiometers (Kazantzidis et al., 2006).
The NILU-UV with serial number 04103 provides 1-mi@ measurements in 5 UV channels with



144  nominal central wavelength at 302, 312, 320, 34@ 380 nm and a full width at half maximum
145 (FWHM) of 10 nm. The instrument is also equippedhvan additional channel that measures the
146 photosynthetically active radiation (PAR). In tligidy, measurements of the PAR channel were
147 used to determine cloud-free cases based on the detection algorithm proposed by Zempila et
148 al., 2016b. By calibrating the NILU measurementshwihe B086 coincident irradiances, we
149 estimate that the uncertainties of the NILU irrad@& measurements used in this study are less than
150 5.5% (Zempila et al., 2016a). In Section 3 a desiom of the methodology used to derive
151 erythemal dose rates from the NILU UV irradiancemasurements is provided, while comparisons
152 with UVB-1 measurements are presented in the separidf the section.

153 Additionally at LAP, a CM21 (Kipp&Zonen) pyranometprovides global horizontal irradiance
154 (GHI) measurements at one-minute intervals alonth whe corresponding standard deviation.
155 Although the manufacturer states that the CM typeyvanometers have a stability of less than
156 +0.5%lyear, recalibration of the instrument thaiki@lace in 2005 revealed a high stability in its
157 sensitivity with changes less than 0.1% duringliésyears of continuous operation (Bais et al.,
158 2013). According to Zempila et al. (2016c) the maxim uncertainty inherent in the CM21
159 measurements is 6.4% based on error propagatidmitees, while its records can provide
160 information on the cloudiness status, distinguighitcases where the sun is unoccluded or
161 fully/partially covered by clouds based on the meihlogy described by Vasaras et al. (2001). This
162 information is used to further investigate the daeffect on the satellite against ground-based
163 erythemal dose rate comparisons.

164 Furthermore, a CE318-N Sun Sky photometer (CIMElovples atmospheric observations as part
165 of the NASA aerosol robotic network (AERONET) (Hetbet al., 1998; Balis et al., 2010). CIMEL
166 provides AOD at the 340 nm wavelength, which isduse investigate the effect of aerosol
167 variability over the station within the comparisobgtween the satellite- and ground-based
168 erythemal data.

169

170 2.2. Satellite measurements

171 OMlis a contribution of the Netherlands's Agenoy Aerospace Programs (NIVR) in collaboration
172 with the Finnish Meteorological Institute (FMI) tithe Earth Observing System (EOS) Aura
173 platform. OMI is a nadir viewing hyperspectral ineagapable of measuring the backscatter solar
174 radiation in the UV and visible. With its high sp@t resolution (0.45 nm), OMI is able to provide

175 high accuracy estimations of several atmosphenarpeters (Levelt et al., 2006). OMI scans in 740
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wavelength bands with a swath width of 2600 km #ilatws OMI to view the globe within one day
(14 orbits). With its optimal 13x24 Kspatial resolution, OMI footprint centered to Témleniki
coordinates, is covered by 50% of urban area wthiecity suburbs, rural area and the sea (with
coverage of 25%) occupy the rest half percentae.QMI surface UV irradiance data include the
erythemally-weighted daily doses and the dose fad#ls at the overpass time (mean Thessaloniki
visiting time: 11:45 UT) and at the local solar ndmean Thessaloniki local noon time: 10:26 UT).
For this study, surface UV overpass data for THessa have been extracted from the NASA Aura
Data Validation Centre for the period 2005-2014p:avdc.gsfc.nasa.gov/. The OMI retrieval

algorithm estimates the clear-sky surface irracdamging as inputs to radiative transfer model basic
geophysical information, the measured total ozoakinen and climatological surface albedo
(Torres et al., 2007 and references therein). Them,clear-sky irradiances are adjusted to real
scene values by a transmittance factor that isselérirom the ratio of the backscattered radiance
over the solar irradiances at 360 nm accountingpfdh clouds and scattering aerosols. Currently
the UV algorithm uses a monthly aerosol climatolégylso correct for absorbing aerosols (Arola
et al., 2009). Regarding the cloud information, thdiative transfer model does not account for
broken, multi-layer or mixed phase clouds resulimgnore noisy comparisons with ground-based
measurements under cloudy conditions. Furtherntbeederivation of the local noon values does
not take into account changes in cloudiness, oamaeaerosols between local noon and overpass
time, introducing higher uncertainty in the localon retrievals (Torres et al., 2007). More details
regarding the OMI UVB algorithm can be found in tAkyorithm Theoretical Basis Document
(Krotkov et al., 2002) and examples of its validatimay be viewed in Tanskanen et al. (2007),
Arola et al. (2009), and, specifically for Thessakn, in Kazadzis et al. (2009a; 2009b).

3. The NILU-UV Erythemal product
3.1.Effective UV doses from NILU-UV irradiances usig a neural network model

To retrieve the effective UV dose rates from thgioal NILU irradiance measurements, a feed-
forward function-approximating neural network (NNjodel (Hornik, Stinchcombe and White,
1989) was coded using MATLAB’s object-oriented ptirig language in conjunction with its
Neural Network Toolbox (Beale, Hagan and Demuthl230 As inputs, the NN has NILU
irradiance measurements at 302, 312, 320, 340 &@dnBn and various temporal variables
(Kolehmainen, Martikainen and Ruuskanen, 2001 )ucticlg the SZA, the day of the week (DOW)
and the day of the year (DOY) and its sinusoidahgonents. The target (output) variable is the



208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224

225
226
227
228
229
230
231
232

erythemal UV dose rate resulting from B086 erythleweghted spectra.

From the available data, 47908 co-located inpupwiLvectors were extracted to train and validate
the NN model. As per the NN method described in @itanet al (2017b), the input and output
vectors were connected via 2 network layers — itise dontaining hidden neurons with hyperbolic
tangent (tanh) activation functions and the seaomtaining linear activation functions. The NN
architecture was optimized following the methodraf/lor et al (2014) where the number of hidden
neurons was varied from 5 to 15 and the propowidinaining data used in NN learning was varied
from 50% to 95% in steps of 5% with a mean squamedr (MSE) cost function measuring the
difference in NN retrievals and target erythemadelcates for 100 different NN architectures. The
optimal NN has a training proportion of 90% andhidden neurons and used the same NN learning
scheme based on Bayesian regularization back-patipagdescribed in Zempila et al (2017b).

In Error! Reference source not foundthe range of the validity of the trained optimal N
provided based on the input data range of the suiseel to train the model. The addition temporal
variables are not listed as they have the standaugks (see Zempila et al (2017b) for details).

Table 1. Range of validity of the trained optimal NN aatmined by its input parameters (upper

list) and output parameters (lower list).

Parameter Min Max Mean St. Dev.
Ir (305) (W/nf/nm) 0 0.017 0.003 0.004
Ir(312) (W/nf/nm) 0 0.229 0.064 0.055
Ir(320) (W/nf/nm) 0 0.333 0.108 0.079
Ir(340) (W/nf/nm) 0 0.678 0.252 0.159
Ir(380) (W/nf/nm) 0 0.871 0.327 0.208
SZA (Degrees) 15.63 81.162 54.373 16.120
Erythemal dose rate (WAn 0 0.234 0.056 0.054

Following the approach of Zempila et al (2017bk thained and validated NN was then run in
unsupervised mode using the full record of avadatincident NILU irradiances (2.47 million
cases) to extract all vectors closest to local naah within £ 30 minutes of the satellite overpass
time.

To calculate the uncertainty of the neural-netwioalked estimates of the retrieved erythemal dose
rates, the median absolute percentage error (MAWRIS)calculated for the differences between the

NN estimates and the target values. Based on thisstecal measure, we calculate that the
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uncertainty of the NN in the dose rates was 3.6%ichvis within the level of uncertainty of both
NILU and BO086 irradiances which are 5.6% and 5%pee8vely. Taking the higher NILU
uncertainty as an upper bound on the radiance tamggrand combining this in quadrature with the
NN uncertainty, we estimate the overall uncertaoriythe NILU NN erythemal dose rate retrievals
to be 6.5%.

3.2.Comparisons of NILU-UV and UVB-1 erythemal data

To further verify the validity of the NILU NN erydmal retrievals, comparisons with the collocated
UVB-1 measurements were performed as an indepensiemtce of information. For these

comparisons, 1-minute synchronous NILU and UVB-ladaere used, while hourly mean values
were calculated in order to eliminate the influerafeany possible time shifts and random
incidences (e.g. temporarily shading of the inpatias) into the datasets. Additionally, hourly data
with more than 70% abundance in cloud-free minueasarements, as identified from the NILU

PAR algorithm (Zempila et al., 2016b), were chaeazed as “NILU clear skies”.

In Figure 1 the relative percentage differencesvbeh OMI and UVB-1 are presented for all and
cloud-free sky cases respectively. Although thérithstion of the relative percentage differences is

normal, we provide the median and the 20-80 peiteenalues as measures of statistical

differences.
(a) (b)
Thessaloniki, 2005-2014 Hourly Mean of Erythemal Dose Rates
35 . 150 T T t T T
: median:-0.86% Noans03
20%-80% centile:-6.41/5.14% =100
30 : median:1.09% =
: 20%-80% centile:-2.96/6.01% 2
: £ 50
—~25¢ - - 3
i All Skies =
= |N=30503 b
3 20 ; @
8 |NILU Clear Skies 3 50
& |N=10108
: = E
g 15 0 —————+
o - All Skies N
L.“_: & 20/ - NiluClear Skies =
10 N
5 0
g
5r 320
=
%)00 5.0 0 e 9% 20 30 40 50 60 70 80 90
: E S2A @
(UVB-1 - NILUY/NILU (%) o

Figure 1 (a) Histogram of the relative percentageifferences of hourly mean values for the NILU and UB-1 erythemal dose
rates. Cases were more than 70% of the data wereddtified as cloud-free based on NILU PAR measuremesit are indicated
in red. The median and 20/80 percentiles are also @sented. (b) The SZA dependence of the relative pertage differences is
also depicted, along with the median percentage @ifrences of 8SZA bhins. The error bars in the lower panel refer tothe

20/80 percentile values.

As seen in Figure 1 (a), the overall conformitywestn the two ground-based datasets was quite
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good with small median differences, -0.86% and %@8r all and cloud-free skies respectively, on
a large number of coincidences (30506 for all skéexd 10108 for the NILU-based cloud free
instances, as shown in Figure 1). Low values of 20880 percentiles were found within the
uncertainty of both data sets; this shows that both series result in comparable values.

To elaborate more on these comparisons, the ifieh the SZA was also investigated (Figure
1(b)). It was found that for SZAs less thar? T@der cloud-free conditions the relative perceatag
differences resulted to a median of 0.45% with esponding 20/80 percentiles of -3.25%/4.60%
respectively. Furthermore, the SZA pattern seefrigure 1(b) can be attributed to the different
geometry of the input optics, differences in anguésponses and calibration procedures applied to
each dataset. For SZAs>70° we observe larger sdattdoth cloudless and clear sky cases as an
impact of the non-ideal angular response of bagtriiment and the increasing signal to noise ratio.
Summarizing, the comparisons of the NILU NN erytléhourly doses revealed a good agreement
with the collocated UVB-1 measurements. Thereftine, NILU NN erythemal data represent a
valid dataset, with denoted uncertainty of 6.5% th@omparable with the uncertainty of the UVB-

1 measurements.

4. Evaluation of OMI /Aura erythemal product

In the following section, comparisons among the Givdl theNILU, UVB-1 and B086 erythemal
data were performed. The OMI/Aura NASA algorithnoyides erythemal dose rates at overpass
time (measurement) as well as at local noon (iolatpd). Both cases were investigated, while at
the same time identification of cloud-free casesktplace in two different ways: i) a cloud
screening algorithm based on NILU-PAR measuremesats used to define the NILU clear sky
cases (NILU clear skies), according to Zempilaletz016b, and ii) the limitation of Lambertian
equivalent reflectivity (LER) at 360 nm less thad @as applied to satellite estimates in order to
derive the satellite cloudless cases (OMI cleagsgkiaccording to Anton et al., 2010. Since most of
the relevant studies use average values of 1 B@@n{in) around the overpass time of the satellite
(e.g. Chubarova et al., 2002), compensating inwayg for moving clouds within the OMI pixel,
the same statistics were recalculated for the T heeraging as well. For the identification of the
NILU cloud-free 1-hour averages, data within thredframe with more than 70% cloud-free 1-
minute measurements were characterized as houvelages under clear skies (NILU clear skies).
For the OMI clear skies, the same criterion, asvapwas used (LER<0.1). In Table 3 we present a

statistical summary of the comparisons performedttie overpass and local noontime, based on
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both temporal matching approaches. For all compasisonly satellite data within a radius of 50
km were taken into account, while comparisons withi50% were analysed to avoid including
erratic data (e.g. random drop of signal due tcofesi ground sensor) into the statistics. The later
limitation ended to a 2.5% and 2.7% reduction & ¢higinal OMI/NILU and OMI/UVB-1 exact
overpass datasets respectively, while the redudatidhe 1-hour overpass comparisons was 1.5%
for both OMI/NILU and OMI/UVB-1 comparisons. For éhlocal noon comparisons, both
OMI/NILU and OMI/UVB-1 are reduced by 2.5% for tlexact coincidences when limiting the
dataset within the range of +150%, while this letibn reduced the amount of coincidences of the
1-hour averages around local noon by 1.7% for bwthtwo types of the ground-based instruments.
An overview of the backbone of this section is pr#ed inTable2 and Flow Chart 1, to facilitate

the readers.

Table2. Overview of the measurement characteristicsdatdsets used in this study for the period
2005-2014 over Thessaloniki, Greece (lat: 4DM9lon: 22.96 E, alt: 60 m).

Instrument Recording Original Derived Data Cloud Information

Frequency Measurements

Ground-based

NILU-UV 1-min Irradiances at  5Erythemal dose ratesYES
wv[W/m%nm] [W/m? [using the PAR data]
PAR [W/nT] Cloud binary
information
UvVB-1 1-min Erythemal dose rate€rythemal dose ratesNO
[W/m? [W/m?
B086 20-40 min  Spectral irradianceErythemal dose ratesNO
[W/m%nm] [W/m?
CM21 1-min Solar radiation Cloudiness YES
[W/m?] information
CIMEL >15-min unitless AOD @ 340 nm Cloud free cases
Spaceborne
oMl Daily Erythemal dose ratesErythemal dose ratesYES
[W/m? [W/m?
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Flow Chart 1. Overview of the data inventory usedn this study, along with a short description of theschematic of the
validation and dependency studies performed betweehe ground- and satellite-based erythemal data.

The comparison statistics are presented in the firmedian and 20/80 percentile values since the
dataset cannot be represented with a normal disib because the comparisons showed a
persistent tendency towards higher relative peaggntifferences. Iifable 3, for all skies at the
exact overpass time, the agreement between the EHildJOMI erythemal dose rates is 2.5% while
the satellite overestimates by 4.1% at local naath a percentile range (80%-20%) of 24% and
11.2% respectively. Limiting the dataset to clouekf cases based on OMI observations leads to



312 higher relative percentage differences, 4.0% ferdherpass and 5.8% for the local noontime, with
313 the 20/80 percentile difference ranging betweerl2%. For the overpass comparisons, although
314 the median of the relative percentage differeneeh sunder the NILU defined clear days is less
315 than the one referring to OMI clear skies cases,ldter one presented lower scatter based on the
316 observed 20/80 percentiles. This was also the wdm examining the noon values, where the
317 scatter seems to be marginally larger for the Nitl&lar results. The larger scatter in the noon
318 comparisons under all sky cases can be attribotedfferences in the model/algorithm estimations
319 and differences in the geometry and type of the $ensors, since the OMI noontime values are
320 calculated through time extrapolation using therpass time and assuming similar atmospheric
321 (cloud) conditions. Although the cloud-free casesuit in lower amount of coincidences, the
322 median differences observed in OMI/NILU comparisamply that the agreement of the OMI
323 erythemal dose rates is equally good under alleskyitions as it is for the cloud-free cases.

324
325 Table 3. Statistical analysis of the differences betwesithemal dose rates provided by OMI/Aura

326 and NILU/UVB-1/B086 for the exact overpass and laga@ontime coincidences. OMI/AURA data
327 are provided within a radius of 50 km from the $uteation. Differences with absolute values more
328 than 150% were eliminated.

Overpass Local Noon

(OMI-NILU)/NILU  All Skies  OMI Clear NILU Clear All Skies OMI Clear NILU Clear

N count: 2013 691 761 2267 740 915
Median (%) 2.5 4.0 2.1 4.1 5.8 3.2
20/80 percentiles (%8.5/15.5 -1.1/10.0 -4.7/8.4 -7.1/21.1  0.8/11.8 4/4

(OMI-UVB1)/UVB1

N count: 2009 691 761 2269 740 915

Median (%) 3.9 4.0 2.0 5.3 5.0 2.2

20/80 percentiles (%).7/22.5  -3.3/13.0 -6.1/10.3 -7.4/28.2  -1.9/14.7 7.5A0

(OMI-B086)/B086

N count: 43 14 18 162 63 69

Median (%) 4.5 4.7 4.4 4.9 6.3 2.9

20/80 percentiles (%R.5/20.4  3.9/13.4 0.0/9.4 -4.8/16.7 -0.2/12.8 D4
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Similarly, the OMI/UVB-1 comparisons revealed arremgnent of 3.9% for the all skies cases
during the overpass time, which is slightly imprdvat 2% under the NILU defined clear cases,
while it remained unaltered at 4% for the OMI clduee limited dataset. The number of
coincidences was the same as for the OMI/NILU camspas for both OMI and NILU cloudless
days. When analysing the local noon exact matchivgpercentage differences were increased to
5.3%, 5.0% and 2.2% for all, OMI clear and NILUaieskies, and the number of coincidences was
also increased to 2269, 740 and 915 respectivelgeheral, the comparisons between OMI and
UVB-1 data at the exact overpass result in simifadian differences with the OMI/NILU
comparisons, but the denoted percentile rangekigher than the later ones. This aspect could be
an indicator on the uncertainty of the UVB- 1 egyttal dose rates, especially for high SZAs since
they are not corrected for the non-ideal angulspoese of the instrument.

OMI/B086 comparisons result in extremely few co#lbons for the exact overpass minute (43 for
the all skies cases), thus the statistical sigamifie of the results is considered low, although the
percentages are not different from those of the QMU and OMI/UVB-1 differences. The low
number of coincidences during the satellite ovespgasexpected since B086 performs sky scans
within steps of 20 up to 40 minutes apart, makimg txistence of coincident overpass
measurements statistically rare. When checkingdba noon exact coincidences, the number of
paired satellite and B086 data is almost quadrydlé&, 63 and 69 for all skies, OMI clear skies
and NILU clear skies respectively, but still sm#l deduce a solid conclusion. It is though
reassuring that the results are similar to the at¢gined from the other comparisons, and as seen
in Table 3, for all cases and all comparisons,NHeJ clear skies incidences provide the smallest
median value of the relative percentage differenges/iding an additional means of verification of

the accuracy of the NILU data.

Table 4. Statistical analysis of the differences betwesthemal dose rates provided by OMI/Aura
and NILU/UVB-1/B086 for the 1-hour average valuesuad the OMI overpass and local noontime
(30 minute). OMI/AURA data are provided within adius of 50 km from the site location.

Differences with absolute values more than 150%evetiminated.

1h around Overpass 1h around Local Noon

(OMI-NILU)/NILU  All Skies  OMI Clear NILU Clear All Skies OMI Clear NILU Clear

N count: 2300 756 735 2298 755 774
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Median (%) 3.9 4.8 2.8 5.6 6.6 4.6

20/80 percentiles (%p.3/16.5 0.0/11.1 -3/8.6 -4.7/19.5  1.4/12.7 -10841

(OMI-UVB1)/UVB1

N count: 2300 756 735 2299 755 774

Median (%) 5.9 5.1 2.7 6.6 6.0 3.2

20/80 percentiles (%.9/22.8  -2.1/13.8  -5.1/10.3  -4.8/26.6  -0.9/15.35.0A1.1

(OMI-B086)/B086

N count: 1751 572 558 1448 485 523

Median (%) 6.9 7.1 4.6 5.2 6.1 3.7

20/80 percentiles (%%.3/25.6  0.0/14.8 -2.9/12.2 -5.3/24.0 0.7/13.4 7M.l

When examining the 1-hour averaged values in Tdpia all cases, apart from the BO86 dataset
(1751 coincidences instead of 1448 for all skig® istead of 485 for the OMI clear skies and 558
instead of 523 for the NILU cloud-free cases at dhverpass and local noon respectively), the
number of coincidences were similar between theur ldata around the overpass and the local
noon. The median differences tend to show an emthaeerestimation by OMI for all cases (1h
around overpass and local noon), for all and d&grconditions, when compared to the exact time
coincidences. On the other hand, the 20/80 peteergnge seemed to be little affected by the
temporal averaging of ground-based data, with tmaparisons for the 1-hour averaged values to
correspond in slightly smaller percentile range00%), again with the clear skies cases presenting
the smaller range (12%-15%). As seen in the tdhke,1-hour averaging favoured the number of
coincidences under all skies cases in all compasiswith the ground-based instruments.
Furthermore, the temporal averaging ended to smp#ecentile ranges in most of the cases for
both, exact and local noon, time matching. On tihrerohand, the median differences were slightly
higher since OMI sees the pixel area at the exaatpass time, while the characterization of NILU
cloud-free cases within 1 hour can result to déferoutcomes based on the limitation set on the 1-
minute cloud-free cases (in our case a 70% abuedahcloud-free minute points was applied).
Therefore, careful consideration of all availabl®ices should take place based on the available
data and the scope of each study, since exact@as&rpatch and time averaging present their own

benefits, while also introduce certain limitations.
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To further investigate the accuracy of the OMI beyhal dose rates and since the OMI dataset also

provides additional information regarding the Qtyaklags on Pixel Level (UVBQF), an analysis
on limiting OMI dataset based on the UVBQF was gieoformed. This 16 digits binary flag

elaborates on special characteristics for the guali the OMI retrieved data and the input

information used in the satellite retrieval algonit For the UVBQF limitation, the usage of the
TOMS 380 nm monthly LER (MLER) climatology (Hermand Celarier, 1997) and the usage of
the moving time-window (MTW) climatology (Tanskanet al. 2003) were permitted for the

surface albedo, along with the application of teoaol correction.

Again the exact overpass and local noontime weaenied [able 5), while the potential of any

improvement on the comparisons by a time averagwag,also analysed ifable 6.

Table 5 Statistical analysis of the differences betwesthemal dose rates provided by OMI/Aura

and NILU/UVB-1/B086 for the exact overpass and lagaontime coincidences when restrictions

on the UVBQFlags were imposed. Differences withoslie value more than 150% were

eliminated.

UVBQF Limited Overpass

Local Noon

(OMI-NILU)/NILU  All Skies

OMI Clear NILU Clear All Skies OMI Clear NILU Clear

N countt 947 277 322 1121 310 381
Median (%) 3.0 4.7 4.6 4.9 6.3 3.2
20/80 percentiles (%B.6/17.7 -1.0/11.3 -5.1/8.4 -7.3/24.6 1.3/13.2 87
(OMI-UVB1)/UVB1

N countt 948 277 322 1122 310 381
Median (%) 5.1 4.5 2.0 6.8 6.1 2.2
20/80 percentiles (%5.8/23.2 -2.7/13.9 -5.9/9.6 -6.4/32.1 -1.0/16.6 .2/8.8
(OMI-B086)/B086

N count: 20 4 6 96 31 34
Median (%) 5.2 9.0 2.4 4.2 9.3 0.2
20/80 percentiles (%).2/38.2  1.3/15.1 -0.7/6.0 -7.0/15.4  -0.4/129 4/98

Once again, the temporal averaging of 1-hour faswuthe number of coincidences between
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satellite- and ground-based data, while the UVB{@ftation results in a significant reduction of
the original coincidences. The quality flag thadgwced almost 36% reduction of the original OMI
dataset under all skies was the second in order @¥Bag, which refers to data retrieved under
suspicious inputs into the radiative transfer mo#er the limited dataset, the observed median
differences under all skies conditions denoted that OMI local noon data, exact and 1-hour
averages, overestimate the NILU erythemal slightlyre, by 4.9% and 5.8% respectively, when
compared with the values at the exact and 1-hoerages at the satellite overpass time (3.0% and
3.9% respectively). The same pattern was obsemethé OMI/UVB-1 comparisons, though the
overestimation of the OMI data was found to be 5d¥ 6.4% for the exact and 1-hour averages at
the overpass time, compared to the respective a@d67.5% median differences of the noontime.
In general, the 20/80 percentile ranges are laggethe noontime values when compared with the
ones at the overpass for both NILU/UVB-1 and OMinparisons (31.9% for the NILU and 38.5%
for the UVB-1), while the 1-hour mean values endstoaller range due to the time averaging,
27.2% and 34.3% respectively. Again, the 1-houetemeraging resulted in higher overestimation
in OMI retrieved erythemal dose rates, while itdaked the number of the paired satellite and
ground-based data. The percentile range was snfiatléihe time averaging case, meaning that the
compared data, OMI and NILU/UVB-1, presented les®tering that those that resulted from the
exact matching with imposing the UVBQF limitatioBince the UVBQF limitations did not
improve the comparison statistics and reduced fsgnitly the number of coincidences on the exact
overpass, the application of such limitation shdagccarefully considered especially in cases where

the original dataset is limited in number.

Table 6. Statistical analysis of the differences betwesthemal dose rates provided by OMI/Aura
and NILU/UVB-1/B086 the 1-hour averaged values atbthe OMI overpass and local noontime

(x30 minute). Differences with absolute value mibr@n 150% were eliminated.

UVBQF Limited 1h around Overpass 1h around Local Non

(OMI-NILU)/NILU  All Skies  OMI Clear NILU Clear All Skies OMI Clear NILU Clear

N count: 1131 312 315 1151 315 332
Median (%) 3.9 5.5 2.3 5.8 7.1 4.5
20/80 percentiles (%p.3/17 0.0/12.1 -4.2/8.8 -5.4/21.8 1.5/13.6 -0691

(OMI-UVB1)/UVB1
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N count: 1132 312 315 1152 315 332

Median (%) 6.4 6.1 1.9 7.5 6.6 3.1

20/80 percentiles (%$.8/24.6  -1.3/14.3  -5.1/9.6 -4.7/29.6  -0.1/16.6 .5/51.3

(OMI-B086)/B086

N count: 857 248 241 708 206 223

Median (%) 7.9 8.3 4.7 5.6 6.8 3.7

20/80 percentiles (%4.8/26.1  0.3/16.8 -3.0/13.1 -6.5/27.0 1.1/23.6 14.2

For the cloud-free cases identified by OMI, the rmedvalue at the exact overpass was equal to
4.7%, while at the local noon the correspondingueails 6.3%. These numbers were slightly
improved to 4.5% and 6.1% for the UVB-1 comparisghsimilar behaviour was detected for the
1-hour average comparisons for the OMI clear casd#®re the overestimation of the satellite
against NILU retrieved dose rates was 5.5% fordherpass and 7.1% for the local noon. The
corresponding values for the UVB-1 data were 6.1% 6.6%. When imposing the cloudiness
characterization, the scatter of the coupled OMlNdata at the overpass, which is presented in
the 20/80 percentile form, was restrained to -110%@% for the OMI clear cases to -5.1%/8.4% for
the NILU clear cases for the exact matching. Howethe time averaging did not improve much
the interquartile range in the OMI/NILU comparisons

Regarding the OMI/UVB-1 results, again the NILU idefl clear cases resulted to lower median
differences and scattering for both overpass acal lmoontime exact time matching. The averaging
around the overpass time, similarly to the OMI/NIlddmparisons, resulted to slightly higher
median values of the relative percentage differenatereas the interquartile range of the results
was not improved drastically.

Although the OMI/B086 comparisons resulted in alfgen@ample size, especially during the exact
time matching, the comparison results were in ages¢ with the comparison results using NILU
and UVB-1 data.

Based on these findings, we can conclude that imgdee UVBQF limitation to the original OMI
dataset did not significantly improve the comparisesults. The number of coincident ground- and
satellite-based data was significantly reducedliteated cases under the imposed limitation, while

the 1-hour averaging with UVBQF imposed limitatiofes/oured the number of coincidences
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between OMI and NILU/UVB-1 data when compared wltbe exact time matching. Similarly to
previous findings, the scattering of the comparssamas generally less when applying the 1-hour

time averaging, but the overestimation of OMI wdstdnigher for this case.

Summarizing, no significant deviations between tberelation statistics were seen in all tested
combinations: exact overpass, exact local noonput-laverages around the exact overpass and
local noon, and the implementation of the UVBQF itation on all previous combinations.
Although cloud-free cases resulted in better cati@h statistics, the all sky cases also presented
low median differences as well, while the scatgrof the comparisons was higher under all
cloudiness conditions, as expected. In generahvanestimation of the OMI erythemal product by
3-6% on average is expected when examining thepassr comparisons. For the noontime
estimations, OMI seems to overestimate by 4-8%ceSthe overpass time and the local noontime
do not match (the mean visiting time over Thesskias 11:45 UT, while the local noon is at
10:26+10 UT), the noontime values are in practicggetions of the overpass time values through
model simulations based on the overpass atmospbenistituent retrievals, which can introduce

higher uncertainty levels in the OMI retrievals.

To visualize the findings of the discussion abow@malized Taylor diagrams (Taylor, 2001) of the
1-hour averages for each ground-based time seses pvoduced for the overpass and noontime for
all skies, NILU clear skies, and OMI clear skieshwut taking into account the UVBQF limitation
that would lead to lower number of coincidences. IQivhe series statistics were used as the
reference dataset (black reference dot/line onrEi@l for the shake of comparability between the

different ground-based instruments.
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Figure 2 Normalized Taylor diagrams between OMI andNILU, UVB-1 and B086 erythemal dose rates for the -hour time

matching choice around overpass (left panel) and aund noontime (right panel). OMI erythemal data wee used as the
reference dataset (black dot on the diagrams), wthdl the statistics of NILU data are presented as cires, UVB-1 data as
squares and B086 data as diamonds. The colours regent the cloudiness constriction imposed on each aymd-based
dataset. Both standard deviations and centered roanean square errors were normalized to the standardeviation of the
reference dataset.

For the overpass comparisons in Figure 2 (left pam®th NILU and UVB-1 data under all
cloudiness conditions, showed high correlation fcdehts (>0.95) when compared with the
corresponding OMI dataset, while the standard dievia for most of the ground-based data were
found to be slightly higher than that of the OMkaikset, apart for the NILU data under the NILU
clear sky restriction. The centered root mean sgearor (CRMSE) is a means of measuring the
difference between the two compared datasets regjeany observed bias between the two of
them. For the overpass comparisons, the normal@2BdSE ranged between 0.21 (for the
OMI/NILU comparison under NILU defined cloud freeases) and 0.41 (for the OMI/B086
comparison again under NILU defined cloud free spse

For the noon comparisons provided also in Figufeight panel), again the observed correlation
coefficients (R) ranged between 0.94 and 0.96 afmrtthe comparisons performed for the
OMI/B086 datasets (R=0.93 for all skies and OMhkclskies, R=0.88 for NILU clear skies). In all
cases the normalized standard deviation was higfen the corresponding in the overpass
comparisons, denoting that for the noontime conspas the ground-based data revealed higher
variability that the one corresponding to OMI noealues. Similarly, the CRMSE values were
higher than the ones for the overpass comparise24-0.41) further supporting the findings in
Table 3.

Based on these summary comments, we can conclatiedbh comparison scheme can be used to

serve specific purposes based on the scope ofstadl with equally well representation of the
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statistical results. Overpass coincidences wereggrdo present better statistical results, sincd OM
measurements are taken at that particular timdevithhour averages of ground-based data around
overpass time provided larger number of pairedligateand ground-based erythemal data. Cloud-
free cases, defined by the NILU PAR algorithm, jaeva stricter limitation than OMI defined clear
cases where the upper limit of LER<0.1 might reBultlouds present within the OMI pixel. Users
should also take into account the size of the foalaset, since as already discussed, specific
limitations (cloudless skies, UVBQF limitation, lied BREWER datasets) can significantly

reduce the amount of the paired satellite and gialata.

Since the differences between satellite and gralatd are influenced by a set of parameters, like
SZA, cloud optical thickness, ozone and AOD, in tblbowing sections a thorough analysis is
performed hoping to locate the main source of theeoved discrepancies. For this evaluation, both
exact and 1-hour averages around the overpassuwaresutilized, while the UVBQF limitation was
not applied to avoid ending with a low number ohcalences.

4.1.The SZA dependence

For aerosol and cloud-free scenes and non-snowiidaces the accuracy of the OMI erythemal
dose rates depends mainly on the accuracy of thieeozolumn (OMI Algorithm Theoretical Basis
Document Ill). The total root mean square (RMSpeis 3 % for a SZA of 50) while this RMS
error increases for increasing SZA and for shold&tB wavelengths. Thus, OMI erythemal
retrieved values are expected to present a SZAndigpee, with increasing uncertainties in higher
SZAs.

In order to investigate the SZA dependence of thd @ataset, the exact overpass time match was
used to avoid discrepancies due to different SAZ#yea within an hour between winter and summer
periods. In Figure 3, the relative percentage dhfiees between OMI and NILU (left panel), and
OMI and UVB-1 (right panel) were plotted againseé t8ZA at the time of the satellite overpass
(upper panels). Median differences 8f%ZA bins were also investigated (lower panels)ijeviine

20/80 percentile range is also given in the forrerobr bars.



522
523
524
525
526
527
528

529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545

546

OMI, Exact Overpass OMI, Exact Overpass

~ 150

 y=0.14x-0.19

" R=0.98

L y=0.16"x-4.2
R=0.97

o y=0.36"x-8.4
R=0.98

. y=0.37"x-12.02
R=0.97

I >
Sateliite Clear Skies ~ ~ k
100 NILU Clear Skies

Satellite Clear Skies
100} NILU Clear Skies .

=
a

CMI-NILU/NILU CIE Dose Rate(%)
OMI-UVB1/UVB1 CIE Dose Rate(%

=]

Median of 5% Bin
N
-]
|
=
b
e
o
B
Pal
gL
=t
e
Median of 5° Bin
N
=]
4
B
o
%
8|
&
| =
o
-

s
- o
o

: : ‘ ; L
20 30 40 50 60 70
SzA (%)

. . . . .
10 20 30 40 50 60 70
SZA (%)

Figure 3 SZA dependence of the relative percentagifferences between the NILU and OMI erythemal doseates (left panel)
and the UVB-1 and OMI (right panel) at the exact OM overpass time under cloud-free instances. Casesere the OMI LER
values are less than 0.1 are characterized as OMIl€ar Skies and are depicted in blue, while data ideified as cloud-free
based on NILU PAR measurements, are indicated as NILWClear Skies and are depicted in red. The linear ragssion
equations are also displayed while the correlationoefficient ® between the original datasets OMI/NILUand OMI/UVB-1 is
also provided (upper panels). Median relative peragtage differences of 8 SZA bins are presented along with the 20/80

percentile values depicted as error bars (lower paais).

Based on Figure 3, left panel, there is no sigarficevidence of a SZA dependence between the
OMI and NILU estimates. When moving to higher SZ&lues, above 55°, the 20/80 percentile
range becomes wider even for the cloud-free dat@gomplying that at the higher observed solar
elevations, the two datasets present higher scagtirat possibly led to an ascending small trend i
the slopes of the regression lines. On the rightpaf the same figure, the exact same comparison
plots are given for the OMI and UVB-1 retrieval®rRhis later comparison, as seen in the lower
panel, there is a stronger SZA dependence for Sibase 50, with higher slopes, almost double
the slopes seen in the OMI/NILU comparisons, amgeloy intersect values. This aspect could be
probably attributed to the UVB-1 dataset that wasaorrected for its non-ideal angular response.
Still, all datasets present high correlation cesffits (>0.97) in all cases, with the stronger
correlation observed under the satellite clearsstastrictions.

Generally, as seen in the lower panels of Figur®Id] erythemal values presented a relatively
small SZA dependence that resulted in higher otieration of the product for SZAs above’@or

the greater area of Thessaloniki, Greece; therefoMl data should be treated with caution for
SZAs exceeding 60

4.2.The Ozone dependence

The validation study of the OMI total ozone colunff®C) by Zempila et al. (2017a), proved that
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on average OMI underestimates the TOC levels by.-Si#¢e the OMI algorithm utilizes the TOC
information to derive the erythemal dose rates, difteerences seen in TOC are expected to
influence the relative percentage differences @& tetrieved values between the satellite- and
ground-based instruments. To explore the influesicthe TOC, OMI TOMS TOC estimations
were compared against the NILU TOC values retridsyed NN developed for this specific purpose
(Zempila et al., 2017a). In Figure 4, the relajpeecentage differences seen in erythemal dose rates
between OMI and NILU are plotted against the re&afpercentage differences in TOC between

OMI and NILU under cloud-free cases for the 1-hawerages around the OMI overpass time.
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Figure 4 Erythemal relative percentage differences é&tween OMI and NILU data against TOC relative percenage
differences again between OMI and NILU. The linear last square fits are also presented. The comparisoase performed
only for cloud-free cases for the 1-hour averages@und the OMI overpass time using the OMI cloud refiction (LER<0.1)
and the NILU PAR based cloud restriction (Cloud-freel-minute data>70%).

For the comparisons between OMI and NILU preseirtddgure 4, most of the differences seen in
the TOC values lying within £3% (x-axis range). &spected, when OMI TOMS TOC values are
less than the corresponding retrieved by NILU mesments, OMI is higher than the NILU derived
ones. This fact results to descending slopes fir MI and NILU defined cloud-free skies that
were proved statistically significant via F-tesrgager significance was seen in the satelliterclea
skies cases where the p value was of the orded ffierformed on the datasets. In general, a mean
underestimation of 2% in TOC by OMI under cloudefreonditions, as stated by Zempila et al.
(2017a), can lead to an average overestimatioharxMI data of 1% to 5%, for the NILU clear

skies and OMI clear skies respectively. Consequenters are suggested to bear in mind that a
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part up to 5% of the overestimation in OMI datalddee introduced from deviations seen in OMI
TOC retrieved values under clear skies.

4.3.The Aerosol dependence

Due to the imperfect knowledge of the optical prope of the aerosols, non-absorbing and
absorbing ones, and pollutants in the boundaryr)aye retrieval of the OMI UV products is
limited and the comparisons with ground-based degaexpected to be influenced by deviations of
AOD from the values that OMI uses to derive its pidducts (Arola et al., 2009).

To investigate the effect of aerosols in the obserwelative differences between satellite- and
ground-based erythemal data, aerosol optical dgggitB40 nm from the CIMEL sunphotometer that
operates in Thessaloniki, were also used (Balal.e2010). According to Kazadzis et al. (2007),
aerosol optical depths in UV experience a seaseawddtion in Thessaloniki, with higher AOD
values at 340 nm retrieved in August and lower eglun December. Furthermore, in Thessaloniki,
the aerosols are a contribution of marine, mindredt and anthropogenic sources that make the
aerosol scene more complex. In the same study, tbajectories proved that additionally to local
aerosol sources, transport of aerosols takes piapecially during the summertime. It was proven
that air masses coming from the North and Northdfaglirections result in high aerosol loads over
Thessaloniki, while minimum AOD is associated w#in masses originating from the Atlantic
Ocean. These findings clearly denote that in THes#a the aerosol optical depths are a result of a
rather complex mixture that makes the AOD retridwalspace-born instruments a non-trivial task
(Koukouli et al., 2006).

CIMEL provides measurements of aerosol optical ldepsince 2011, thus only 4 years of
measurements were available for this evaluatiorai®gthe datasets were distinguished into two
categories, one comprising for the cases were té d@tected LER values below 0.1, while the
second set only included measurements during whielNILU cloud detection algorithm resulted
into more than 70% cloud-free moments within therh@around the overpass. In order to increase
the data points, 1-hour averages around the ov&tpas were taken into account, while the NILU
and B086 data were used to minimize any influeridcke@SZA dependence seen in the OMI/ UVB-
1 comparisons (Figure 3). Although the statistisaimple is small, OMI erythemal dose rates
showed a slight dependence on the aerosol lodtkeatite, especially in high AOD values, in both
discriminations of cloudless cases and comparisoMi/NILU is shown in Figure 5 (left panels)

and OMI/B086 in Figure 5 (right panels). This belbav can probably be attributed to the way that
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the correction on OMI UV irradiances is performeaséd on monthly AOD and SSA climatology
at 315 nm (Arola et al., 2009), that probably cdnnterpreter high aerosol loads at the station.
Cases with more than 0.7 AOD cover for the OMI didree skies occupied 3.2% of the total

dataset, while under the NILU cloud-free limitatitis percentage augmented to 6%.

100

OMI, T hour mean around Overpass

Satellite Clear Skies
NILU Clear Skies

50

I y=19.38"x-1.79

R=0.99
4 y=6.26"x-0.94
: ]

=0.

OMI-NILU/NILU CIE Dose Rate(%)

50 L 1 L L

i
N=347 1

1.2

0 0.2 0.4 T N=328 .

£ 40 T T

o

s 20t — =TT l - —

5 = [T e 4 el l.T_ a4 ]

£ of% o @ R i f =5 |

o

(3

= .20 ! L L L L L
0.2 0.4 0.6 0.8 1 1.2

AOD @ 340 nm

1.4

100

OMI-B086/B086 CIE Dose Rate(%)

-50
0

40

20

Median of 0.1 Bin
=]

501

Satellite Clear Skies
NILU Clear Skies

OMI, T hour mean around Overpass

- y=13.44"x+3.25
" R=0.9

o y=415°%+2.72
1 Re=g.89

0.4 o N=265 © N=270 1

1.2 1

|
i
I
T
—

—20‘:|

I
0.2

0.4 0.6 0.8 1
AQCD @ 340 nm

L
1.2 1.4

Figure 5 Erythemal relative percentage differences étween OMI and NILU (left panel), and OMI and B086 (ight panel)

data against AOD estimations from a CIMEL sunphotome¢r at 340 nm. The least square linear fits are alsaresented, while
the correlation coefficients between the OMI/NILU ard OMI/B086 datasets are also depicted (upper panelsThe median
relative percentage differences of the relative ethiemal dose rate differences within 0.1 bin of AORre provided in the lower
panels, while the 20/80 percentiles are depicted asror bars. The comparisons are performed only forcloud-free cases for
the 1-hour averages around the OMI overpass time ugg the OMI cloud restriction (LER<0.1) and the NILU PAR based

cloud restriction (Cloud-freel-minute data>70%).

Based on the findings in Figure 5 (left panel), emithe NILU defined cloud-free cases, the average
overestimation of the OMI erythemal dose rates 6s3% per AOD at 340 nm unit. Since the
average AOD at 340 nm during the examined peridi48+0.25, the expected average percentage
overestimation of OMI values is 2.8%+1.6%. This f@mwas tripled when examining the OMI
cloud-free cases. Similar behaviour was observeditfe OMI/B086 comparisons, but smaller
slopes were obtained, verifying that OMI tends terestimate the erythemal dose rates for cases
where high aerosol loads were measured at Thedsgaltinshould be also highlighted that the
OMI/NILU comparisons presented high correlation ftioeents (>0.98) in all cases, while the
OMI/B086 comparisons showed lower correlation dogfhts mainly due to the way that the time
match was performed due to the smaller number 86Bpectra measurements.

Nevertheless, the obtained comparisons showedr lzgteement between OMI and ground-based
measurements than the one revealed by Kazadzls (@089) since the OMI algorithm currently

corrects the UV products for absorbing aerosoledas the study by Arola et al. (2009). Users
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could combine the information provided by OMI redjag the retrieved AOD values in order to
assess the accuracy of OMI erythemal product aragyply an upper cut-off limit to achieve better

agreement between ground- and satellite-basedeengthvalues.

4.4.The Cloud dependence

Since the OMI algorithm interprets clouds as a amif cover over the pixel, an analysis on the
effect of clouds should take place in order to eatd the performance of the satellite algorithm
under various cloudiness conditions. As mentiorefdre, OMI provides an estimation of the COT
seen within the pixel at the exact overpass timeaddition, the study by Vasaras et al. (2001) uses
8-minute averages of 1-minute measurements of @it i CM21 pyranometer that is operating at
LAP/AUTh since 1993, to determine whether the messent was taken under stable or unstable
cloudy conditions or under unoccluded sun diskortler to investigate the influence of the clouds
on the relative differences, overpass exact timécimag data (coincidence within one minute)
under all skies conditions were used. The sun dalerage information provided by the CM21
cloud description algorithm introduced by Vasarasak (2001), was also included into the
comparisons. Based on the algorithm, cases whersuh disk was completely covered by clouds
were identified as “stable-cloudy” conditions, véhilunstable-cloudy” conditions stated the state
where the sun was partially covered by clouds. ddses where clouds were present in the horizon
and were identified by the NILU PAR cloud-screenaigorithm, but the CM21 algorithm resulted
to unobstructed sun disk were identified as “unedetl sun disk” instances. Results of the

comparisons under these three cloud identifiedumstances, are shown in Figure 6.

OMI, Exact Overpass OMI, Exact Overpass
150 T 150 T T
= -0.01%, 20/80 percentile:-10.09/19.71 = 0.69%, 20/80 percentile:-8.97/32.74
Stable-Cloudy - 3.82%, 20/80 percentile:-13.51/33.41 Stable-Cloudy t| ¢ 9.24%, 20/80 percentile:-10.28/41.23
N=135 - 2.22%, 20/80 percentile:-7.24/10.81 N=135 - 2.4%, 20/80 percentile:-7.45/13.76
Unstable-Cloudy STETEe T - Unstable-Cloudy B J=1 . .o
100 N=807 + T . 5 i Y- il 100 N=907
Unoccluded Sun Disk | T s t Unoccluded Sun Disk
— N=142 e A | o F N=142
9 F Lal Sile =
o &g ” | L5
5 sof . i o s0f
5 4 -
= g
= - 2
| S o
E o 3 o
z H
Q o ;
HIRE - |
50 ‘ 501 v
|
|
|
| |
-100 5 X 5 ‘1 ] -100 ") 3 5 < 2
10 10 10 10 10 10 10 10 10 10
OMI Cloud Optical Thickness OMI Cloud Optical Thickness

Figure 6 Relative percentage differences of the OMand NILU (left panel), and OMI and UVB-1 (right panel) derived
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erythemal dose rates are presented at the exact apass time against the COT values reported by OMI ira logarithmic x-
axis (upper panels). Three cases were distinguishashsed on the CM21 cloud-flagging algorithm: (i) Sthle-Cloudy
conditions during which the sun disk is completelyobscured, (i) Unstable-Cloudy conditions during wich the sun disk is
partially covered by clouds, and (iii) Unoccluded sn disk during which NILU PAR algorithm detects clouds while the CM21

algorithm reports unobscured sun disk. Median diffeences along with the 20/80 percentile range aresal depicted.

As seen in both panels of Figure 6, the discrepsnibetween the two sets, ground- and satellite-
based, become higher with higher cloud opticakimsses seen by the satellite sensor that could be
attributed to the fact that at higher COT valuesdiances are too low resulting to higher relative
percentage differences. Since OMI receives badesedtirradiances from an area between 13x24
km?in the nadir to 24x102 kfion the edges of the OMI swath, the optical geomistsjgnificantly
different from the single point measurements thdtWNand UVB-1 perform. The presence of
scatter clouds over the horizon can lead to comicadiation scenes that are impossible to
capture by nadir-viewing satellite measurements. l&gger COT values, the scene seen in both
OMI/NILU and OMI/UVB-1 comparisons was rather comepled, with cases where OMI
underestimated (negative relative percentage diffees) and cases where OMI overestimated
(positive relative percentage differences). Fohlmanels in Figure 6, there was an unequal spread
of the percentage differences, where cases durimghwOMI overestimated resulted in higher
comparison numbers (>50%), while the cases durimgiwOMI underestimated the erythemal dose
rates resulted in relative differences greater tHz0%0. This fact, along with the fact that the
number of points with positive relative percentaiféerences, 1191 for the OMI/NILU comparison
and 1234 for the OMI/UVB-1 respectively, was larg¢ieain the one with negative differences, 822
for the OMI/NILU and 755 for the OMI/UVB-1 compaoss respectively, led to an average
overestimation in OMI retrievals.

To further investigate this aspect, histogramshefrelative percentage differences were examined
for the 3 cloudiness conditions where the LER valueported by OMI were more than 0.1
(LER>0.1), in order to verify that the OMI was alseeing clouds into the pixel.
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Figure 7 Histograms of relative percentage differeces between OMI and NILU (left panel), and OMI and W/B-1 CIE (right
panel) dose rates for three cloudiness conditiongg described in Figure 6). The results are presentddr cases where the
OMI LER values were more than 0.1 (LER>0.1).

The histograms in Figure 7 revealed distinct paermong the three cloudiness condition groups
that are consistent in both NILU/OMI and UVB-1/Oktbmparisons. Under a partially covered sun
disk (unstable cloudy conditions), both distribagoin the left and right panel of the figure, are
wide, with low count numbers, while OMI seems talerestimate the NILU erythemal dose rates
since the majority of the points were piled inte tiegative relative percentage difference aret (lef
panel). This behaviour could be partially attrimuteo the fact that OMI treats clouds as
homogenous while it assumes that they cover thelevpixel of interest. Thus, when direct
radiation is present, OMI tends to underestimate ¢nythemal values. Furthermore, a weak
secondary peak seemed to be present in the OMI/UM®mparisons under unstable cloudy
conditions (right panel of Figure 7) leading toleg number of positive percentages, probably due
to SZA dependencies as discussed to a previousis€Bection 4.1) and/or low area of unobscured
sun disk.

When limiting the datasets to instances where thevgas completely covered by clouds (stable
cloudy conditions as they are referred to in Figdyethe distribution is quite wide and skewed
towards positive relative differences, which destathat OMI overestimates the corresponding
ground-based values for most of these cases. Fortihe, again in OMI/UVB-1 and possibly in
OMI/NILU comparisons, there is a secondary wealaakpimplying that under certain conditions
when the sun disk is completely covered, OMI tetwdsverestimate the erythemal dose rates by
45% or more. In this occasion, the exact positibthe station does not interfere with the results,
since the diffuse radiation dominates during th@eadiness conditions, something that is not the

case for the other two classified groups (unstatieudy and unoccluded sun disk). An
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underestimation of the cloud optical thickness byiQ@ould lead to higher erythemal retrieved
rates than the corresponding ground-based values.

For the cases under which the sun was uncovered]igiribution of the percentages is narrower
when compared to the other two cloudiness casesthenpeaks were approaching zero percentage
values for both the OMI/NILU and OMI/ UVB-1 compsoins. For these occasions, one would
expect the OMI to retrieve in general lower erytlhénwalues than the real ones, since the retrieval
algorithm assumes that clouds cover the whole pixkile an unoccluded sun disk would result in
higher direct irradiances and thus higher erytherahles.

Although the major difference between these compas results from the fact that OMI
measurements represent the mean surface erythesalrates over a wide region rather than at a
point as is the case with ground-based data. Ih somparisons, OMI tends to overestimate the
erythemal dose rates under cloudy conditions. Hewevery large differences revealed for very
high COTs (>10) in figure 6, are linked with GHteatuation on the order of ~300% compared with
cloudless skies. Therefore, these differences affeeting the statistical evaluation but in pragtis
they were differences seen during very low irradetevels. OMI data users are encouraged to
examine thoroughly the cloudiness information pded by OMI (LER, COT) in order to

concatenate accordingly the dataset based onstiuely purposes.

4.5.The UV index comparisons

Although UV index (UVI) and erythemal data are eeqmions of the same biological parameter -
the erythema of the human skin when exposed to &af sadiation - in most health related studies,
the UV index is the common parameter describingetfiects of exposure to solar UV radiation
(WHO, WMO, UNEP, ICNIRP, 2002; Lucas et al., 20@k¢e & Weinstock, 2005; Gongalves et
al., 2011; among others).The instant UVI is in fdet erythemal dose rate (in Wmultiplied by

40 (Vanicek et al., 1999; WHO, WMO, UNEP, ICNIR®02). This measure was first formulated
in Canada to result to a maximum value of 10 at tbgion, while it was adopted by the World
Meteorological Organization 2 years later, in 199HO, WMO, UNEP, ICNIRP; 2002, Fioletov
et al., 2010) as a means of an easier interpratatiche UV exposure risks and rise of public
awareness.

Nowadays, NASA’'s Earth data webpage (https://eatthdasa.gov/earth-observation-data/near-

real-time/download-nrt-data/omi-nrt) provides OMVUdata in near real-time (average latency:

100-165 minutes which is expected to be reducedesr future), thus supporting the efforts for
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timely distribution of data related to earth obsion, environment protection and public
awareness.

Since for health studies the higher values of U¢l@& most importance during which the impact of
solar UV exposure is more immense, the study fatasethe cases were the OMI UVI was lower
than the NILU detected one. Among the ground-bas@tlable measurements, the NILU data were
chosen to depict this aspect due to better statisfiults (Section 4). Here only the discrimination
between satellite cloud-free cases (LER<0.1) wgsosad onto the datasets since this information
is available to all data users, while the 1-houramevalues around the overpass time were
investigated to maximize the number of coincidences

To depict this aspect relative percentages (Nurobeases where U¥l<UVIyu over the total
number of coincidences within the OMI UVI bin) feach OMI UVI bin of 1 unit width were
plotted in Figure 8. The differences between theld)M\OMI and NILU, were classified in
differences of 0.1 as presented in the colour b&figure 8. For the “Low (UVI<3)” UVI levels,
OMI underestimated up to 10% the UVI values, buttfese cases the impact on humans and
ecosystems is low due to the low intensity of theé tadiation. For the moderate UVI range
(3<UVI<6), OMI had a maximum underestimation of 0.9emtcompared to the NILU UVI for the
bins of 4-5 and 5-6. This would not affect the sktrts on the UVI levels, since even with this
underestimation the OMI derived UVI would resultie moderate UVI classification. For the high
UVI levels(6<UVI<8), the differences observed in the 6-7 OMI Ubih could lead to a false
indication of moderate UVIs, since differences lesw 0.9 and 1.1 were observed. However, these
cases only occupy 2% of the points in this paréicllin. For the adjacent bin of 6-7 OMI UVIs,
although differences can reach up to -0.6 with Qiddlerestimating, the outcome UVIs would be
still characterized as high, thus the proposedegtmn measures for this level of UVIs would not
be altered. The same applied to the characterizetligh UVIs (8-10), where the maximum
underestimation was -0.6 in the 8-9 bin. Althoulgis tunderestimation in OMI UVIs is relatively
high, it would not affect the alert on the UVI lévesince it would result to a high UVI
classification.

Thus, we can conclude that OMI UVI values are bdiavhen concerning the characterization of
the ambient UV radiation impact as low, moderatighhand very high in the greater area of
Thessaloniki for the period 2005-2014 under clowe fskies where the impact of exposure to solar

UV radiation is more intense.
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5. CONCLUSIONS

In this study ground-based measurements, modeha&sts, and satellite retrievals of CIE effective
dose rates have been formed, compiled and assbd¢@tboroughly analyse their accuracy at the
mid-latitude UV and Ozone monitoring station in tha&boratory of Atmospheric Physics of the
Aristotle University of Thessaloniki, Greece.

A NN was trained on NILU-UV multi-filter radiometeirradiance data at 5 different UV
wavelengths together with collocated spectra froBrewer MKIII spectrophotometer to produce
1-minute time series of erythemal dose rates. Eumbre, the NN erythemal dose rates were
compared with UVB-1 measurements at the same teahpesolution (1 minute) to provide the
level of agreement between the two ground-baseadsdtst. The comparisons between the mean
hourly values between the UVB-1 and NILU CIE doates revealed a good agreement of 0.86%
under all skies with 20/80 percentiles within thacertainty of the original measurements
themselves.

In the context of space born CIE dose rates, estgrni@aom the OMI/Aura instrument were used.
The NASA Aura Data Validation Center provides owampfiles including the OMI global attributes
and geolocation along with all instrument datad$el Under the data fields subsection, the
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erythemal dose rates are provided at the exacpassrtime and at the solar local-noon along with

the UV algorithm quality flags (UVBQF) and the UVéalues. For all the comparisons performed in

this study, satellite collocations within a radias 50 km from Thessaloniki were taken into

account, while differences of absolute value of %58nd more between satellite and ground

erythemal data were omitted.

The comparisons of the ground products with thellgat retrievals revealed the following major

points:

For the nominal comparisons at the exact overpasg, tOMI erythemal dose rates
overestimated the NILU-UV retrieved values by 2.5%hjle this difference was increased to
3.9% when compared to the UVB-1 data. Under cload-tases detected by the PAR cloud
binary detection algorithm, the percentage of thdl @verestimation fell to ~2% for both
NILU-UV and UVB-1 comparisons.

For the local noon exact comparisons, OMI presehigtier erythemal dose rates of about
4.1% when compared to NILU, slightly higher at 5.386 the OMI/UVB-1 comparisons.
When limiting the data set to cloud-free casesatireement between the satellite and ground-
based estimates was improved, with relative peaggntifferences between 2-3% for the

NILU-defined cloud-free cases.

In order to compensate for the OMI footprint and &my changes in cloud position and optical

properties, 1-hour averages around the overpagswiiene also considered.

The time averaging favors the number of coinciderimea 15% increase. Under all sky cases,
OMI overestimated on average the erythemal doss rait the overpass time by 3.6% when
compared to NILU and by 6.6% when compared to UVBala. Higher relative percentage
differences were seen when OMI data were relateBiO®6 estimates (~7%). These numbers
were decreased when the under investigation datasae limited to cloud-free skies: 2.8%,
2.7% and 4.6% for the OMI/ NILU-UV, UVB-1 and BO86mparisons respectively.

The time averaging of 1-hour around the solar lowaln time under all sky conditions, had not
major impact on the comparisons between OMI andWNULY and B086. When limiting the
original datasets based on the PAR cloud-screesgmyithm, the relative percentage median

values were found to lie within the range of 3-4.5%

For the comparisons performed, the limitation c¢ tAMI data based on the UVBQF was also

investigated:
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The imposed limitation decreased the available s#atdy almost 36%, while it did not
significantly improved the comparison statisticsaaly of the above-mentioned schemes: exact

and 1-hour averages around overpass and solamooatime, and cloudiness conditions.

In general, all comparison schemes (different gdelbised instruments, averaging practices,

comparison limitations) presented similar, moderatative percentage differences, with OMI CIE

data being higher than the corresponding groundébds more details:

Overpass comparisons resulted in better comparatastics than the noon comparisons,
since OMI estimates its noontime UV products basedhe measurement performed at the
overpass without taking into account changes imezaerosols and clouds.

Cloud-free cases defined by the NILU PAR algorithravided a more strict limitation than the

OMI defined clear cases where the upper limit ofRkB.1 might result in clouds present

within the OMI pixel.

Seasonal effects in the satellite estimates wes® iavestigated through SZA, ozone, aerosols and

cloud dependences of the relative percentage €iftess between OMI and ground-based

measurements.

OMI CIE retrieved values are expected to preséBZA dependence for SZAs above’Sllie

to higher uncertainty in the ozone retrievals. Tdwmnparisons between OMI and NILU-
UV/UVB-1 data, showed a tendency of OMI to overestie CIE dose rates for SZA above
60°, which was obvious for both all and cloud-freeeski

A mean underestimation in OMI TOC values by 2% unceud-free conditions led to an
overestimation of 1% to 6% in the OMI CIE data unclear skies cases.

Compared to the Kazadzis et al. (2009) study, ¢lsalts presented here were improved due to
the aerosol correction applied to all UV produdasédd on Arola et al. (2009). On average OMI
overestimated by ~6.5% per aerosol optical dep@@fpat 340 nm unit when compared to
NILU data. The average AOD at 340 nm during thengrad period was 0.43+0.25, therefor
the expected average percentage overestimatiolVbf@E values due to imperfect aerosol
treatment in the algorithm is 2.8+1.6%.

Since OMI algorithm treats clouds as a uniform tageer the entire pixel, different types of

cloudiness were investigated based on the stabledgl(fully covered sun disk), unstable cloudy
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(partially covered sun disk) and unoccluded surk dmslications acquired by the CM21 based

algorithm.

* In general under high COT values the discrepanoleserved between the satellite- and
ground-based were higher due to low values of albsalradiances.

» For the cases where stable cloudy conditions wetified (fully covered sun disk), OMI had
the tendency to overestimate the ground-based &ti& d

* For the unstable cloudy conditions (partially cecesun disk), the exact opposite pattern was
observed, with OMI data underestimating in gengéralground-based erythemal dose rates.

*  When the CM21 algorithm detected unoccluded suk digler cloudy conditions, OMI CIE
retrievals presented a narrow distribution aroueib zelative percentage differences, without
any obvious preference towards positive or negatigkies for both NILU and UVB-1

comparisons.

As the UVI is a mean of alerting the public on harneffects when exposed to solar UV radiation,

OMI overpass UVI data were also validated througblNestimates:

* OMI UVIs provided higher estimates than the grobwaded UVIs in most of the classifications
of UVI based alert zones (low, moderate, high, @eny high).

* For the cases where OMI UVIs were found to be lotixan the NILU retrieved ones, no
significant impact on the above mentioned classiitns was observed.

Therefore, the UVI classification under cloud-fie@nditions based on OMI estimates can be used

to alert public awareness in the greater area es3&loniki.

In conclusion, this comprehensive work elaboratedh® accuracy of ground- and satellite-based
estimates of erythemal UV dose rates and UVI valtesealing the merits but also the constraints
of the methods applied to both type of datasetsceSspace-borne data provide global coverage,
their UV products can be used to increase awaresfabe harmful effects of overexposure to UV
radiation and alert public when necessary. Theegfare believe that such studies are of high
importance in order to provide insight regardingtufea missions and facilitate potential
improvements of the future generation of UV measpsgpace born sensors.
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Highlights

» Vadidation of OMI CIE dose rates against several types of ground-based
measurements

» Different ground instruments, averaging practices, limitations, cloud conditions

 TheOMI CIE dose rate SZA, Ozone, AOD, and cloudiness dependences were
examined

* TheOMI UVIswere classified and validated for health related public aerts



