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Two-dimensional flow visualization and velocity measurement
in natural convection near indoor heated surfaces using a
thermal image velocimetry method

Qing Wu 2, Chang-an Zhu ¢, Lin Liu?, Jing Liu ®®*, Zhiwen Luo 4*

aSchool of Architecture, Harbin Institute of Technology, Harbin 150000, China.
Y Heilongjiang Cold Region Architecture Science Key laboratory, Harbin 150000, China
¢ China Southwest Architecture Design and Research Institute Co., Ltd, Chengdu 610000, China.
9School of the Built Environment, University of Reading, UK.

Abstract: Indoor velocity measurement techniques are categorized into point-wise and global-

wise measurement techniques. Currently, measurements are either intrusive or restricted to the
measurement area. This study presents a thermal image velocimetry (TIV)-based flow measurement
method that is suitable for visualizing indoor two-dimensional velocity fields near indoor heated
surfaces. The proposed technique uses only an infrared camera for mapping the surface temperature
fluctuations. Image processing steps that are used to recover the velocity distribution include the
decomposition of the video files into individual frames, the application of filtering to remove
background noise, cross-calculation to estimate the velocity, and a final velocity correction based
on the continuity equation. To investigate the feasibility of this method, natural convection was
studied close to a heated vertical surface in a rectangular cavity. Thermal image velocimetry and
particle image velocimetry (PIV) were used to visualize the flow field above a heating unit. The
results indicate that the airflow field can be visualized by TIV, and the results measured by TIV are
shown to be similar to those for the surface of 6 mm away from the heated surface measured by
PIV. A linear correlation is established between TIV and PIV.
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28 Nomenclature:

29 Abbreviations

TIV thermal image velocimetry
PIV particle image velocimetry
30  Symbols

x horizontal positon (m)

y vertical positon (m)

t the time of the first image (s)

t the time of the second image (s)

u velocity-x component (m/s)

v velocity-y component (m/s)
velocity (m/s)

val the value descripting the uniformity degree of the grids

r the ratio of the vectors that are different from neighboring vectors or outside the
physically possible velocity range

N the number of the vectors in the entire flow field

n the query value to find the critical grid when the val values of all the grids are
arranged in ascending order

valn the val value of the critical grid

u, the horizontal velocity of the critical grid for velocity correction (m/s)

Vi the vertical velocity of the critical grid for velocity correction (m/s)

Vinax the maximum velocity along a horizontal line near the warm vertical surface (m/s)

H the distance from the lower level of the heated vertical surface (m)

T, target surface temperature ( T or °C)

T, atmospheric temperature ( T or °C)

T, ambient air temperature ( T or °C)

K sampling size (pairs)

Zn coefficient determined by the confidence interval

a' root mean square velocity (m/s)

A time-averaged velocity (m/s)

S(4) the random sampling error of the time-averaged velocity (%)

E, the black body radiation intensity (W/ m?)

E, the radiant intensity detected by thermal infrared camera (W/ m?)

PIV6 PIV measurement results of the surface of 6mm away from the heated surface

PIV12 PIV measurement results of the surface of 12mm away from the heated surface

31  Greek letters

a horizontal displacement of the thermal spot (m)

B vertical displacement of the thermal spot (m)

AQ the temperature difference between the wall and the adjacent air ( T or °C)

& target surface emissivity

T atmospheric spectral transmittance

32 Subscripts
i the horizontal sequence numbers of the nine grids consisting -1,0,1
2
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j the vertical sequence numbers of the nine grids consisting -1,0,1

1. Introduction

Accurate quantification of airflow fields is of great significance in evaluating and creating
healthy indoor environments [1]. The currently conducted research on airflow fields can be
implemented using experiments and numerical simulations. Typically, numerical simulation relies
on accurate boundary conditions and experimental validation [1]. By contrast, experiments can
provide primary raw data of the actual airflow field and, therefore, is more reliable and fundamental.
Traditionally, experimental methods can be classified into two primary categories: point-wise and
global-wise measurements [1]. The point-wise technique obtains velocity information at pre-
determined representative points by arrangement of velocity measurement probes. Hot-wire
anemometer, hot-sphere anemometer, ultrasonic anemometer, and laser Doppler velocimetry are
common types of point-wise measurement techniques. Typically, point-wise measuring systems are
relatively precise and easy to operate. In addition, anemometers have fast response times and are
sufficient for turbulent measurements. Therefore, this method is widely used in numerous indoor
airflow measurement systems [2]-[5]. Global-wise measurement, such as particle image velocimetry
(P1V), particle tracking velocimetry, and particle streak velocimetry, can estimate the two-
dimensional or three-dimensional velocity vector distributions of an entire domain, and are applied
in numerous types of indoor airflow measurement systems [6]-[9]. Of these techniques, PIV is
thought to be the most extensively used optical velocimetry method for indoor airflow
measurements given its mature development level, an abundance of experimental literature, and the
availability of commercial systems [ 10]. Compared to point-wise measurements, the ability to obtain

detailed flow pattern makes PIV more advantageous for measuring extensive airflow fields.

The airflow measurement close to a heated surface is an important aspect for indoor airflow

measurements. Dominated by buoyancy originating close to a heated surface, the airflow is

significantly complex, and a thorough understanding of its characteristics is of great significance

for studies on room thermal comfort and energy efficiency [11]. The rising airflow induced by
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buoyancy generated close to the heated wall contributes to the air circulation in an entire room, and
can alleviate the heat loss and the thermal discomfort induced by the infiltration of cold air. To date,
there have been limited experimental studies [11]-[14] investigating the airflow field close to heated
surfaces. This discrepancy can be attributed to the complexities of the building environment and the
limitations of measurement technologies. The abovementioned measurement technologies have
rarely been successfully applied in actual measurements close to heated surfaces. The primary
reasons for this regarding point-wise measurements can be summarized as follows: a) because of
the complexity of airflow near the heated surface, it is difficult to predetermine representative points
indicative of the characteristics of the entire airflow field, b) the bulk of the point-wise probes are
relatively bulky and the arrangement of probe arrays would disturb the flow field and significantly
influence the accuracy of the results, and c) for probes that are electrically heated, such as hot-film
anemometers, additional thermal buoyancy is experienced around them, and this would introduce
considerable errors into the results [1]. For global-wise measurements, there are also practical
difficulties in the application of measurements close to heated surfaces. Specifically, a) tracer
particles accumulate readily on an actual surface that has a certain degree of roughness, causing the
particle concentration to be uneven in space, ultimately affecting the measurement, and b) because
of the limitations of the optical path and camera resolution, it is rarely applied in full-scale
measurements and the area is typically smaller than 1 m2 [15].

Infrared thermal imaging technology is a powerful method for measuring surface temperatures
and has been used for years in a variety of fields, including geography, military, medicine, and
aviation [16]-[19]. Compared to standard techniques, such as thermocouples, the thermal camera

can obtain data from the entire surface temperature field without accessing the target surface. Based
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on this property, an infrared camera can be used to estimate the temperature and compute the heat

flux of complex flows [20] [21] [22]. Because of the high-spatial resolution and the ability to sample

the spatial and temporal changes of surface temperatures, infrared thermography has significant

potential in climatological studies. A. Christen et al. [23] and R. Voot et al. [24] observed significant

high-frequency fluctuations on the street canyon using infrared thermography and found that the

fluctuations were controlled by near-surface winds. They confirmed that there was a link between

surface temperature fluctuations and adjacent turbulent air movements. Based on the resolution of

surface temperature fluctuations caused by coherent heat exchanging between land surfaces and the

atmosphere using thermal imagery, additional studies have been conducted [25]-[30]. However,

these studies cannot provide the velocity field directly and merely infer the turbulent state according

to the temperature fluctuations. In current research study, thermal infrared velocimetry (TIV) based

on time-sequential infrared thermography [31] was used for outdoor airflow analysis. Based on this

theory, Y. Fan et al. [32] and A. Tiddens et al. [33] investigated the flow fields close to outdoor

walls and the river flow respectively. In spite of the considerable potential of thermography, its

utilization in flow visualization is still at an early stage of development. In current studies, only

qualitative vector fields can be provided, and studies of the indoor airflow measurement using TIV

are limited.

In order to analyze the application of TIV in measuring indoor two-dimensional flow fields

close to indoor heated surfaces, a scaled experimental cavity was set up and the natural convection

velocity field near the heated surface was studied. The aims of this study are as follows: (a) propose

a TIV-based method suitable for indoor airflow measurements near the heated surfaces, (b) visualize

the near-wall airflow field by TIV and PIV, and (c) compare the data obtained from these two
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methods, analyzing the feasibility of the TIV in the measurement of the near-wall airflow fields.

2. TIV-based velocity measurement method near heated surfaces

2.1 Theory background of TIV

The infrared detectors detect the infrared radiant energy of the target surface, and the radiant
energy is then converted to electrical signals in the signal processing system and processed into the
thermal image [34]. In the actual measurement, numerous factors, such as target surface emissivity,
target surface reflectivity, background radiation, atmospheric attenuation, measurement distance,
and ambient air temperature, affect the measurement accuracy [35]. The radiation received by the
thermal camera primarily includes the target radiation, ambient reflection, and atmospheric radiation,
that are described below.

E, =1,8.E,T)+7,(1-¢)E,(T)+(1~-7,)E,(T,) (1)

where E, is the radiation intensity detected by the thermal infrared camera and £, is the black
body radiation intensity, and 7, , 7, , T, are the target surface temperature, atmospheric temperature,
and ambient air temperature, respectively, &, is the target surface emissivity, 7,,is the

atmospheric spectral transmittance.

The energy detected by the thermal camera depends on both the surface emissivity coefficient

and the environmental conditions. In Eq. (1), the term (1-7,,)E,,(7,) is the emission from the
atmosphere and 7,, can be assumed to be equal to 1 when the camera is positioned close to the
target surface in indoor measurements. Correspondingly, 7,(1-¢,)E, (T,)is the reflected
emission from the surrounding surfaces and 7,,¢,E,,(T)) is the emission from the measured

surface captured by the camera. From Eq. (1), it can be concluded that the surface emissivity for a
wavelength detectable by the thermal camera should be sufficiently great to decrease the
background noise signals. In addition, when the target surface temperature is close to the
background temperature, the noise would significantly influence the accuracy of the measurement.
Therefore, the temperature difference between the surface and adjacent air should be adequate.

Regarding the airflow near the heated surface, a relatively great temperature difference can be
6
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guaranteed between the heated surface and the adjacent air. In addition, the condition of the wall is
also conducive to TIV. The surface of a wall is relatively rough with a small albedo and high
emissivity. The significant surface emissivity increases the radiation detectable by the thermal
infrared camera and decreases the interference of ambient surfaces.

The link between the surface temperature and energy balance is introduced to study the
relationship between temperature and velocity [31]. Energy transfer comprises four parts: heat
storage, heat conduction, turbulent heat exchange, and radiation energy transfer. These four parts
have a joint effect on the surface temperature and adjacent air temperature. For indoor environments,
the turbulent heat exchange plays the leading role in the interaction between the wall surface and
air. Driven by buoyancy, convection flow is formed near the heated surface and influences the
turbulent heat transfer. Because of the development of turbulent structures, the heat transfer between
the wall surface and adjacent air is promoted or suppressed. The trace of turbulent structures will
leave a “footprint” on the surface temperature distribution, and this “footprint” changes with the
velocity near the heated surface [31]. Based on the temporal variation of the near wall temperature
distribution measured by infrared camera, a cross-correlation analysis similar to PIV is performed
to calculate the flow velocity. In the next section, the processing steps of TIV are introduced in

detail.

2.2 Data processing for TIV

Similar to the data processing of PIV, TIV measures the two-dimensional velocity by
evaluating the displacement of thermal spots between two temporally continuous images. The
technical approach used in this study comprises four steps, as shown in Fig. 1.

Fig. 1. Technical approach

2.2.1 Step 1: Preparing thermal images

Data collection involves the acquisition of a temperature fluctuation video of the target object
by means of an infrared camera. The ResearchIR software is provided by FILR for research and
science cameras and can be used for camera control and high-speed data recording. In this step, we
use the ResearchlIR software to specify the frame rate and the duration of each image time series.

First, the raw .ats video files are obtained by the infrared camera. These files are then imported into

7
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MATLAB and are parsed into image stacks comprising individual frames.

2.2.2 Step 2: Pre-processing

During the experiment, there is a need to accentuate fluctuations of the surface temperature
compared to the background. In the case of TIV technology, the local heterogeneities of the surface
also influence the surface temperature pattern [31]. The image enhancement aims at reducing the
influence of background noise [36]. A filter serves as a frequency selection tool and allows specific
frequency signals to pass and blocks other frequency signals. Proper filtering is critical in the process
of image enhancement. As the storage of digital images is discrete, the discrete Fourier transform is
commonly used [37]. Typically, through the use of the fast Fourier transform the spatial domain f
(x, y) is converted to a frequency domain, and the frequency domain is then multiplied by the filter
transfer function. The filtered results are then obtained by the inverse fast Fourier transform.
Through optimization in numerous preliminary experiments, the Gaussian high-pass filter is used

in this study.

2.2.3 Step 3: Image processing

Similar to PIV, TIV estimates the velocity according to cross-correlation calculation [38]. Fig.
2. shows the data processing procedure for TIV measurement.
Fig. 2. The data processing for TIV measurement
The images are divided into small calculation sections that are similar to the interrogation

windows in the PIV algorithm. As shown in Fig. 3, the thermal spot is located in one position (x, y)
in the first image aat time ¢; and in (x+ ,y + f) at time ¢, for the second image. The cross-
correlation calculation is executed within the calculation section to identify the point with maximum
correlation. The calculation section is of 64X 64 image pixels,50% overlapped. Through the
identification of the maximum correlated point, the displacement of the thermal spot is identified.
The x-component of velocity () and the y-component of velocity (v) are calculated according to the
displacement of the point divided by the time increment between the two images. The calculation

section is shifted subsequently in the image to evaluate the entire flow field.

2.2.4 Step 4: Data correction
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The image processing step is simply a mathematical method and the physical property of the
flow field is not considered. The output from step 3 that is based on the cross-correlation method
comprises a number of vectors that cannot satisfy the fundamental law of fluid dynamics. They are
either appreciably different from neighboring vectors or outside the physically possible velocity
range [39]. In this process, val is defined as the value descripting the uniformity degree of the grids
and the raw vectors can be validated by analyzing the val of each grid that is calculated using the
eight closest neighboring vectors, as shown as Fig. 3. The location where va/ is sufficiently small
indicates that the vector in this grid reaches a degree of uniformity. The val is defined according to
the continuity equation [40]. For incompressible fluid, the two-dimensional fluid continuity
equation is:

614 6v

=0
ox 8y )

Fig. 3. The sketch for velocity grid in the step of data correction
In the two-dimensional vector field, the correct velocity vector should follow the continuity

equation. The two-dimensional fluid continuity equation at the grid position (0, 0) can be described:

ou 0
B S, s s+, s 0 o
I, 520
sgn(5)={_1’ o= @)

where ,, ~and , = are the horizontal and vertical velocities at the grid position (0, 0) respectively;

« and v, indicate the horizontal and vertical velocities of the eight grid positions around grid

ij

location (0, 0). According to Eq. (3), the following inequalities can be derived, as shown as Eq. (5)
and Eq. (6). The val at the grid location (0, 0) in the two-dimensional velocity vector field can be

calculated based on Eq. (7).

a—”ﬂﬁl Z,I+ZI i 5)

b b T
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In this way, the val of each grid point in the two-dimensional velocity vector field can be

val =

calculated and then they are arranged in ascending order. Two parameters » and N, that are the
percentage of the vectors that are different from neighboring vectors or outside the physically
possible velocity range and the number of vectors in the entire flow field, respectively, should be
defined in the described algorithm. In this study, » was set to 6%, and N was multiplied by r to
specify the value of the query values?. According to#, the corresponding val/n in the ascending
array can be identified, and the corresponding grid location and the x and y-components of the
velocities u, and v, can be obtained. By comparison with u, (v,), the velocities in the entire velocity
field that are smaller than the critical values u, and v, are corrected using Eq. (8). In this case, by
using the abovementioned algorithm, the entire flow field is corrected based on the physical

properties of the fluid.

N N (8)

3. Scaled model experiment

3.1 Experimental cavity

Experiments were conducted in a closed rectangular cavity with internal dimensions 1200 x
500 x 1400 mm?3, as shown in Fig. 4. The walls were made of 8-mm-thick Plexi-glass with a surface
emissivity of 0.90. The cavity was built in an air-conditioned room with the room temperature set
to 20 °C. An electric heating unit with dimensions 500 x 200 mm? was mounted on the bottom of
one of the vertical walls. A 5-mm-thick foam sheet with a thermal conductivity of 0.2 W/(m'K) was
placed between the heating unit and the heated vertical wall. The foam sheet was used as an
insulation material to reduce the heat loss through the rear of the heated vertical wall. In order to
maintain the surface temperature, the heating unit was controlled by an electronic thermostat. In this

study, the surface temperature of the heating unit was determined to be 50°C.

Fig. 4. Experimental setup: 1. Tracer particle inlet 2. Heating unit 3. CCD camera 4. Laser 5. Infrared

camera 6. Visualized surface
10
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3.2 Measurement system and domain composition

3.2.1 PIV measurement system and domain composition

The PIV system comprised a 15-Hz Nano L PIV, 135 mJ, 532 nm, double-pulsed Nd:YAG
laser used as a light source, in association with a double-frame, high sensitivity CCD camera
PIVCAM13-8 with a resolution of 2048 x 2048 pixels. An AF Nikko 50 mm {/1.8D objective lens
was mounted on the CCD camera. The thickness of the laser light sheet at the measurement plane
was approximately 1-2 mm. In order to capture the actual airflow motion, tracer particles with
proper intensity and size are required. A VZ09 - 0751 smoke generator was used, and was connected
to the plenum located on the bottom of the cavity. The tracer particles were released into the cavity
from the inlet.

If the CCD camera is positioned on the same side as the infrared camera, the pixels occupied
by the particles are significantly decreased, even though the shooting area increases. In addition, the
tracer particles suspended in the cavity significantly influence the quality of the measurement. As a
result, the CCD camera was positioned on the opposite side. Because of the existence of the heating
unit and the air plenum in the upper part of the heated vertical wall, the visualized area for PIV was
500 x 1000 mm?, as shown in Fig. 5. By adjusting the position of the CCD camera in the preliminary
experiment, the dimensions of the image obtained by the CCD camera were determined to be 280
mm x 280 mm. The regions were set to have horizontal and vertical overlaps of 60 mm and 30 mm,
respectively, with the neighboring domains shown in Fig. 5(a). For each domain measurement, 300
PIV image pairs were collected at a recording frequency of 7 Hz. The velocity vector maps were
prepared by determining the cross-correlation for 64 x 64 pixel interrogation areas and 50% overlaps
in both the x and y directions for all PIV image pairs. For each domain, the instantaneous velocities
for 300 image pairs and an average velocity field were obtained. The statistical data associated with
eight regions were exported to MATLAB for connecting the eight flow fields.

Fig. 5. Schematic of measurement domains a. PIV b. TIV

3.2.2 TIV system and domain composition

A FLIR-T1040 infrared camera was used to track the flow of the surface near the heated wall.

11
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The camera has a resolution of 1024 x 768 pixels and is sensitive in a range 7.5—14 pm, thereby
being suitable for indoor temperature measurements. In addition, it is able to resolve subtle
differences in indoor temperature (noise-equivalent temperature difference < 25 mK). A telephoto
lens with a focal length of 25 mm was mounted on the camera to provide a data field of view of 28°
x 21°. As the wavelength of the PIV laser is 532 nm and the sensitive wavelength range of the
infrared camera is 7.5—14 um, the PIV and TIV measurements were performed separately. As shown
in Fig. 4, there are three shooting positions located 250 mm, 600 mm, and 950 mm from the bottom
of the cavity and three .ats video files were recorded from the three shooting positions. Based on the
horizontal distance between the shooting positions and the visualized surfaces, the imaged area for
one time is 598 x 445 mm?. The entire area that was investigated was decomposed into three
domains with an overlap of 68 mm, as shown in Fig.5 (b). The sampling frequency was 10 Hz and
the fluctuations of the temperature field were captured by the thermal infrared camera. Four hundred
instantaneous velocities at a frame rate of 10 Hz were extracted to calculate the average velocity.

Finally, the flow field measured by TIV was mirrored to compare with the PIV results.
4. Results

4.1 The flow characteristics of heat plume

Fig. 6 shows the changing tendency of the heat plume in consecutive moments. It indicates that
the primary energy transmission direction is upward. A hot plume is first generated over the heating
unit and a significant velocity gradient is generated adjacent to the heating unit. The heated air
moves upward, and the space left by the rising hot plume is supplemented by cold air in the upper
part of the cavity. The two airflow structures mix and momentum and energy are exchanged. The
velocity gradient changes at a relatively lower rate and the entire flow field tends to be more uniform.

Fig. 6. Instantaneous velocity measured by TIV, with a to d representing four consecutive moments.

According to a relevant investigation by [11], the air velocity induced by the convection near

a warm or cold vertical surface can be manipulated as follows:

Vi = 0.IWAOH )

where vy 1S the maximum velocity along a horizontal line near the warm vertical surface, A# is

12
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the temperature difference between the wall and the adjacent air, and H is the distance from the
lower level of the heated vertical surface. As debated by [11], Eq. (9) can provide an estimation of
the maximum velocity adjacent to the heated surface, but not above it. It is also assumed that this
equation is suitable for the region above the heating surface, that is not at a great distance from the
upper edge of the heating surface. In this study, the temperature difference between the heated
surface and air is approximately 30 °C according to the temperature difference of the heating unit
and the room temperature. At a height of 200 mm, that is 400 mm above the bottom of the heating
unit, the maximum velocity is 0.28m/s, as estimated by Eq. (9). The result obtained by TIV is

0.26m/s, that is similar to the result of Eq. (9).

4.2 Mean flow fields measured by TIV and PIV

The surfaces at 6 mm and 12 mm away from the heated vertical surface were visualized using
PIV technology. In the next sections, the PIV results of surfaces at 6 mm and 12 mm away from the
heated surface are referred to as PIV6 and PIV12, respectively. The instantaneous flow fields are
averaged, and the averaged velocity contour and vectors measured by PIV and TIV of the region
over the heating unit are shown in Fig. 7 and Fig. 8, respectively. All measurements were conducted
under steady-state conditions attained after a sufficiently long period. The infrared camera was used
to monitor the temperature variations of the near wall surface over the heating unit and the steady-
state was deemed to be reached when the temperature remained approximately constant. From a
visual inspection of Fig. 7 (a) and (c), and Fig. 8 (a), the spatial variability of the velocity appears
to comprise three patterns from the bottom to the top: (1) a high velocity region, (2) a moderate
velocity region, and (3) a low velocity and lagging region. Pattern 1 is attributed to the intense
energy and momentum exchange between the air and the heating unit. It is clear that the air adjacent
to the heating unit is heated and this causes the velocity to increase significantly. Over this region
is pattern 2, where, the airflow part rises in the original direction, and the other part could move to
the inner regions of the cavity because of an insufficient driving force. The transition point between
patterns 1 and 2 appears at a vertical height of 200 mm for the surface that is 6 mm away from the
heated surface, and at 400 mm for the surface that is 12 mm away from the heated surface, as shown

as Fig. 7 (a) and (c). In pattern 3, the velocity decreases to a minimum and vortices appear in the

13
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corners close to the sidewalls, as shown as Fig. 8 (b) and Fig. 7 (b) and (d). The primary air motion
is upward, and the flow direction changes close to the top of the wall.

Overall, the TIV results are in good agreement with the PIV6 results shown in Fig. 7 (a) and
Fig. 8 (a). However, there is still some differences in the upper and lower regions. In the middle of
the lower region located at y = 0-200 mm, the velocity evaluated by TIV is smaller than the PIV
results. In this region, there exists greater heat and momentum transfer compared to the other regions.
In the lower region, the TIV measurement is more susceptible to the influence of shadows on the
glass target surface and thus affect the tracking of temperature fluctuations. Consequently, the
measured temperature fluctuations are smaller in the middle region and the evaluated velocity is
accordingly smaller. With regard to the upper regions located at y = 800—1000 mm, the velocity
measured by TIV is also smaller than that of PIV. As stated above, for the application of the TIV
method, a relatively significant temperature difference is required. In the upper region of the
measurement domain, the temperature difference is smaller, and this influences the quality of the
results. The velocity evaluated by TIV is relatively smaller than the PIV results for this reason.

Fig. 7. Velocity distributions near the heated surface evaluated by PIV: a (b), ¢ (d) velocity contour
(velocity vector) of the planes 6 mm and 12 mm away from the heated surface.
Fig. 8. Velocity distributions near the heated surface evaluated by TIV: a velocity contour, b velocity
vector.

The histogram of the y-component of the velocity (v) at (200, 200) obtained by TIV and PIV6
is plotted in Fig. 9. Note that the x-component of the velocity is extremely small in magnitude and
is not plotted. The overall shapes of the distributions are similar. It is noteworthy that both
frequencies are approximately normally distributed. The measured y-component of the velocity (v)
is characterized by a relative broad spectrum with a maximum of 0.19 m/s for both PIV6 and TIV.
There is a good agreement between PIV6 and PIV, therefore, the statistical values can be taken as
reliable. It is interesting to notice that 0.19 m/s is a critical value. In the interval of 0.1-0.19 m/s, the
measured frequency of PIV6 is greater than that of TIV. However, the rule is modified in the interval
0f 0.20-0.30 m/s. From Fig. 9, it can be deduced that the TIV measurements could be appreciably

greater than those of PIV6 and there appeared to be a correlation between them.

Fig.9. Histogram of y-component of the velocity (v) evaluated by TIV and PIV6.
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4.3 Analysis of velocity in representative lines

A further comparison and analysis of the results of TIV and PIV is performed. Three vertical
lines at locations x =125 mm, 250 mm, and 375 mm, as shown in Fig. 10(d), were chosen as
representative lines, and the y-components of the velocities of these lines are analyzed. The three
lines are referred to as Lines 1, 2, and 3. The y-component of the velocity (v) along the three vertical
lines at different locations along the x-axis are shown in Fig. 10. Overall, the y-components of the
velocities exhibited a distinct trend, that is marked by an increase toward a maximum value close to
y=0-200 mm, and by a subsequent decrease to a minimum value at the top of the cavity. Variations
were observed in the y-component of the velocity close to y = 200 mm. In this region, the heat
gradient is developed and warm fluid adjacent to the heating unit is transmitted upward, and is then
replaced by the upward cold air. This is a region that is adjacent to the heated surface, and where a
velocity y-component peak exists. In addition to the decreasing buoyancy, the change in the flow
direction could also elicit a sudden decrease close to y =200 mm. Movement toward the inner parts
of the cavity could exist, and the increase in the velocity normal to the heated surface influences the
variation of the y-component of the velocity. The thermal plume generated by the heating unit rises
in the y-direction and is likely to separate from the surface that is 6 mm away from the heated surface
close to y = 100 mm, and spread to the interior of the cavity where a circulation is formed. Similarly,
the departing location on the surface 12 mm away from the heated surface could be y = 200 mm.

This is in good agreement with previous studies in [41][42].

Fig.10. y-component of the velocity (v) measured by TIV and PIV in a Linel, b Line2, ¢ Line3 and d

the representative lines.

With the exception of minor differences, the results of PIV6 and TIV for the three lines are
similar in terms of the general trends exhibited. For heights within the range 0-200 mm, the
differences between TIV and PIV6 are relatively greater, specifically at the corresponding locations
of Line 2. In Line 2, the TIV results within the range y = 0-200 mm are specifically affected by the
abovementioned shadows. Compared to other locations, the temperature fluctuation gradient is
significant, and the shadows interfere with the acquisition of temperature fluctuation data. Overall,
the TIV result are similar to those of the PIV6.

The airflow in Line 2 is close to free flow, but the airflow in Lines 1 and 3 is unavoidably
15
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disturbed by the sidewalls. Similarly, the flow in the location of y = 0—-200 mm is also perturbed by
the heating unit, resulting in the actual flow in Lines 1 and 3 differing from that in Line 2. Overall,
the distributions of the vertical velocity profiles in Line 1 and Line 3 are similar. However, the
vertical profiles in Line 1 are not similar to Line 3, although all the geometric boundary conditions
are similar. For actual flow, the boundary conditions on both sides cannot be fully controlled and
kept consistent. In fact, the flow that should theoretically be symmetrical is asymmetrical, with a
number of inconsistencies. Some studies [12][43] have shown that the asymmetric flow exists under
symmetrical boundary conditions. The TIV and PIV measurements has indicated that the results of
TIV and PIV6 are apparently closer within the range y = 200—1000 mm. There appears to be a linear
relationship between the results of TIV and PIV in the range y = 0-200 mm. A linear fit is applied
for Line 1 within the range, as shown as Table 1, and the results yield good linear relationships with
high R-square values. In addition, it can be concluded that the results of TIV and PIV6 are almost
identical.
Table 1. Linear fit equations of TIV, PIV6 and PIV12 in line 1

The x-component of the velocity () in Linel is plotted in Fig. 11. Unlike the y-component (v),

the x-component of the velocity () in the vertical direction is significantly smaller in magnitude

and is close to zero. No significant pattern exists for the x-component of the velocity.

Fig.11. x-component of the velocity in line 1

In order to further investigate the relationship between the PIV6 and TIV, scatter plots and
linear fit plots of the y-components of the velocities evaluated by TIV and PIVG6 in the three lines
are shown in Fig. 12 and Fig. 13. These values are positively correlated with high R-square values
and fit well on the line y=ax with high correlation coefficients, thereby indicating that there is a

linear relation between TIV and PIV6.

Fig.12. Relationship between y-component of the velocity (v) measured by TIV and PIVe6.

Fig.13. Relationship between velocity (V) measured by TIV and PIV6.

4.4 Uncertainty analysis of PIV

The uncertainty analysis of PIV can be discussed from two aspects: the system error and the
statistical error [44]. The system errors are caused primarily by tracing particle’ following
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performance, image deformation, and random particle displacement in the image analysis [44]. The
motions of the tracer particles suspended in the air are affected by numerous factors, including air
velocity, tracer particle density, and gravity. The tracer particle following performance is defined
according to the ratio of the tracer particle velocity with the fluid velocity. In this study, the
amplitude ratio of the tracer particles and the air is used to evaluate the following performance. The
detailed calculation method can be referred to [12][45]. In addition, the amplitude ratio is 0.99 and
the error contributed by following performance can be neglected. Typically, the error caused by
image deformation is close to 0.3% [44]. As stated in [46], the random displacement error during
the experiment was approximately 0.07 pixels, that will produce a relative error up to 4% for the
corresponding mainstream region (>0.1 m/s). In conclusion, the maximum system error is
approximately 4.3%.

The statistical error of PIV is caused primarily by random sampling errors. The PIV random
sampling error can be evaluated according to the central limit theorem, assuming that the random
sampling errors are normally distributed [47][48]. In this case, the random sampling error of the
time-averaged velocity can be estimated:

Atz

S =2 (10)

!

a
where S(4) is the random sampling error of the time-averaged velocity, & is the sampling size, =

is the ratio of the root mean square velocity and the time-averaged velocity. Z,, is a coefficient

determined by the confidence interval. When the confidence interval is 95%, the value of z,, is

1.96. Fig.14 shows the random sampling errors when the time-averaged velocity is 0.1 m/s. The
random sampling errors would increase with decreasing time-averaged velocity. In this regard, when
the time-averaged velocity is smaller than 0.1 m/s, the random sampling errors would be greater,
and vice versa. However, it is not reasonable to evaluate the errors of the entire measurement regions
with the errors of regions with small velocities. It is necessary to choose a modest velocity to
calculate the error. As can be seen from Fig.7.(a), in the bulk of regions, the velocities are greater
than 0.1 m/s, and only a small percentage of the regions have insignificant velocities and are

approximately stationary. Therefore, the random sampling error is calculated when the time-
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averaged velocity is 0.1 m/s. According to Fig.14, it is possible to obtain a relatively high accuracy
with 300 images pairs. In this case, the random sampling error is 6.1%. Therefore, the uncertainty
of the PIV measurement is approximately 10.4 %.

Fig. 14. Random sampling error of the time-averaged velocity

5. Discussion

Considering the investigation in this study, a number of limitations and error sources that could
influence the velocity measurement via the use of thermal image series should be carefully
monitored in the measurements.

Quantifying the uncertainty related to the field of view of the camera is critical. The camera
needs to be positioned to ensure that the field of view encompasses the target measurement domain
and avoids inclusion of other surfaces as much as possible. In addition, the camera lens should be
perpendicular to the measured surface as even a slight tilt could cause image distortions. In addition,
the camera performance is critical for acquiring high-quality thermal images and it should be
accurately calibrated prior to the measurements.

The background noise could provide meaningless information, adding work to the acquiring of
thermal spot displacements. Shadows from other surfaces on the transparent target surface and the
surface local heterogeneities could obscure the thermal features and interfere with the acquisition of
the time-series thermal images. In addition, longwave reflections from adjacent surfaces will
increase the measurement error, specifically when radiation energy emitted by the target surface is
very small. According to the Stefan-Boltzmann law, the radiation emitted by the target object
depends primarily on the surface emissivity and the temperature. Typically, the surface temperature
is fixed for the selected measurement object. The surface emissivity should be sufficient to increase
the radiation energy measured by the thermal infrared camera.

The abovementioned preprocessing of the captured images can decrease the influence of the
local surface heterogeneities and low surface emissivity. Additional experiments were conducted to
analyze the influence of local heterogeneities, surface emissivity, and the pre-processing of the
captured images on the measurement accuracy. The area of the electric heating unit was 500 mm x

400 mm and it was installed in the same location as in the previous experiment. The surface
18
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temperature of the heating unit was maintained at 40 °C. The experiments were conducted under
three working conditions. Case 1 was used as the control group and has no change with the wall
surface. The surface emissivity input to the thermal infrared camera is 0.90, that is the emissivity of
the Plexi-glass. In Case 2, the wall surface was pasted with four pieces of black tape to add surface
heterogeneities, as shown in Fg.15 (b). In Case 3, the wall surface was pasted with silver tape to
alter the surface emissivity, and the surface emissivity was 0.83, as shown in Fig.15 (c). Except for
the target surface differences, the other boundary conditions remained the same. A region with
dimensions of 500 mm % 445 mm above the heating unit was measured by TIV. The velocity profiles
in the red line in Fig.15 are discussed. Fig. 16 shows the velocity profiles of the three cases and the gray
shaded areas in Fig.16 (a) are the areas where the black tape was pasted. It can be concluded that the
existence of local heterogeneities and low emissivity, in Fig.16 (a) and (b) respectively, do influence the
accuracy of the velocity measurements. However, through pre-processing of the captured images, the
deviation can be improved to some extent.

Fig. 15. Schematic diagram of wall surfaces of the three conditions: a Casel, the unaltered surface and
surface emissivity is 0.90, b Case 2, the surface with pieces of black tape and surface emissivity is
0.90, ¢ Case 3, the whole surface with silver tape and surface emissivity is 0.83.

Fig. 16. Velocity profiles of the additional experiment to show the influence of local heterogeneities,

surface emissivity and the pre-processing of the captured images on the measurement accuracy

6. Conclusion and outlook

This study proposed a method for measuring the two-dimensional distribution of airflow near
a heated surface by tracking surface temperature images. The near wall airflow under natural
convection near the heated surface in the cavity was investigated by TIV and PIV. By comparing
the PIV results, the feasibility of TIV in the measurement of indoor airflow field near heated surfaces
under natural convection was discussed. The primary conclusions obtained from this study are as
follows.
(1) A velocity visualization method referred to as thermal image velocimetry is proposed. This

method obtains the velocity field by acquiring the temperature fluctuations near the heated

surface, and the algorithm is similar to the algorithm used for PIV. In this method, the only
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instrument is a thermal camera that is portable and easy to operate compared to the PIV method.
It is noteworthy that this method can obtain the velocity field without access to the flow field.
Thermal image velocimetry has an advantage over the traditional measurement techniques and
has good application prospects in predicting the airflow field, such as the microclimate near the
terminal heating units in buildings.

Based on the analysis of the time sequence of thermal images, the basic characteristics of the
flow field near the heated surface were evaluated. The spatial variability of the velocity
appeared to comprise three patterns in the vertical direction: (1) a high velocity region, (2) a
moderate velocity, and (3) a low velocity and relatively lagging region. The fluid velocity
increased in the vicinity of the heating unit and attained a maximum value in the range y = 0—
200. The velocities of the three vertical lines exhibited linear relationships with high R-square
values at locations within the range 200—1000 mm (y = 200—1000 mm).

The summarized results indicated that the indoor velocity field near a heated surface can be
accurately evaluated using thermal image time series. Comparison of the velocities indicated
that the velocity fields obtained by thermal image velocimetry and the one measured by particle
image velocimetry at the surface that was 6 mm away from the heated surface was similar.
Specifically, it was observed that there was good agreement between the PIV measurements
and the velocity deduced from the thermal images. In the representative lines, they were
positively correlated with high R-square values. There was a linear relationship between TIV
and PIV6.

Although the initial investigations yielded encouraging results, additional studies could be

conducted to improve the reliability of TIV in indoor air velocity measurements. In this study, the

wavelength of the PIV laser was inconsistent with the sensitive wavelength of the infrared camera.

If both measurements were conducted at the same time, the laser of PIV would inevitably affect the

acquisition of surface temperature fluctuations in TIV measurement. In result, the two

measurements were performed separately. Although the boundary conditions maintained good

consistency, the turbulent nature of the flow makes the velocity of the air variable locally and

temporally. Future studies can carried out using TIV in conjunction with another reliable velocity

measurement method for synchronous measurement. From the experimental comparison in this
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study, it could be seen that in the prediction of the flow field near the heating surface, the TIV and
PIV results exhibited a high degree of consistency. This indicates that the TIV method has the
potential for independently measuring indoor airflow fields. Specifically. When it comes to actual
full-scale airflow measurements near the actual heating terminal units, as mentioned above, PIV
could be unsuitable. However, as an alternative experimental method, TIV requires only a thermal
infrared camera and, therefore, has greater operability. Regarding the application of TIV in the

velocity measurement of actual full-scale room, further studies are required.
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Fig. 7. Velocity distributions near the heated surface evaluated by PIV: a (b), ¢ (d) velocity contour

(velocity vector) of the planes 6 mm and 12 mm away from the heated surface.
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514 Fig. 15. Schematic diagram of wall surfaces of the three conditions: a Casel, the unaltered surface and
515 surface emissivity is 0.90, b Case 2, the surface with pieces of black tape and surface emissivity is
516 0.90, ¢ Case 3, the whole surface with silver tape and surface emissivity is 0.83.
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Fig. 16. Velocity profiles of the additional experiment to show the influence of local
heterogeneities, surface emissivity and the pre-processing of the captured images on the

measurement accuracy
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Table

Table 1. Linear fit equations of TIV, PIV6 and PIV12 in line 1

Measurement Linear regression equations R?
TIV v=0.218—1.89(y /10000) 0.962
PIV6 v=0.246—-2.169(y /10000) 0.995
PIV12 v=0.311-2.495(y/10000) 0.981
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