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Recent research has shown that high resolution observations, such as Doppler radar radial winds, exhibit spatial correlations. High resolution observations are routinely assimilated into convection permitting numerical weather prediction models assuming their errors are uncorrelated. To avoid violating this assumption observation density is severely reduced. To improve the quantity of observations used and the impact that they have on the forecast requires the introduction of full, correlated, error statistics. Some operational centres have introduced satellite inter-channel observation error correlations and obtained improved analysis accuracy and forecast skill scores. Here we present a strategy for implementing spatially correlated observation errors in an operational system. We then provide the first demonstration of the practical feasibility of incorporating spatially correlated Doppler radial wind error statistics in the Met Office numerical weather prediction system.

Inclusion of correlated Doppler radial winds error statistics has little impact on the computation cost of the data assimilation system, even with a four-fold increase in the number of Doppler radial winds observations assimilated. Using the correlated observation error statistics with denser observations produces increments with shorter length scales than the control. Initial forecast trials show a neutral to positive impact on forecast skill overall, notably for quantitative precipitation forecasts. There is potential to improve forecast skill by optimising the use of Doppler radial winds and applying the technique to other observation types.
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1. Introduction

Error characteristics of atmospheric observations are complex and not straightforward to derive. Each meteorological instrument is accurate to within a given tolerance subject to its engineering specifications. This is called instrument error. However, in the context of data assimilation, there is a representation error that arises in addition to the instrument error. The sources of representation error include the variability of the observed field at scales different from those resolved by the assimilating dynamical model, observation pre-processing and/or the approximation of the observation operator (Janjić et al. 2017). Therefore, the total observation error can be expressed as the sum of the instrument error and a representation error. It is generally assumed that instrument error is uncorrelated and unbiased (any existing biases are assumed to have been removed). In contrast the error of representation is generally correlated and state dependent (Waller et al. 2014).

Idealized studies have shown that incorporating correlated observation errors in data assimilation systems leads to a more accurate analysis (Stewart et al. 2013; Stewart 2010; Healy and White 2005) and to the inclusion of more observation information content (Stewart et al. 2008), particularly on small scales (Rainwater et al. 2015; Fowler et al. 2018). Studies with operational data have shown that satellite inter-channel errors can exhibit significant correlations (Stewart et al. 2009, 2014; Bormann and Bauer 2010; Bormann et al. 2010; Waller et al. 2016a), and accounting for them in the assimilation results in improvements in the forecast skill score (Weston et al. 2014; Bormann et al. 2016; Campbell et al. 2017), but may affect the number of iterations required to solve the variational minimization problem (Tabeart et al. 2018). More recent research has shown that observation errors can also be spatially correlated (Waller et al. 2016c,a; Cordoba et al. 2017).

The UK public weather service has an emphasis on accurate forecasts nowcasts of strong convective storms which can be responsible for major flooding events. In response, the UK Met Office has an operational convection permitting numerical weather prediction (NWP) system using a 1.5km version of the Unified Model (UM) (Lean et al. 2008; Tang et al. 2013). Such a system requires the assimilation of new, high temporal and spatial resolution observations in order to provide an initial state that contains information at suitable scales (Gao and Stensrud 2012; Sun et al. 2014; Clark et al. 2015; Ballard et al. 2016). Such observations include, for example, mode-S aircraft data (e.g. de Haan and Stoffelen 2012; Strajnar et al. 2015; Lange and Janjić 2016), weather radar (e.g. Caya et al. 2005; Wattrelot et al. 2014; Wang and Wang 2017) or high resolution AMVs (e.g. Velden et al. 2017). However, due to the presence of correlated errors, there has been no attempt to operationally assimilate observations at a high spatial density. Instead, the observations are assumed to be spatially uncorrelated; the data is thinned to separation lengths where this assumption is understood to be reasonable and the error variances inflated to account for any neglected correlations (Buehner 2010). As a result, the quantity of high resolution observations, such as those provided by weather radar in the form of reflectivity, radial wind (Simonin et al. 2014) and refractivity, is severely reduced. This may result in a sub-optimal analysis and poorer forecasts. Therefore, in order to assimilate observations at a high spatial density the observation error correlations must be considered.

This work proposes a pragmatic strategy that allows the use of horizontally correlated observation errors. We describe the implementation of such a strategy within the Met Office operational variational assimilation scheme. Practical feasibility and possible impacts are demonstrated with NWP trial experiments using spatially correlated observation error for Doppler radial wind.

First, we present the current assimilation system used at the Met Office in Section 2. Subsequently, in Section 3, we describe in detail the implementation of the proposed strategy that allows use of correlated observation error statistics. After presenting the experimental details in section 4, section 5 shows the impact of the new scheme when it is applied to Doppler radial wind observations for the assimilation system, the analysis and the forecasts. Finally we conclude in Section 6.
also describe the current treatment of observation error statistics
in the assimilation.

2.1. The data assimilation system

In this section we describe some pertinent features of the current
Met Office variational data assimilation (VAR) software (Lorenc et al. 2000; Rawlins et al. 2007). These schemes are based on the
incremental approach of Courtier et al. (1994) and are applicable
to 3D-Var and 4D-Var. Here we document them following the
notation of Ide et al. (1997).

Given a full resolution non-linear forecast model, incremental
variational assimilation seeks a simplified, perturbation model
state increment \( \delta w^a \in \mathbb{R}^{n_a} \) to a full resolution guess field \( x^g \in \mathbb{R}^n \) such that the analysis at full resolution \( x^a \in \mathbb{R}^n \) at \( t = T + 0 \)
is given by

\[
x^a = x^g + S^{-1} \delta w^a.
\]

Here, \( S^{-1} \) is the incrementing operator; it is the generalised non-
linear inverse of a simplification operator \( S \) which reduces the
full model’s complexity and resolution to that of the perturbation
(Ide et al. 1997). In the Met Office VAR schemes, where the full
resolution non-linear model is the UM, the operator \( S \) is also
used to simplify multiple moisture and cloud variables to a single
variable (Rawlins et al. 2007). We find the perturbation model
state, \( \delta w^a \), at \( t = T + 0 \) by minimizing a penalty function,

\[
J(\delta w) = \frac{1}{2} (\delta w - \delta w^b)^T B^{-1} (\delta w - \delta w^b) + \frac{1}{2} (y - y^o)^T R^{-1} (y - y^o) = J_b + J_o,
\]

where \( \delta w = S(x) - S(x^g) \) and \( \delta w^b = S(x^b) - S(x^g) \), \( x^b \in \mathbb{R}^n \)
is the background model state, \( B \in \mathbb{R}^{n \times n} \) is the background
error covariance matrix and \( R \in \mathbb{R}^{p \times p} \) is the observation error
covariance matrix. The penalty function minimizes the fit of the
model state to the background state, \( J_b \), and observations, \( J_o \).

Note that the variational problem is solved iteratively using a
conjugate gradient method.

This work was conducted using a 3D-Var assimilation system
with a centered window using first guess at appropriate time

Correlated observation error statistics

The observations \( y^o \in \mathbb{R}^p \) are distributed within an assimilation
time window \([T - t_w, T + t_w]\). The background model state is
provided by a previous forecast and is interpolated in time to the
observation time. Following Lorenc and Jardak (2018), the
model prediction of the observations is given by \( y = H(Gx^g + GS^{-1}\delta w) \) where \( G \) is the linear time- and space-interpolation of
the model generated field to the observation location and time and
\( H \) is the non-linear observation operator.

In order to calculate the model prediction of the observations it
is necessary to interpolate the primary variables of the forecast
model and the perturbation forecast model to the observation
locations. Therefore, for each observation we define:

- The array \( C_x = Gx^g \) consisting of a vertical column of the
  primary variables of the forecast model, interpolated horizontally
  to the observation positions, valid at the observation time.
- The array \( C_w = GS^{-1}\delta w \) consisting of a column of the
  primary variables of the perturbation forecast model, interpolated horizontally (and in time for 4D-VAR) to the
  observation positions. 3D-Var treats all increments at the
  same analysis time (in the middle of the window),
  so \( G \) incorporates a space-interpolation only; FGAT is
  implemented by the time-interpolation to the exact time of
  each observation, in \( G \).
- The array \( \tilde{C}_w \), the derivative of the observation penalty
  function \( (J_o) \) with respect to the primary variables of the
  perturbation forecast model \( (C_w) \).

2.2. Parallelisation

The current approach to the parallelisation of the VAR code
follows the Data Parallel paradigm (Pacheco 1997, section 2.2.3):
all the processing elements (PEs) carry out the same operations
on different portions of the data set (figure 1 top panel). The data
is split into a number of geographical regions; this is known as
Domain Decomposition.

For VAR, the domain decomposition splits the \( C_w \) columns
such that each PE has information containing all the vertical
levels but only for a specified area of the horizontal-plane. The
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PE IDs assigned to each column of $C_w$ are stored in the vector $C_{w_{PE}} \in \mathbb{R}^p$.

As the observations are assumed to be independent and uncorrelated, they are simply spread across processors following the same regional decomposition as the model information (shown in figure 1). In this approach, the costs of the observation calculations are small compared to other components because there are no inherent message-passing or synchronisation delays. This advantage outweighs the inefficient load-balancing, for the domains typically used. The allocated PE ID for each observation is stored in the vector $Obs_{PE} \in \mathbb{R}^p$. This strategy is applied to all observation types and to the model information such that $Obs_{PE} = C_{w_{PE}}$.

### 2.3. Treatment of observation error statistics

Observation errors are typically assumed to be temporally uncorrelated, and with no correlations between observation types, so that $R$ is block-diagonal. This allows $J_o$ to be calculated independently for each observation type and hence reduces the cost of the matrix-vector products in equation (2). Also, for many observation types, it is assumed that the observation errors are independent, Gaussian white noise, so that the associated observation error covariance sub-matrix for a given observation in equation (2) is diagonal (no cross-correlation) and contains the sum of instrument and representation errors $R = E + F$ (Lorenc et al. 2000). In this case the matrix-vector product simplifies to a series of scalar multiplications. There is one exception to this description. The current system accounts for correlated satellite inter-channel errors (Weston 2011; Weston et al. 2014). In this case, sets of observations with inter-channel error correlations provide information related to a single model column; hence the inclusion of correlated inter-channel error matrices is compatible with the current parallelisation strategy where observation and vertical model columns are distributed together between supercomputer processors (see Section 2.2 for a more detailed description). However, in the case of horizontally correlated observation error statistics, the existing data-structures do not allow the computation of the required matrix-vector products without excessive communication between processors.

### 3. The new approach

In this section we describe how the current Met Office variational data assimilation system software (VAR) has been adapted to exploit, and allow for, horizontal correlated observation error statistics.

#### 3.1. Parallelisation

As shown in section 2.2, the assimilation system is using the same domain decomposition for observations as model. However, in order to make use of a full observation error covariance matrix, $R_s$ (i.e. variance and correlation), it is necessary to gather error-correlated observations, and their model equivalent, on a single processor as shown in the bottom panel of figure 1.

To accommodate full observation error covariance matrices, the parallelisation has been modified for observations that have mutually correlated errors. These observations are assigned to a family and sent to a single PE (figure 1 bottom panel) and are no longer distributed on a PE according to its geographical location but according to its family instead: $Obs_{PE} \neq C_{w_{PE}}$. If no family has been defined (observations with uncorrelated errors shown as blue dots in the bottom panel of 1), then the distribution of the information across the numerous processors is done in the traditional way (i.e domain decomposition $Obs_{PE} = C_{w_{PE}}$).

If some observations are believed to be correlated and associated to families, the main steps of the algorithm are:

- Each family of observations is assigned to a unique processor, following the $Obs_{PE}$ assignment.
- The $C_w$’s are still distributed using the domain decomposition (following the $C_{w_{PE}}$ assignment), to allow horizontal interpolation to be a local operation on each PE.
- At each iteration, all the $C_w$’s associated with a family of observations are gathered into the processor assigned to this family.
- The observation penalty ($J_o$) is calculated.
- The last step is to redistribute the $\hat{C}_w$’s to their original location according to the $C_{w_{PE}}$ assignment.

This new approach could significantly increase the communication between processors. However, the added communications are not all-to-all; a set of lookup tables have been implemented.
to ensure a “link” between ObsPE and CwPE. This restricts the communication to a minimum. In addition, the dissociation between the ObsPE and CwPE offers the opportunity to improve the load balancing. Observations are rarely uniformly distributed across the model domain, which implies that some processors will have more work than others if a domain decomposition is used.

With this new approach, families can be allocated to the least loaded processor and improve the overall load balancing of the system. The only real limitation of this approach is in the definition of families. For observation types such as radar observations, or GPS, where natural groupings exist, it is relatively easy to use. However for observations such as geostationary satellite imagery, where the entire model domain is covered by one single image, the creation of families is more difficult. One approach for this case is for families to represent a section of the domain, with extra observations forming a halo.

3.2. Treatment of observation error statistics

The proposed approach for using spatially correlated errors is to treat each family in a similar way to the current approach for inter-channel correlations mentioned in section 2: Since \( R \) and its inverse change each assimilation due to the quality control process and observation availability, a Cholesky decomposition method is used to calculate the observation penalty, \( J_o \) as described in Weston et al. (2014). This avoids the need to compute the inverse observation error covariance matrix directly. The method requires positive definite symmetric matrices, which covariance and correlation matrices are by definition, and is computationally cheaper than alternatives such as Gaussian elimination. This approach for handling correlated observation errors relies on the full \( R \) being block diagonal, otherwise it may be necessary to use an approximation method such as Yaremchuk et al. (2018).

For each family it is necessary to determine the full spatial observation error correlation matrix \( C \) and a matrix of standard deviations \( D \). For families containing fixed observations (observations at the same locations at each assimilation step) it may be possible to store a single fixed observation error covariance matrix. However, as mentioned earlier, due to quality control procedures and the intermittent nature of most observations, the observation error covariance matrix for each family will change at each assimilation step. It therefore makes sense to derive \( C \) dynamically by simply providing a correlation function and a pre-derived correlation length scale for each type of family. For example \( C \) may be derived using,

\[
C_{i,j} = e^{-\frac{||\Delta y_{i,j}||}{2\sigma^2}}.
\]  

where for a given family, \( \Delta y_{i,j} \) is the separation distance between a pair of observations \( y_i \) and \( y_j \) and \( L_r \) is the correlation lengthscale. Similarly \( D \) is constructed using pre-derived variance for each family.

After determining the full spatial observation error correlation matrix and matrix of standard deviations, the observation error covariance matrix \( R_f = DCD \) and the observation penalty \( J_o \) can be calculated as follows:

1. Calculate a vector of observation minus model equivalent differences \( d^o_f = (y^o - \mathcal{H}(x)) \).
2. Calculate the sensitivity \( q = R_f^{-1} (y^o - \mathcal{H}(x)) \) using a Cholesky decomposition (Golub and Van Loan 1996).

The Cholesky decomposition avoids the need to invert the observation error matrix. Instead the sensitivity is calculated by first factorizing \( R_f = UU^T \), where \( U \) is an upper triangular matrix, then solving for \( q \) using forward, and backward substitution.

3. The total observation penalty \( J_o \) for the family is calculated by multiplying the sensitivity by the observation minus model equivalent differences,

\[
J_o = \frac{1}{2} (y - \mathcal{H}(x))^T R_f^{-1} (y - \mathcal{H}(x)) \quad (4)
\]

The gradient of \( J_o \) needed for the variational minimisation is calculated using,

\[
\frac{\partial J_o}{\partial x} = H^T R_f^{-1} (y^o - \mathcal{H}(x)) \quad (5)
\]

4. Experimental details

The model used in this study is the operational UKV model. It is a variable-resolution version of the nonhydrostatic UM (Davies et al. 2005), allowing an explicit representation of convective
processes as described in Lean et al. (2008). The horizontal grid has a 1.5-km fixed resolution on the interior surrounded by a variable-resolution grid that increases smoothly in size to 4 km and has 70 vertical levels. The variable-resolution grid allows the downscaled boundary conditions, taken from the global model, to spin up before reaching the fixed interior grid. The initial conditions are provided from the operational 3 hourly 3D variational assimilation scheme that uses an incremental approach (Courtier et al. 1994) and is a limited-area version of the Met Office variational data assimilation scheme (Lorenc et al. 2000; Rawlins et al. 2007). The assimilation uses a vertical adaptive mesh that allows the accurate representation of boundary layer structures (Piccolo and Cullen 2011, 2012).

The background error covariance has been derived using the Covariances and VAR Transforms software (Wlasak and Cullen 2014), which is Met Office covariance calibration and diagnostic tool that analyses training data representing forecast errors using the National Meteorological Center (NMC) lagged forecast technique or ensemble perturbations. Here an NMC method has been applied to \((T + 6h) - (T + 3h)\) forecast differences to diagnose variances and correlation length scales.

For this study, we are using a 3DVar analysis system with first guess at appropriate time (FGAT). The background field is provided by a \(T + 3\) forecast (actually time interpolated to observation time using fields every 30 minutes in the 3h observation window for FGAT). In addition to Doppler radial winds used at the centre of the assimilation window, the analysis uses hourly surface synoptic observations of temperature, wind, pressure, humidity and visibility, hourly wind profiler data, hourly satellite radiances, satellite winds and aircraft data, radiosonde and hourly GPS water vapour paths (note that hourly refers to the frequency usage of the observation). Radar-derived surface precipitation rates available every 15 min are included via latent heat nudging from T-0.5 h to T+0.5 h and hourly cloud-cover-derived 3D relative humidity profiles via moisture nudging (Jones and Macpherson 1997; Dixon et al. 2009). The nudging was done over a period surrounding the analysis time, in addition to incremental analysis updating of the 3D-Var analysis increments.

The Doppler radial winds are provided by 18 Doppler Weather radars spread over the United Kingdom. Each radar produces 5 plan position indicator (PPI) scans every 10 minutes. The Doppler radial winds are assimilated using a simple observation operator where the horizontal model background winds are projected onto the slant of the radar beam (vertical motion is ignored) (Simonin et al. 2014). To reduce the density of the observations, multiple observations are made into a single super-observation (3° by 3km) and then thinned using Poisson disk sampling, as described in Simonin et al. (2014).

The observation error correlation matrices are calculated dynamically as described in section 3. In the correlation matrices we only consider horizontal correlations; we neglect vertical correlations as there are unlikely to be multiple observations, and hence vertically correlated errors, in a single model column. Instead we assume that observation errors are correlated only if the observations are within a height band as described in Waller et al. (2016c). This assumption results in a sparse block diagonal observation error correlation matrix. Using this approach the number of observations in a family cannot exceed 2000. When Doppler radial wind observation errors are assumed uncorrelated, the standard deviations for the control experiment are based on those described in Simonin et al. (2014) and evolve with range, whereas when correlation is accounted for, the standard deviations and length scales \(L_r\) are based on those calculated in Waller et al. (2016c). A comparison of the variances from both observation error matrices \(R\) is shown in figure 2 as a function of height for the 1°, 2° and 4° radar beams. The length scales \(L_r\) have been determined by fitting Markov functions (eq. 3) to the estimated horizontal correlations. We note that the length scales \(L_r\) are dependent on both the height of the observation and the radar beam elevation. Neither the prescribed variances nor length scales differ between radars. However, due to the intermittent nature of the observations, the observation error covariance matrices do differ between radars; similarly, for any given radar the error covariance matrices differ at each assimilation time.

The impact of including horizontally correlated Doppler radial wind errors was investigated by running three experiments using data for the period 1-20 May 2016. As shown in table 1, the Control experiment uses a diagonal observation error matrix, whereas both experiments Corr-R-3km and Corr-R-6km use a...
The initial impact of including the correlated observation error when assimilating Doppler radial wind has been assessed in three ways. First, we consider the computational performance of the system and its operational viability. Then we consider the relative impact on analysis and innovation accuracy by considering observation-minus-analysis and observation-minus-background statistics. Finally general forecast performance and specific quantitative precipitation forecast verification are presented.

5. Initial Results

The initial impact of including the correlated observation error when assimilating Doppler radial wind has been assessed in three ways. First, we consider the computational performance of the system and its operational viability. Then we consider the relative impact on analysis and innovation accuracy by considering observation-minus-analysis and observation-minus-background statistics. Finally general forecast performance and specific quantitative precipitation forecast verification are presented.

5.1. Variational data assimilation system performance

This section focuses on the performance of the variational data assimilation system (VAR) during the trial. Both the Control run and the Corr-R-6km experiment use a 6km thinning distance whereas the Corr-R-3km experiment uses a 3km thinning distance. We note that the Control run and the Corr-R-6km experiment use the same set of observations; therefore, comparisons between these experiments allow us to determine the impact of including spatially correlated observation errors in the system. Comparisons between the Corr-R-6km and Corr-R-3km experiments allow us to assess the impact of including denser observations (permitted by the inclusion of the correlated errors). Results from an additional experiment using the control’s set-up with 3km thinning instead of 6km will be presented periodically to add context. This experiment (Diag-R-3km) is known to be sub-optimal with the analysis degraded compared to the control. Comparison to the other experiments will positively bias the impact of correlated observation error; therefore, the authors limit the discussion of this experiment in the manuscript.

Table 2 also shows the average and standard deviation of the observation and background penalty values ($J_o$ and $J_b$ respectively). The changes in the mean value of $J_o$ and $J_b$ suggest that the overall observation weight is reduced and more importance is given to the background information as shown from theoretical studies by Seaman (1977) or Stewart et al. (2008).

This is evident when Corr-R-6km is compared to the Control as both experiments use the same observation count. Corr-R-6km has an increased (reduced) observation (background) penalty. As values of $J_o$ and $J_b$ are affected by the observation count, Corr-R-3km needs to be compared to a Control experiment using 3km thinning (Diag-R-3km). The comparison of Corr-R-3km with Diag-R-3km gives similar results to the Corr-R-6km/Control comparison. The mean values of $J_o$ and $J_b$ for Diag-R-3km are equal to 9679.28 and 2277.59 respectively, whereas for Corr-R-3km these values are equal to 10134.63 and 2050.53. The decrease in background penalty between Diag-R-3km and Corr-R-3km more or less matches the increase in observation penalty between the two experiments.

Table 3 shows the performance of the assimilation over the trial period, as well as over 10 iterations, for the three experiments. Comparing the experiments we see that the increased communication did not impact on the performance of the code. The cost of computing $J_o$ is minimal compared to that of $J$ as wells as the wall-clock time. The cost of $J_o$ remains minimal and there is little change in the total cost of $J$ even when correlated observation error are used and observation count is increased.
Overall results show that the proposed strategy to introduce correlated observation error statistics does not diminish the computational performance of the assimilation system. Furthermore, denser observations with correlated errors can be assimilated without increasing the computational cost.

5.2. Impact on the analysis

Residual \((O - A)\) and innovation \((O - B)\) statistics provide a quantitative measurement of the impact of the correlated observation error upon the analysis for individual observation types. The \(O - A\) are retrieved from the assimilation system as the residual at the end of the minimisation. First, we note that the mean bias from the innovation or the residual for this Doppler radial wind will always tend toward zero for a large quantity of observations due to the radial nature of the observation (Salonen et al. 2007). Instead figure 3 shows the \(O - B\) and \(O - A\) standard deviation \((\sigma_{O-B}\) and \(\sigma_{O-A}\) hereafter) from the Control, Corr-R-6km and Corr-R-3km as a timeseries for each cycle over the of the trial. The time series of Doppler radial wind’s \(\sigma_{O-B}\) yield similar results, with mean \(\sigma_{O-B}\) over the length of the trial for the Control, Corr-R-6km and Corr-R-3km is equal to 2.77, 2.76 and 2.73 respectively. Here the background is a \(T + 3\) forecast from the previous cycle (3 hourly data assimilation system). More pronounced differences between the control and the experiments are visible in the Doppler radial wind’s \(\sigma_{O-A}\) (figure 3). In the case of Corr-R-6km (figure 3-a), the values of \(\sigma_{O-A}\) are consistently slightly higher than those for the Control. In the case of Corr-R-3km (figure 3-b) the \(\sigma_{O-A}\) are comparable to the values yielded by the Control.

The differences in \(\sigma_{O-A}\) between the two runs with identical observation count (i.e. Control and Corr-R-6km) confirm the results of the previous section. Despite the fact that the observation error matrix used in Corr-R-6km had smaller or equivalent variance compared to those prescribed for the Control experiment (figure 2), the weight of the Doppler radial wind observations was reduced in Corr-R-6km. This in turn reduces the fit to the observations and increases analysis error. This increase in analysis error is not seen in the Corr-R-3km’s experiment where the \(\sigma_{O-A}\) shows similar values compared to the Control. The reduction in the observation weighting has been reversed by the increased observation count. This is supported by considering the additional Diag-R-3km experiment, where \(\sigma_{O-A}\) is consistently lower (mean value of 1.20) compared to the Control (mean value of 1.57).

Before considering the impact on other observation types, we first consider how the structured wind increments may have been modified by the introduction of correlated observation error. Figure 4 shows the mean length scale, the mean variance and maximum values of the zonal wind increment at each model level over the trial. Length scale is simply defined as the fourth root of the ratio of the variance of a field \(\phi\) and the variance of its Laplacian (calculated using a second-order finite difference approximation) (Descombes et al. 2015); that is

\[
L = \left( \frac{8 \cdot \text{variance}(\phi)}{\text{variance}(\nabla^2 \phi)} \right)^{1/4}.
\]

We note that the mean increment can be related to systematic error in either observations or the model (Rodwell and Palmer 2007). However it has been shown that the Doppler radial wind observations used here are unbiased (Simonin et al. 2014). When the correlated observation error covariance matrix is introduced (Corr-R-6km) the zonal wind increment becomes smoother with smaller extremes at all model levels. The introduction of correlation acts as a low-pass filter, reducing the weight from individual observations and increasing the importance of the background information. This is consistent with the results from the \(\sigma_{O-A}\). However, increasing the observation density (Corr-R-3km) counterbalances the effect of the correlated \(R\), by increasing the amplitude and the variance of the increment values at all levels so that the values are closer to the Control experiment. It produces increments with smaller length scales than the Control from the assimilation of denser observations which are more able to represent smaller scale features.

We now consider the impact from the introduction of the correlated observation error covariance matrix for the Doppler radial wind on the fit to other observations assimilated during the trial. Figure 5 shows the trial average ratio of \(\sigma_{O-A}\) and \(\sigma_{O-B}\) between the experiments and the Control for all the wind observation types used in the trial. The error bars shown in figure 5 and subsequent figures, represent the 95% confidence.
level. Due to high statistical variability between cycles, one should only consider the significant values to assess the impact. Most trial average innovation and residual standard deviations from the Corr-R-6km and Corr-R-3km yield smaller values compared to the Control, with Corr-R-3km outperforming Corr-R-6km. This trend is not completely homogeneous with, for example, mixed impact for the scatterometer wind (not statistically significant). Although not significant, the $O - A$ and $O - B$ from Corr-R-6km, exhibit a degradation for meridional wind from Sonde and Aircraft respectively. Note that Sonde U and V account for radiosonde profiles as well as wind-profiler observations. For all wind observations, the additional Diag-R-3km produces innovation and residual values (figure 5) that never improve upon the results of either the Corr-R-6km or Corr-R-3km. Furthermore, the innovation and residual values are significantly worse compared to the Control, with a decrease in analysis and background accuracy reaching 1% and more on a few occasions. For example, compared to the Control, U and V wind from Sonde are degraded by 2% in the $\sigma_{O-A}$ and at least 0.5% in the $\sigma_{O-B}$. Note that Corr-R-3km shows an improvement of 0.5% in the $\sigma_{O-A}$ and at least 0.75% in the $\sigma_{O-B}$. The reduction in analysis error and improved innovations are equally visible when considering the results from satellite observations (figure 6). Again the general impact is stronger for Corr-R-3km. For the rest of the surface and upper-air observations (figure 7), the impact seen when considering Corr-R-6km is very much neutral, whereas Corr-R-3km still shows benefit. The statistics for relative humidity and potential temperature observations from sonde are neutral to negative in the $\sigma_{O-A}$ (7-a), but improve in the $\sigma_{O-B}$ (7-a). Again the additional Diag-R-3km (not shown) produces residual values that are worse compared to the Control with a maximum increase of 3% for relative humidity. Also, the $\sigma_{O-B}$ do not outperform the Corr-R-6km or Corr-R-3km experiments. For satellite observations, Diag-R-3km has small overall improvement in comparison to the Control (0.3% in $\sigma_{O-B}$). However, Corr-R-6km or Corr-R-3km experiments are still significantly superior.

We now summarize the results from this section. From the analysis of $O - B$ and $O - A$ it is clear that the introduction of correlated observation error for the Doppler radial winds had a general benefit in reducing the analysis error. From the results of the residual statistics ($\sigma_{O-A}$) and the shape of the wind increments, we see that the introduction of correlated observation error has a multi faceted effect (Daley 1991). The changes in the $\sigma_{O-A}$ from Corr-R-6km experiment compared to the Control, as well as the observation and background penalty values, demonstrated that the Control experiment settings were producing an analysis that was over-fitting the Doppler radial wind. The use of a diagonal observation-error covariance matrix when observation errors are clearly horizontally correlated (Waller et al. 2016c) produced a suboptimal analysis (Liu and Rabier 2003). When the observation errors are correlated with a length scale of 20-30km (Waller et al. 2016c), thinning the data to a 6km spacing does not result in negligible error correlations between assimilated observations. By introducing correlated observation error statistics in the assimilation algorithm (Corr-R-6km), the assimilation algorithm acts like a low-pass filter on the observation increments. Reducing the thinning distance shows benefit only when the correlation in the observation errors are accounted for as demonstrated by results from Corr-R-3km. Omitting the correlation when using a dense network of observations, only produces a sub-optimal system, where dense observations are over-fitted and the general analysis error is increased. By contrast accounting for correlation when using a dense network of observations, increases the potential number of neighbour observations $y_j$ to an observation $y_i$, allowing for synergy between more pairs of observations, as described by Fowler et al. (2018), as well as allowing the information content from smaller scales to be exploited. This transforms the assimilation algorithm and allows it to behave more like a high pass filter compared to the Corr-R-6km setting.

We support these results using simple model experiments (details are given in the appendix). We designed three experiments to imitate the changes in observation density between the Control, Corr-R-6km and Corr-R-3km experiments. Figure 8 shows the eigenvalues of the analysis error covariance matrix in observation space for the three simple model experiments:

- The Control experiment is qualitatively similar to the simple model experiment shown as a black curve in
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The Met Office’s UK NWP Index is defined as a weighted average of T+6 to T+36 skill scores over the UK domain, for 1.5m temperature, 10m wind (speed and direction), precipitation (equal to or greater than 0.5, 1.0 and 4.0 mm over the preceding 6 hours), total cloud amount (equal to or greater than 2.5, 4.5 and 6.5 oktas), cloud base height (given at least 2.5 oktas and equal to or less than 100, 500 and 1000 m above ground) and near-surface visibility (equal to or less than 200, 1000 and 4000 m). Table 4 shows the results of the surface verification as percentage of improvements. For the Corr-R-6km UK NWP index changes by $-0.005\%$ compared to the Control run. For the Corr-R-3km UK NWP index changes by $+0.021\%$ compared to the Control run. Neither trial presents statistically significant differences in skill with respect to the Control run.

5.3.2. Impact on precipitation

So far we have concentrated our effort on the validation of the forecast performance overall. However, one of the main motivations of convective-scale assimilation is to improve short-term quantitative precipitation forecasts (QPF). Verification methods have conventionally been designed to assess the model forecast at point locations only. However, the temporal and spatial intermittent nature of a parameter such as rain makes these approaches unsuitable in general (Droegmeier 1997). This problem is amplified in this study because the 1.5 km model resolution is high enough to represent small-scale features and local variability. In response to this problem, a growing list of methods to verify precipitation forecasts based on the physical realism or spatial closeness to observations have been developed (Gilleland et al. 2009). Some techniques have concentrated on object verification (Ebert and MacBride 2000; Davis et al. 2006; Johnson and Wang 2013) by classifying rain features according to their characteristics. Other methods have focused on the spatial error and one such score is the Fractions Skill Score (FSS) introduced by Roberts and Lean (2008). The FSS provides a measure of the spatial agreement between two fields by comparing the fractional differences in the coverage of rain over differing sized squares (neighborhoods) centered at every grid square. More about the definition and use of the FSS can be found in the original paper by Roberts and Lean (2008) and then subsequently...
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in Roberts (2008), Mittermaier and Roberts (2010) or Skok (2015). Here the two fields of hourly accumulations of surface precipitation are from the forecast itself and the radar composite of derived rain rate.

Figure 9 shows the difference in fraction skill score between the experiments (Corr-R-6km: figure 9-a; Corr-R-3km: figure 9-b) and the Control as a Hinton diagram for different forecast lead times and different thresholds of hourly rainfall accumulation. The sign and the amplitude of the change in FSS values ($\Delta FSS$) are shown with the color and size of the square respectively: positive values (positive impact) are shown as grey squares, whereas negative values (negative impact) are shown as black squares.

The introduction of the correlated observation error only (Corr-R-6km) does not show any real impact on precipitation (figure 9-a). The $\Delta FSS$ values are small ($\max|\Delta FSS| = 0.009$) with an almost homogeneous distribution of positive and negative impact.

The results are more promising when the correlated observation error is introduced in association with an increase in observation density (figure 9-b). The $\Delta FSS$ values are larger compared to the previous comparison, but more importantly, a positive impact can be seen until $T + 7$ forecast lead time. The biggest positive impact is found for low threshold values (e.g. $0.2\text{mmh}^{-1}$ and $90^{\text{th}}$ percentile).

Note that the FSS values for the Control forecasts, for a neighbourhood size of 41 grid boxes, were all well above 0.6 indicating an already skillful forecast; although little impact can be seen over the entire period of the fully cycled trial, individual cycles do show some improvements. Figure 10 gives an example of the sort of differences that can be seen and shows an hourly accumulated precipitation $T + 3$ forecast valid at 1500 UTC on the 7th of April 2016, for Control, Corr-R-6km, and Corr-R-3km.

During the 7th of April 2016, a band of showers developed and moved southwards, producing heavy precipitation on the east and central part of the UK. Compared to the observed radar derived hourly rain accumulation (figure 10-a), the Control (figure 10-b) produced showers that were typically too sparse and locally far too intense. The Corr-R-6km improved the shower coverage, but the real benefit of including correlated observation error is visible in the Corr-R-3km experiment (figure 10-d), where shower coverage and intensity was noticeably improved. This is supported by the FSS value shown in figure 10-e and f. The improvement seen in this particular forecast can be attributed to the change in observation weight. When accounting for correlated observation error the observation uncertainty information is no longer mutually independent. This results in a small down-weighting of the observations as demonstrated by the Corr-R-6km experiment (Figure 4). This effect results in a small benefit to the forecast and FSS (Figure 10c and e) as the Control experiment was over-fitting the Doppler radial wind producing broad analysis increments (Figure 4). Increasing the observation density in conjunction with correlated observation errors negates the smoothing effect seen in Corr-R-6km. The use of more accurate error statistics enables an improved representation of the small scale information content from the observation resulting in a more balanced analysis increment (Figures 4 and 8). Over time the small scale information propagates through the system and produces improved forecasts as seen in Figures 10d.

6. Conclusions

In this work, we provide a pragmatic strategy that allows the use of correlated observation errors in a high dimensional data assimilation system. We describe the implementation of this strategy in the Met Office system and then present a study demonstrating the practical feasibility of including horizontally correlated Doppler radial wind observation error statistics and its impact using an operational NWP system. The new strategy was achieved by altering the usual Data Parallel paradigm; rather than distributing observations with correlated errors using a domain decomposition, the observations are instead distributed in families that have mutually correlated errors as described in section 3.1. The second significant change relates to the actual use of the horizontally correlated observation errors statistics in the derivation of the observation penalty. This was implemented following the description presented in section 3.2.

A trial has been run for 20 days using the Met-Office UKV model configuration and 3D-Var, including a Control experiment with the operational settings (diagonal R), an experiment using the operational settings with a correlated observation error...
covariance matrix, and an experiment using correlated observation error statistics with increased observation density.

Analysis of the impacts from the introduction of Doppler radar radial wind horizontal correlated observation errors on the data assimilation system and forecast skill have also been presented. The introduction of correlated observation error has changed the response from the variational system as follows:

- Introducing horizontal correlated observation errors improves the $O - A$ and $O - B$ statistics in both experiments. This suggests that the Control settings with a diagonal observation error covariance matrix causes the assimilation to over-fit Doppler radial observations.
- The positive impact of the introduction of correlated observation error is stronger on the $O - A$ and $O - B$ statistics when dense observations are used. We showed that introducing the correlated observation error, whilst keeping the observation density fixed, has little impact on the analysis uncertainty at small scales. However, this is remedied by increasing the observation density that introduces additional observation information at small scales.
- The inclusion of correlated observation error statistics allows dense observations to be assimilated without detriment to the analysis quality.
- We showed that by accounting for the correlation in the Doppler radial wind observation error, observation density can be increased without any degradation to the computational speed of the assimilation system.

Our results suggest that the use of a diagonal $R$ (Control experiment) created a suboptimal system, where a 6 km observation thinning distance was too dense (e.g. Liu and Rabier (2003) or Stewart et al. (2008)). As shown for example by Daley (1991) or Fowler et al. (2018) the system’s responses to correlated observation error are complex and make use of observation information at specific scales. However, we showed that the general behavior of the data assimilation system is comparable to what can be expected using a simple model.

The impact on the forecast is more subtle. A small positive signal can be seen when the observations are compared to the model background within the assimilation system. This indicates that the impact on the forecast lasts long enough to improve the model background and consequently benefit the assimilation in a cycling NWP system. Regarding the conventional verification scores, the results indicate that over the length of the forecast there is a small positive impact, if any. A strong signal is visible in the QPF scores. A positive impact can be seen until a forecast lead time of $T + 7$. The biggest positive impact is found at low threshold values, which implies an improvement in the location of the rain. For all verification scores, the increase in the observation density yields better results.

To the best of our knowledge this is the first operational implementation of horizontal correlation observation errors in a data assimilation system for numerical weather prediction. Despite a marginal impact on the forecast, the introduction of the correlated observation error allows the assimilation to make better use of the observations by allowing the assimilation of very dense observation networks, such as radar, without any cost (no significant increase of wall clock time) to the assimilation. We note that we have only considered the impact for a single case study (20 days). Furthermore, the only alteration in the experiments has been the inclusion of the correlated observation errors. Further studies are required to analyse the impact for different meteorological conditions. Improved settings for operational parameters associated with Doppler radial wind assimilation may also benefit the forecast. This may include testing for statistical consistency of background and observation errors using the diagnostic of (Desroziers et al. 2005). In addition, since this work, the Met-Office operational system for convective scale numerical weather prediction system has been upgraded to 4D-VAR. Therefore this system is now being extended to the 4D-VAR framework.

Appendix

Here we present a simple example to help explain the results given in Section 5.

In statistical linear estimation theory, the analysed state, $x^a$, is given by

$$ x^a = x^b + \delta x^a = x^b + K d^o, $$

(7)
where $\delta x^a$ is the analysis increment, $x^b$ is the background state, $d^o_k$ the innovation vector,
\begin{equation}
    d^o_k = y^o - H x_b,
\end{equation}
and $\tilde{K}$ the gain matrix,
\begin{equation}
    \tilde{K} = \tilde{B} H^T (H \tilde{B} H^T + \tilde{R})^{-1}.
\end{equation}

The matrices $\tilde{B}$ and $\tilde{R}$ are the assumed background and observation error covariance matrix respectively.

To understand the impact on the analysis of using a sub-optimal observation error correlation matrix we consider the analysis error covariance matrix, $A$. If we know the exact background error statistics, $\tilde{B} = B$, but are knowingly using an incorrect observation error covariance matrix, $\tilde{R} \neq R$ then the analysis error covariance matrix is given by,
\begin{equation}
    A = (I - \tilde{K} H) B + \tilde{K} (R - \tilde{R}) \tilde{K}^T.
\end{equation}

We consider the impact on the analysis error covariance using three simple model experiments. We assume that our background is evaluated on 128 equally spaced points in a 1D periodic domain, $[-32\pi, 32\pi]$. In order to compare with the results given in Section 5 we consider two different observation operators, one in which the full state is observed and one where the state at every other grid point is observed. We further assume that the true observation and background error statistics are homogeneous and are defined, as in Waller et al. (2016b), using a second order auto regressive function with length scales 5 and 10 respectively.

For our first experiment we assume that we observe half the state and only know the observation error variance and hence neglect the correlations i.e. $\tilde{R} = I$. For the second experiment we observe half the state, but this time use the correct $R$ matrix. Finally we increase the observation density and observe all grid points and assume the correct $R$ matrix.

In all three experiments the matrices $R$, $\tilde{R}$ and $H \tilde{B} H^T$ are circulant matrices. Since the sums, products and inverses of circulant matrices are circulant, $H \tilde{A} H^T$ is also circulant. The eigenvalues of circulant matrices are positive and can be found using a discrete Fourier transform and consequently may be ordered according to wave number. In this case the order of the eigenvalues has a relation to the scales in the analysis error in observation space. Therefore, the eigenvalues of the analysis error covariance in observation space allows us to understand the uncertainty we have at different scales in the analysis in observation space. The $k^{th}$ eigenvalue, $\phi_k$, of a circulant matrix $C \in \mathbb{R}^{N \times N}$ associated with frequency $\omega_k = \frac{2 \pi k}{2 \pi N}$, and sampling interval $\Delta x^s$, is,
\begin{equation}
    \phi_k = \sum_{n=0}^{N-1} c_n e^{-\frac{2 \pi i n k}{N}},
\end{equation}
where $c_n$ is the $n^{th}$ coefficient of the first row of the circulant matrix. In our experiments, due to the different number of observations, the size of $H A H^T$ changes. However, by analysing the results as a function of wavenumber we can compare physically consistent quantities. The results for our experiments are plotted in Figure 8 and discussed in Section 5.
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Table 1. Experiment details

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Doppler wind observation error matrix</th>
<th>Doppler wind super-observation thinning distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>Diagonal observation error matrix (Operational)</td>
<td>6 km</td>
</tr>
<tr>
<td>Corr-R-6km</td>
<td>Correlation observation error matrix</td>
<td>6 km</td>
</tr>
<tr>
<td>Corr-R-3km</td>
<td>Correlation observation error matrix</td>
<td>3 km</td>
</tr>
<tr>
<td>Diag-R-3km</td>
<td>Diagonal observation error matrix (Operational)</td>
<td>3 km</td>
</tr>
</tbody>
</table>

Table 2. Trial average ($\mu$) and standard deviation ($\sigma$) of various parameters measuring the performance of the assimilation system.

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Iteration count</th>
<th>Evaluation count</th>
<th>$J_b$</th>
<th>$J_o$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu$</td>
<td>$\sigma$</td>
<td>$\mu$</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>Control</td>
<td>27.4</td>
<td>15.1</td>
<td>40.8</td>
<td>23.5</td>
</tr>
<tr>
<td>Corr-R-6km</td>
<td>27.7</td>
<td>14.6</td>
<td>41.6</td>
<td>22.8</td>
</tr>
<tr>
<td>Corr-R-3km</td>
<td>28.2</td>
<td>14.4</td>
<td>40.9</td>
<td>21.6</td>
</tr>
<tr>
<td>Diag-R-3km</td>
<td>29.1</td>
<td>14.9</td>
<td>41.5</td>
<td>23.8</td>
</tr>
</tbody>
</table>

Table 3. Computational cost in seconds. The first row shows the trial average wall-clock time ($W_{trial}^{(trial)}$). Subsequent rows show the average wall-clock time ($W_{(10)}^{(10)}$), the average cost for calculating $J$ ($J_{(10)}^{(10)}$), and the average cost for calculating $J_o$ ($J_{0(10)}^{(10)}$), over 10 iterations for the 12 Z run on the 7th of April 2016.

<table>
<thead>
<tr>
<th>Experiments</th>
<th>$W_{trial}^{(trial)}$ [s]</th>
<th>$W_{(10)}^{(10)}$ [s]</th>
<th>$J_{(10)}^{(10)}$ [s]</th>
<th>$J_{0(10)}^{(10)}$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>272</td>
<td>73</td>
<td>22.16</td>
<td>0.81</td>
</tr>
<tr>
<td>Corr-R-6km</td>
<td>293</td>
<td>72</td>
<td>23.83</td>
<td>2.21</td>
</tr>
<tr>
<td>Corr-R-3km</td>
<td>288</td>
<td>73</td>
<td>23.43</td>
<td>2.23</td>
</tr>
</tbody>
</table>

Table 4. Surface verification scores and UK NWP index. All the values are presented as a percentage (positive values show improvement over the Control).

<table>
<thead>
<tr>
<th>Score</th>
<th>Corr-R-6km</th>
<th>Corr-R-3km</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visibility</td>
<td>+0.027</td>
<td>+ 0.046</td>
</tr>
<tr>
<td>Precipitation</td>
<td>-0.063</td>
<td>-0.050</td>
</tr>
<tr>
<td>Cloud cover</td>
<td>+0.047</td>
<td>+0.012</td>
</tr>
<tr>
<td>Cloud base height</td>
<td>-0.013</td>
<td>-0.005</td>
</tr>
<tr>
<td>1.5m temperature</td>
<td>-0.014</td>
<td>+0.005</td>
</tr>
<tr>
<td>10 m wind</td>
<td>+0.010</td>
<td>+0.013</td>
</tr>
<tr>
<td>UK index</td>
<td>-0.005</td>
<td>+0.021</td>
</tr>
</tbody>
</table>
Figure 1. Example of the observation parallelisation in VAR for two observation types (uncorrelated and correlated error) with a 4 PE decomposition. (a) Conventional approach, i.e. without accounting for the horizontal correlation of the observation error. Each observation (with uncorrelated and correlated errors) is distributed between the 4 PE according to its geographical location. However, this time all the observations with mutually correlated errors are assigned to a single family and sent to PE 2 regardless of their physical location. In both panels the model columns ($C_w$) are distributed according to their geographical location. This implies that the distribution of each $C_w$ and observation is equivalent in (a) that is $Obs_{PE} = C_{w,PE}$, and different in (b) i.e. $Obs_{PE} \neq C_{w,PE}$.
Figure 2. Error variance as function of height for three radar’s beam elevation (1°, 2° and 4°). (Grey curve) operational error variance used in the Control experiment when the observation error covariance matrix is assumed to be diagonal. (Black curve) error variance for the diagnosed correlated observation error covariance matrix. (Black dash curve) weighted least square fit of the error variance for the diagnosed correlated observation error covariance matrix used in the Corr-R-6km and Corr-R-3km experiments.
Figure 3. Time series standard deviation of Doppler radial wind $O - A$ (a,b) and $O - B$ (c,d) for the Control and Corr-R-6km (a,c) and for the Control and Corr-R-3km (b,d). In both panels the Control is in black and the experiment in grey.
Figure 4. Trial average (a) maximum (b) variance and (c) length-scale (eq 6) for the zonal wind increment against model levels. (Black Curve) Control experiment; (grey curve) Corr-R-6km experiment and (black dash curve) Corr-R-3km experiment.
Figure 5. Wind observations (a) $O - A$ and (b) $O - B$ trial average standard deviation ratio between the experiments and the Control expressed as percentage and scaled to show positive impact as negative values (i.e. $\frac{\sigma(O - A_{exp})}{\sigma(O - A_{ctrl})} - 1$ and $\frac{\sigma(O - B_{exp})}{\sigma(O - B_{ctrl})} - 1$). In black $exp = Corr-R-6km$, in dark grey $exp = Corr-R-3km$ and in light grey $exp = Diag-R-3km$. The error bars represent the 95% confidence level.
Figure 6. Similar to 5 but for Satellite observations. In black $\text{exp} = \text{Corr-R-6km}$ and in dark grey $\text{exp} = \text{Corr-R-3km}$.
Figure 7. Similar to 6 but for the rest of the observations used.
Figure 8. Panel (a) shows the eigenvalues of the analysis error covariance matrix ($\phi_k$) in observation space (see appendix for details) against wavenumber. Insert (b) shows $\phi_k$ in log space for wavenumber ranging from 20 to 35. (Black curve) $\phi_k$ using a diagonal observation error covariance when the true observation error covariance contains some correlation with the state being half observed. (Grey curve) $\phi_k$ using a correlated observation error covariance with the state being half observed. (Black dashed curve) $\phi_k$ using a correlated observation error covariance with the state being fully observed.
Figure 9. Hinton diagram showing the trial average FSS differences between the Corr-R-6km and the Control experiment (a) and between the Corr-R-3km and the Control experiment (b) for different forecast lead time and hourly rainfall accumulation thresholds with a neighborhood size of 41 grid-boxes. The sign and the amplitude of the change in FSS are shown with the color and size of the square respectively: positive values (positive impact) are shown as gray squares, whereas negative values (negative impact) are shown as black squares. The rainfall accumulation thresholds on y-axis are 0.2mmh\(^{-1}\) (abs:0.2), 1.0mmh\(^{-1}\) (abs:1), 2.0mmh\(^{-1}\) (abs:2), the 90\(^{th}\) percentiles (freq:0.1) and the 99\(^{th}\) percentiles (freq:0.01).
Figure 10. Hourly accumulated precipitation forecasts for 1500 UTC on the 7th of April 2016, for Control [b], Coor-R-6km [c] and Coor-R-3km [d] at T+3. Panel [a] shows the observed radar derived hourly rain accumulation at 1500 UTC. Panels [e] and [f] show the FSS as a function of neighbourhood size for the forecast experiments using thresholds of 0.2mm/h and top 5% (95th percentile) respectively.