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Abstract

Clustering is an essential data mining technique that divides observations into

groups where each group contains similar observations. K-Means is one of the

most popular and widely used clustering algorithms that has been used for over

fifty years. The majority of the running time in the original K-Means algorithm

(known as Lloyd’s algorithm) is spent on computing distances from each data

point to all cluster centres to find the closest centre to each data point. Due to

the current exponential growth of the data, it became a necessity to improve K-

Means even further to cope with large-scale datasets, known as Big Data. Hence,

the main aim of this thesis is to improve the efficiency and scalability of Lloyd’s

K-Means.

One of the most efficient techniques to accelerate K-Means is to use triangle

inequality. Implementing such efficient techniques on a reliable distributed model

creates a powerful combination. This combination can lead to an efficient and

highly scalable parallel version of K-Means that offers a practical solution to the

problem of clustering Big Data.

MapReduce, and its popular open-source implementation known as Hadoop,

provides a distributed computing framework that efficiently stores, manages, and

processes large-scale datasets over a large cluster of commodity machines. Many

studies introduced a parallel implementation of Lloyd’s K-Means on Hadoop in

order to improve the algorithm’s scalability. This research examines methods

based on triangle inequality to achieve further improvements on the efficiency of
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the parallel Lloyd’s K-Means on Hadoop.

Variants of K-Means that use triangle inequality usually require extra informa-

tion, such as distance bounds and cluster assignments, from the previous iteration

to work efficiently. This is a challenging task to achieve on Hadoop for two reasons:

1) Hadoop does not directly support iterative algorithms; and 2) Hadoop does not

allow information to be exchanged between two consecutive iterations. Hence, two

techniques are proposed to give Hadoop the ability to pass information from an

iteration to the next. The first technique uses a data structure referred to as an

Extended Vector (EV), that appends the extra information to the original data

vector. The second technique stores the extra information on files where each file

is referred to as a Bounds File (BF).

To evaluate the two proposed techniques, two K-Means variants are imple-

mented on Hadoop using the two techniques. Each variant is tested against vari-

able number of clusters, dimensions, data points, and mappers. Furthermore, the

performance of various implementations of K-Means on Hadoop and Spark is in-

vestigated. The results show a significant improvement on the efficiency of the

new implementations compared to the Lloyd’s K-Means on Hadoop with real and

artificial datasets.
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Chapter 1

Introduction

1.1 Clustering Big Data

The last two decades witnessed an exponential growth of the data generated by

many sources such as, scientific experiments, social media Web sites, government

statistics, sensor networks, and many other sources. For example, the Large

Hadron Collider project (LHC), which provides more knowledge about the uni-

verse by accelerating particles and examining the results from their collisions,

is expected to produce around 50 petabytes of data in 2017, and the collected

data could reach 10 gigabytes per second [3]. YouTube users eceeded 1 billion

users, where 100 hours of videos are uploaded every minute, and 135,000 hours

are watched [4]. eBay stores and preocess about 150 billion new records daily [5].

In order to cope with this rapid increase, novel solutions are developed to manage

and process large-scale datasets known as Big Data.

The term Big Data had many definitions since the early 2000s. Most of these

defintions summarise the characteristics of Big Data in what is known as the multi

V model. For example, [6] and [7] define Big Data through the 3V model, where

datasets have high Volume, generated in high Velocity, and with high Variety

of data types that require new innovative technologies which could improve the
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decision making. Some works (e.g. [8]) extend the 3V model to a 4V model by in-

cluding Value, which refers to the value gained by an organisation from extracting

hidden data. While others (e.g. [9] and [10]) use a 5V model by adding Veracity,

which refers to the degree of reliability, quality, and trustworthiness of the data

source. In an attempt to clear the ambiguity and inconsistency in the various def-

nitions of Big Data, the work in [11] surveys the definition of Big Data in various

works and concluded that all definitions mention at least one of the following char-

acteristics: the size of the data, the complexity (e.g. structured, semi-structured,

unstructured), and the technologies designed to process such data. The authors in-

troduced their own definition, which states that: “Big data is a term describing the

storage and analysis of large and or complex data sets using a series of techniques

including, but not limited to: NoSQL, MapReduce and Machine Learning”.

Collecting, storing, and managing the data is a crucial process. However, the

data itself is worthless unless meaningful knowledge can be extracted from it. For

this reason, various innovative techniques were developed over the years dedicated

to knowledge discovery. One of the essential approaches to unveil hidden pat-

terns in a given set of observations is to divide these observations into a number

of groups (clusters), such that observations in one group have more similarities

than observations in other groups. This process is known as clustering or clus-

ter analysis. Clustering algorithms are developed and used in many fields, such

as engineering, computer science, life and medical sciences, astronomy and earth

sciences, social sciences and economics [12]. Most clustering algorithms, however,

are computationally expensive or iterative in nature (e.g. K-Means). This makes

the clustering task very challenging, especially when dealing with large and high-

dimensional datasets. For this reason, the focus has been shifted lately to parallel

clustering solutions on distributed processing models to overcome these challenges.

One of the most popular and attractive distributed processing models is known as

MapReduce.
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Despite the existence of various clustering algorithms, the focus of this project

is on the K-Means clustering algorithm for the following reasons. The popularity

and the importance of K-Means where it is used as a clustering solution in many

fields and for many applications. Furthermore, the target of this project is to clus-

ter Big Data where the volume of the data is very large that only algorithms with

sub-linear, linearthmic, and linear time complexity can be used [13]. While most

clustering algorithms (e.g. hierarchical clustering algorithm) run in a quadratic

time, K-Means is linear in the number of data points, clusters, and dimensions.

The linear time complexity makes K-Means more suitable for Big Data. Therefore,

making K-Means even faster and highly scalable shall contribute in the develop-

ment of a powerful clustering algorithm that can cope with the recent exponential

growth of data.

1.2 Iterative Clustering Algorithms on MapRe-

duce/Hadoop

The distributed computing framework MapReduce [14], and its open-source im-

plementation known as Hadoop [15], became the de-facto standard for Big Data

computing [16]. The popularity of MapReduce comes from its ability to provide a

reliable and fault-tolerant parallel programming paradigm without having to deal

with the underlying details of the distributed system, such as data distribution

and tasks scheduling. However, this programming model faces several limitations

when it handles iterative Machine Learning algorithms because the iterative pro-

cess is not directly supported. For instance, the framework is not loop-aware. In

each iteration, map and reduce tasks are not reusable where new tasks must be

started and destroyed. Moreover, static data must be loaded repeatedly in each

iteration, which wastes network bandwidth and consumes more CPU resources.

Ranked as one of the top ten data mining algorithms [17], K-Means takes the
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number of clusters as an input and iterates over the input data points until it

converges. In each iteration, the standard implementation of K-Means, known

as Lloyd’s K-Means [18], must compute the distance from each data point to all

cluster centroids. This process is considered as a bottleneck in K-Means. Most of

these distance calculations, however, are redundant and can be avoided.

One of the most effective methods to reduce the number of distance calculations

in K-Means is to apply geometric approaches based on triangle inequality. How-

ever, most of these approaches must keep extra information (e.g. distance bounds

and cluster assignments) in one iteration and use it in the next. Many works (e.g.

[19]) [20] [21], shown how triangle inequality cab be very effective on accelerat-

ing the running time of K-Means. Implementing such optimisations on Hadoop

should lead to a powerful clustering algorithm that can cluster vast amounts of

data in a fast time. However, Hadoop does not offer a mechanism to cache infor-

mation between MapReduce jobs (each iteration is represented by a MapReduce

job) which makes the implementation of such optimisations on Hadoop a complex

task. Hence, this work provides solutions that allow Hadoop to pass information

from one iteration to the next in order to be able to implement K-Means variants

based on triangle inequality. Two methods are introduced to pass information from

one iteration to the next in Hadoop: For each input data point, the first method

appends the required extra information to the data point vector and creates what

we refer to as an Extended Vector. Each Extended Vector is read in the iterations

to follow along with its appended extra information. The second method writes

only the required extra information into files referred to as Bounds Files. Bounds

Files are stored on the distributed file system in one iteration and read in the

following iteration.

To evaluate the effectiveness of the proposed methods, two optimised algo-

rithms are implemented and tested on Hadoop using each method; in addition to

an algorithm that employs a basic triangle inequality approach to skip distance
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computations. The performance of the newly implemented algorithms is compared

against the performance of Lloyd’s K-Means on Hadoop. This is because Lloyd’s

algorithm is the straight-forward approach to find the clustering solution where

the distance from all data points to all cluster centres is computed. Moreover, the

performance of Lloyd’s K-Means and the basic triangle inequality K-Means based

on a popular distributed framework known as Spark [22] is investigated. The

experiments are executed for a predefined number of iterations and not to con-

vergence. This is because the impact of triangle inequality on avoiding distance

computations can be observed in the first few iterations. Furthermore, triangle in-

equality optimisations are guaranteed to converge in the same number of iterations

as Lloyd’s algorithm while maintaining the exact same output.

1.3 Why MapReduce?

This work implements K-Means optimisations on Hadoop, which adopts the stan-

dard MapReduce programming model. Despite the existence of alternative dis-

tributed computing systems that are based on MapReduce and support iterative

algorithms, these systems usually enhance the iterative process at the expense of

other essential components such as fault-tolerance. Twister [23], for example, pro-

vides a distributed framework that can efficiently process iterative algorithms by

caching the input data in the memory of the worker machines in the first iteration

and reuse it in following iterations. However, one of its major limitations is its

limited capabilities of handling task failures compared to Hadoop. Furthermore,

the stability of the framework was taken into consideration. Hadoop and Spark are

adopted by many industrial companies to manage and process their Big Data. In

addition the continues contributions from the academic field, Hadoop and Spark

are constantly updated which maintain their stability. On the other hand, some

iterative MapReduce frameworks (e.g. HaLoop, iMapReduce) were reported to be
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unstable [24]. A quick look at the release dates of the latest versions for different

distributed platforms gives an insight on the scale of support each one has. For

example, the latest versions for Hadoop and Spark were released on 2018, while

the latest ones for Twister, iMapReduce and HaLoop were on 2011. The focus in

this research is on providing parallel clustering solutions on reliable, stable and

widely supported distributed platforms, and that is why Hadoop and Spark were

chosen.

1.4 Objectives

The following is the list of objectives that are designed to achieve the main aim of

this project which is to improve the efficiency and scalability of Lloyd’s K-Means

on Hadoop:

• Design and implement parallel solutions for K-Means on Hadoop that are

more efficient and deterministically produce the same clustering results of

Lloyd’s algorithm.

• Adopt optimisation techniques based on triangle inequality.

• Provide a mechanism to carry extra information from one iteration to the

next on Hadoop.

• Measure the ability of the new solutions to improve the efficiency of Lloyd’s

K-Means on Hadoop and their ability to scale with an increased number of

clusters, dimensions and data points.

Adopt optimisation techniques based on triangle inequality. Provide a mecha-

nism to carry extra information from one iteration to the next on Hadoop. Measure

the ability of the new solutions to improve the efficiency of Lloyd’s K-Means on

Hadoop and their ability to scale with an increased number of clusters, dimensions

and data points.
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1.5 Contributions

The standard Lloyd’s K-Means can achieve significant speedups by using triangle

inequality optimisations that reduce the computation time while maintaining the

exact output as the standard K-Means. Such optimisations have not been explored

on the standard MapReduce distributed framework and its popular implementa-

tion known as Hadoop. This is because Hadoop does not support iterative algo-

rithms and does not maintain data between iterations, which is a requirement in

K-Means optimisations based on triangle inequality. Although other distributed

platforms (e.g. Twister and HaLoop) overcome these limitations in Hadoop by

caching the data between iterations, these solutions usually come at the cost of

other crucial properties such as fault-tolerance.

The challenge in this research is to be able to achieve considerable improvements

on the efficiency of K-Means using triangle inequality optimisations on MapRe-

duce. In Hadoop, the lack of support for iterative algorithms and of providing a

mechanism that passes information between iterations is a limiting and challenging

factor. The main contribution of this work is that we were able to show that it is

possible to speedup the standard K-Means on Hadoop and make it highly scalable

while maintaining the exact final results as the original Lloyd’s algorithm.

The following contributions are part of the main contribution of this research:

1. The design and the development of two techniques: K-Means on Hadoop

using an Extended Vector (EV), and K-Means on Hadoop using a Bounds

File (BF). These techniques give Hadoop the ability to pass information from

one iteration to the next on iterative algorithms.

2. Parallel implementations of K-Means variants on Hadoop using EVs and BFs

to evaluate the effectiveness of the new approaches. The implemented vari-

ants accelerate K-Means by using triangle inequality to reduce the number

of distance computations. To achieve this purpose, these variants require
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extra information, such as cluster assignments, from the previous iteration.

3. An extensive experimental analysis that tests the scalability and efficiency

of implementations of K-Means on Hadoop using BFs and EVs with respect

to the number of clusters, dimensions, data points, and mappers.

4. An investigation on the impact of the I/O overhead that is created by each

proposed approach. Each approach needs to write extra information to

Hadoop Distributed File System (HDFS) to use these information in subse-

quent iterations. This operation could impact the performance and eventu-

ally becomes the dominant cost.

5. A comparative analysis of implementations of K-Means on Hadoop using

BFs and two K-Means implementations on Apache Spark. The in-memory

caching mechanism provided by Apache Spark makes it one of the best dis-

tributed computing frameworks designed to process iterative algorithms.

1.6 Thesis Outline

The reminder of this thesis is organised as follows:

Chapter 2 briefly overviews the sequential implementations of K-Means includ-

ing Lloyd’s algorithm and other K-Means optimisations. In addition, the use of

triangle inequality to improve the efficiency of K-Means is explained. Finally, an

overview of the MapReduce framework, Apache Hadoop, and Apache Spark is

presented.

Chapter 3 discusses the related work to parallel implementations of K-Means

in general, and to parallel implementations of K-Means on distributed systems, in

particular. The chapter also describes the implementations of Lloyd’s K-Means on

Apache Hadoop and Apache Spark.

Chapter 4 introduces two techniques to pass information from one iteration
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to the next in parallel K-Means on Hadoop. Furthermore, a detailed description

of the implementation of two K-Means variants using each proposed approach is

discussed.

The evaluation of the proposed solutions to improve K-Means efficiency and

scalability is discussed in Chapter 5 where each algorithm is tested against various

parameters and an extensive comparative analysis of all algorithms.

Finally, Chapter 6 concludes this thesis and discusses the improvements this

work could benefit from in the future.
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Chapter 2

Background

This chapter presents background concepts related to sequential implementations

of K-Means and distributed computing frameworks. First, an introduction to

cluster analysis and the naive K-Means implementation is presented. Next, an

overview of the work related to the sequential variants of K-Means that aim to en-

hance the clustering quality and the efficiency of K-Means is introduced. Further-

more, optimisations of K-Means based on triangle inequality are discussed. The

chapter also explains the workflow and the limitations of the distributed comput-

ing framework MapReduce and its open-source implementation Hadoop. Several

alternative distributed frameworks are explained at the end of the chapter.

2.1 Cluster Analysis

Clustering [25] [26] [27] is the process of partitioning data points in a given dataset

into groups (clusters), where data points in one cluster are more similar than data

points in other clusters. Similarity of data points is determined by a similarity or

distance measure such as Euclidean distance, which is explained in section 2.1.2.

Clustering is an important technique that has been applied in many areas such

as, data mining, pattern classification, Web applications, and text mining [28]

[29]. Clustering has been used in many applications such as, analysing gene ex-
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pression data [30], image segmentation [31] to locate objects’ borders in an image,

and in market segmentation [32] where markets are broken down into meaningful

segments, such as segmenting buyers habits based on age groups.

In many clustering problems, only little prior information about the data is

known which makes it difficult to find a meaningful relationship between patterns.

For this reason, few assumptions have to be made about the data by the decision

maker.

2.1.1 Clustering Techniques

Clustering techniques can be divided into two general approaches [25]:

1. Hierarchical Clustering: Methods belong to this technique represent the

data hierarchically through a dendogram. This hierarchical representation is

created in an agglomerative (bottom-up) or a divisive (top-down) fashion.

Algorithms that follow the agglomerative approach start with a single data

point as a cluster, then recursively merge pairs of clusters together based on

their similarities until the algorithm meets a conversion criterion. On the

contrary, algorithms that follow the divisive approach start with one cluster

that contains all data points. Clusters are then split up in each iteration

until each data point is in a single cluster.

The most popular examples of agglomerative algorithms are single-linkage,

all-pairs or complete linkage, centroid-linkage, and sampled-linkage cluster-

ing. The single-linkage method uses the shortest distance between any pair of

points in two clusters. While the average over all pairs is used in the all-pairs

linkage method, the sampled linkage method uses a sample of the data points

in the two clusters for calculating the average distance. In centroid-linkage

method the distance between the centroids is used. Such clustering tech-

niques require the construction of a similarity matrix of size n x n, where

n is the number of data points. This means that the time and memory
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space complexity for these algorithms is at least quadratic. In the Big Data

problem, the number of data points is usually very large. Algorithms with

a quadratic time and memory space complexity are not suitable for these

targeted problems.

Many hierarchical algorithms were proposed to deal with large-scale datasets.

For example, The algorithm Balanced Iterative Reduction and Clustering

using Hierarchies (BIRCH) [33] is a well-known clustering algorithm because

it is one of the earliest algorithms to scan the data and use data squashing

techniques to reduce the I/O cost when the input dataset gets larger than

the size of memory. BIRCH creates a height-balanced tree of nodes that

summarises the data. Each node in the tree is called a Cluster Feature

(CF). Hence, the tree is known as CF-tree. There are two main steps in the

BIRCH algorithm. BIRCH scans the input data points and builds a CF-tree

by inserting the data points where size of the tree is controlled by a certain

threshold T. The default threshold T = 0. The size of the tree, however,

could get very large such that it does not fit in memory. In addition to the

need to set T, two other parameters (branching factor, maximum of points

per leaf) must be set to control the tree structure.

The algorithm known as CURE [34] (Clustering Using REpresentatives) dis-

covers clusters with irregular shapes by using multiple representative data

points for each cluster. CURE adopts sampling to speedup the clustering

process. However, the time complexity for CURE is quadratic even in two-

dimensional space.

2. Partitional Clustering: Algorithms that follow the partitional clustering

technique divide the input data points into a number of partitions (clusters).

Data points are then iteratively reallocated from one cluster to the another

based on a certain criterion, such as the sum of squared errors SSE, see
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section 2.2.4. In doing so they try to discover clusters either by iteratively

relocating points between subsets, or by identifying areas heavily populated

with data. CLARANS [35] and the mean shift algorithm [36] are examples

of partitional clustering algorithms.

Clustering Large Applications based upon RANdomized Search (CLARANS)

[35] extends the clustering algorithm called K-Medoid, which cluster data

points around medoids instead of cluster centroids as in K-Means. CLARANS

uses randomized search to overcome the exponential search space in K-

medoid. CLARANS, however, has a quadratic time complexity.

The mean shift algorithm [36] is a simple partitional procedure that iterates

over data points and shifts each data point to the average of data points in

its neighborhood. Despite the simplicity of the algorithm, it has a quadratic

time complexity which make it unsuitable to process large datasets.

Other examples of well-known clustering algorithms is the Density-Based Spa-

tial Clustering of Applications with Noise algorithm (DBSCAN)[37]. DBSCAN

is density-based algorithm that aims to discover arbitrarily shaped clusters. DB-

SCAN can efficiently cluster data points that are packed (where density is high)

and mark out outliers. Despite the popularity of DBSCAN, its worst case time

complexity O(n2) where n is the number of data points. It is possible to accelerate

the algorithm by constructing a distance matrix between data points. This matrix,

however, requires O(n2) memory space, which is worse than the one required by

the original DBSACN (O(n)).

The focus in this research is on the poplar partitional algorithm known as

K-Means algorithm. Although K-Means has several limitations in terms of its

sensitivity to the initial centres and outliers, it is one of the most adopted clustering

algorithms in real-life mainly due to its simplicity and efficiency. The next sections

describe K-Means in details and review several variants of the algorithm.
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2.1.2 Distance Measures

In order to determine if two objects in a dataset are similar, a similarity or distance

measure is needed. The distance measure needs to be carefully chosen based on

the type of data to be processed [25]. There is a variety of distance measures such

as, Euclidian distance or L2 − norm, Manhattan distance or L1 − norm, Jaccard

index, and Cosine distance, used for different types of data. However, the focus

will be on the Euclidian distance because this work mostly deals with numerical

data and Euclidian distance is the most popular distance measure for this type of

data [25]. Let x = (x1, x2, . . . , xd), and y = (y1, y2, . . . , yd), are two data points in

d-dimensional space Rd, the Euclidean distance between x and y is defined as:

d(x, y) =

√√√√ d∑
i=1

(xi − yi)2 (2.1)

where d(., .) is the distance between any two points, and i is the i-th attribute

of points x and y.

2.2 K-Means

2.2.1 Introduction

Ranked as one of the top ten most influential data mining algorithms [17], K-

Means is a well-known clustering algorithm that partitions data into clusters of

similar features. Simplicity, efficiency, and straight-forward implementation made

K-Means one the most used algorithms in cluster analysis [38]. K-Means was

proposed independently in different works [39] [18] [40] [41] targeting different

problems.

K-Means is used in many fields to cluster various types of data. Some of the

applications that K-Means has been applied to are:

• Colour quantisation where the pixels of an image grouped into clusters [42]
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[43] [44].

• Market segmentation [45], where markets are broken down into meaningful

segments, such as segmenting buyers habits based on age groups.

• Analysis of gene expression data [46] [47].

• Documents clustering [48] [49], where similar documents are grouped into

one cluster while other documents are assigned to other clusters.

2.2.2 Lloyd’s Algorithm

The basic K-Means algorithm was independently proposed by Steinhaus [39], Lloyd

[18], Ball and Hall [40], and Macqueen [41]. The focus of this reserach is on Lloyd’s

algorithm which is the most commonly used version of K-Means [50] [21]. Lloyd’s

algorithm is referred to in the remainder of this thesis as Naive K-Means.

As shown in Algorithm 1, given a set X of n data points X = {x1, x2, ..., xn} in

a d-dimensional space Rd, and an integer k that represents the number of clusters,

where k � n. The initial set of centroids C = {c1, c2, ..., ck} is randomly chosen

from X. Let i be the i-th point in dataset X, and j be the j-th in the set of centroid

C. The inner loop from line 4 to 7 uses a distance measure, in this work Euclidean

distance in equation 2.1, to find the minimum distance between each data point xi

and each centroid cj. Then xi is assigned to its nearest centroid ca in line 7. After

each point gets assigned to its closest centroid, the mean of the points assigned

to each centroid is calculated and this mean represents the location of the new

centroid. This process is repeated for all points (the outer loop from line 3 to 8)

until convergence, i.e. centroids stop moving, or an early termination condition is

met. Figure 2.1 illustrates the clustering stages for a two dimensional dataset into

three clusters using K-Means.

While the majority of the Naive K-Means running time is spent on computing

the distances in the inner loop (lines 4-6) to find the closest centroid, most of these
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Algorithm 1: Sequential Naive K-Means(X, k)
1 select k initial cluster centroids randomly from X
2 while not converged or an early termination condition is not met do
3 for i = 1 to n do
4 for j = 1 to k do
5 compute d(xi, cj)
6 find cj with minimum distance from xi

7 end
8 assign xi to its closest ca

9 end
10 for j = 1 to k do
11 compute the mean of all xi assigned to ca

12 move each ca to its updated mean
13 end
14 end

computations are unnecessary and can be avoided. The focus of this work is to in-

vestigate and compare the behaviour of different variants of K-Means that attempt

to reduce the number of distance computations and introduce implementations of

these variants on Hadoop.

2.2.3 Complexity

Naive K-Means computes the distance from n data points, where each point is in

d dimensions, to k number of cluster centroids in order to assign each data point

to its closest cluster centroid. The algorithm needs to iterate for e number of

iterations until it finds the final clustering solution. Hence, the time complexity

for Naive K-Means is O(nkde).
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Figure 2.1: Illustration of clustering two dimensional input dataset into three clusters using K-Means algorithm. In iteration 1, the
initial seeds are selected. Next, iterations (2-5) the centres are updated and moved in each iteration to their new locations. Iteration
6 shows the final clustering results.
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2.2.4 Convergence

The goal of K-Means is to minimise a given criterion function. The most popular

criterion function used in partitional clustering in general and K-Means in partic-

ular is the sum of square errors (SSE) [25]. Given a dataset X = {x1, x2, ..., xn}

in a d dimensional space, where x is a data point in X and n is the number of

data points, and a set of k cluster centroids C = {c1, c2, ..., ck}, SSE is defined as:

SSE =
k∑

j=1

n∑
i=1
‖ xi − cj ‖2

where i is the i-th data point belongs to the j-th cluster with mean cj. The

function simply squares the distance from each data point to its centroid and then

sums up all the squared distances for all clusters. The mean (average) of cluster

cj is:

cj = 1
|cj|

∑
xi∈cj

xi

where |cj| is the number of points in cluster cj, and i is the i-th point belongs

to cluster cj.

K-Means achieves full convergence when the SSE does not change, which means

data points in each cluster do not change assignments any more. Furthermore, K-

Means can be terminated when it meets one or more of the following conditions

[20]:

• The algorithm reaches a predefined number of iterations,

• The total value of criterion function, SSE, is below a certain threshold.

2.2.5 Limitations

Despite its linear compleixty in n, d, and k, which makes it faster than most

clustering algorithms [50], K-Means has some notable drawbacks that many works
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has tackled since its emergence about fifty years ago. K-Means drawbacks [51] can

be summarized as:

• The number of clusters must be given as an input, which is a hard task to

determine the best number of clusters in a given dataset.

• The quality of the final results relies heavily on the initial choice of centroids.

• The algorithm converges to local minimum.

• It is sensitive to outliers.

• It does not scale well with large datasets because all data points must be

loaded to memory in each iteration.

This project aims to enhance the last drawback by proposing solutions to im-

prove the K-Means efficiency and scalability while maintaining the clustering qual-

ity. The next section reviews some of the proposed approaches to solve these

drawbacks.

2.3 Sequential K-Means Optimisations

One of the advantages of K-Means is that it can be optimised almost in every

aspect [50]. These aspects include, enhancing centroids initialisation, determining

the number of clusters k, and accelerating distance computations in each iteration.

This section overviews some variants of K-Means that firstly, improve the method

of the centroids’ initialisation step. Secondly, determine the number of clusters k.

Finally, accelerate the distance computation per iteration, which is the main focus

of this work.
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Finding the best initial centres

The choice of initial centroids affects the quality and efficiency of K-Means [52].

A good set of initial centroids produces more accurate clusters, and can lead to

a reduction in the number of iterations which, as a result, improves the overall

running time. This aspect of K-Means has been extensively investigated and many

approaches have been proposed to improve it.

MacQueen [41] proposed two approaches to select the initial centroids. The

first approach selects the first k points in dataset X as initial centroid, which

is sensitive to the order of the data. The second approach selects k number of

centroids randomly from dataset X, which is much like Lloyd’s algorithm. To

determine which set of initial centroids is the best, the algorithm is run many times,

each run is with a different initial sets of centroids and the run with the lowest

SSE is chosen. The difference between MacQueen’s and Lloyd’s algorithms is in

the way new centroids are updated. While Lloyd’s algorithm updates the cluster

centroid once per pass, MacQueen’s algorithm updates the centroid each time a

point is assigned or removed from the cluster. This process makes MacQueen’s

algorithm more like an online algorithm, while Lloyd’s algorithm is more like a

batch algorithm.

In [53], the authors presented the furthest-first algorithm to provide an approxi-

mate solution to the k-center problem. The algorithm was used as an initialisation

method to K-Means, where a point is randomly selected as the first centre. The

next centre is selected as the furthest point from the current chosen centre. This

process is repeated until k centres are collected. The main drawback of this method

is that it is susceptible to choose outliers as the initial centres.

Arthur and Vassilvitskii [54] proposed K-Means++, which carefully selects the

initial set of centroids. Consider D(x) the shortest distance from a data point

x ∈ X, where X is the input dataset, to the nearest cluster centroid that was

already chosen. K-Means++ proceeds as follows:
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1. pick one centroid c randomly from dataset X.

2. Select the next centroid cj with probability D(x)2∑
x∈X

D(x)2 , where x is a data

point that belongs to dataset X and D(x) is the minimum squared distance

from x to its nearest centroid.

3. Repeat step 1 until k number of centroids is collected.

4. Run Naive K-Means on the collected set of centroids.

Bradley and Fayyad [55] proposed a refined K-Means algorithm that proceeds

by partitioning the original dataset randomly into P subsets. Then each subset is

clustered using K-Means and produces P sets of solutions (centroids) each with K

points. Those sets are then combined together into one set and clustered by K-

Means P times. Each run of K-Means is initialised by a different set of centroids.

The solution with the lowest SSE is picked as the final set of centroids.

Finding the best k

The number of clusters (k) is an essential factor that affects the quality and ef-

ficiency of K-Means. The classic approach for picking the number of k is to run

K-Means a number of times, each time with a different number of k and choose

the number of k that produces the least SSE. Elkan and Hamerly [56] introduced a

variant of K-Means called G-Means that automatically determines k in K-Means.

G-Means proceeds with a small number of k. Then, in each iteration, clusters

with data points that do not fit a Gaussian distribution are split up. The current

solution is refined by applying K-Means between each round of the splitting.

Another variant called X-Means [57] was developed to improve the efficiency

of K-Means and to provide a good estimation of the number of clusters in an

input dataset. After each run of K-Means, X-Means makes local decisions about

which subset of the current centroids should split themselves in order to better fit
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the data. The splitting decision between the children of each centre and itself is

done by computing the Bayesian Information Criterion (BIC). BIC is a statistical

method that selects models among a finite set of models where the model with

the lowest BIC is selected [58]. The authors developed X-Means based on a prior

work [59] that accelerates K-Means by storing the input data points on a binary

search tree known as kd-tree. In kd-tree, the points are stored at the nodes of the

tree along with sufficient statistics (the number of points and their vector sum).

In the same work, a technique the authors call blacklisting, which is an additional

geometric computation, is used to quickly estimate the number of clusters required

for a dataset. The technique keeps a list of only those centroids that need to be

considered for a given region. X-Means can be a potential candidate to overcome

the problem of choosing the best number of k in K-Means. However, X-Means was

not considered to be parallelised because it involves the construction of a kd-tree

at the beginning of each iteration which require nd+nlog(n) time, considering n as

the number of data points in d dimensions. Another reason is that it was reported

in [59] and [43] that kd-trees are not efficient with high demensional datasets (i.e

d > 20) which is not the case when dealing with large-scale datests. Furthermore,

kd-tree approachers depend heavily on the structure of the data where the tree

could suffer from load imbalance when implemented on a parallel environment [60].

For these reasons X-Means is not a suitable clustering solution when the target is

to cluster large-scale datasets.

Accelerating the iteration time

Assigning data points to their closest cluster centroids requires calculating the

distance from each data point to each centroid. While this operation consumes

the majority of the K-Means running time, most of these distance computations are

redundant and can be avoided because after the few first iterations the centroids

move slightly and most points do not change assignment [19]. Therefore, the aspect
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of reducing the number of distance calculations per iteration to gain more speed

has been extensively studied and various approaches have been proposed regarding

this matter.

One approach is based on using tree data structures to store data points where

nearest data points to some query point (e.g. centroid) are in the same sub-tree.

kd-trees [61] were proposed independently by Pellge and Moore [59], Alsabti et al.

[62], and Kanungo et al. [43], to accelerate K-Means by reducing the number of

distance calculations from each data point to each centroid.

A kd-tree is a binary search tree that is used for storing data points in a multi-

dimensional space [61]. kd-trees have been generally used to accelerate nearest-

neighbour queries. Therefore, they can be applied to K-Means to find the nearest

cluster centroid for a given data point and reduce the expensive computational

cost of distance calculations per iteration. However, [59] and [43] have reported

that kd-trees performance degrades as the number of dimensions gets larger (d > 8

in [59], and d > 20 in [43]). Furthermore, Pettinger and Di Fatta [60] presented

a parallel implementation of kd-trees and reported that kd-trees may suffer from

load imbalance when it is implemented in a parallel fashion depending on the

structure of the input data. Moore [63] introduced the anchor hierarchy (tree-like)

data structure to accelerate the clustering process in high-dimensional datasets.

Optimisations based on tree-structured approaches can be effective in speed-

ing up K-Means running time. However, Elkan [19] showed that using triangle

inequality can be more effective at pruning large numbers of redundant distance

computations, which is the focus of this research and will be discussed in the

following sections.

2.3.1 K-Means and Triangle Inequality

Despite the simplicity of triangle inequality, it is considered as a powerful geomet-

ric tool that can be useful in reducing the number of distance computations in
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K-Means. First, the basic triangle inequality principle is explained, then an expla-

nation of how can it be applied to K-Means is presented, and finally, an overview

of popular optimised algorithms is provided. For a given three points x, y, z ∈ Rd,

and d(., .) is the distance between two points, the triangle inequality states that:

d(x, z) ≤ d(x, y) + d(y, z) (2.2)

Figure 2.2: Triangle Inequality Property

In other words, triangle inequality means that the sum of the lengths of two

sides of a triangle must be larger then the length of the remaining side. The next

triangle inequality properties can be inferred from 4xyz in Figure 2.2:

d(x, y) + d(y, z) > d(x, z)

d(x, y) + d(x, z) > d(y, z)

d(x, z) + d(y, z) > d(x, y)

The next section shows the benefits of using triangle inequality and how these

properties can be applied to K-Means in order to speedup the algorithm’s running-

time.

2.3.1.1 How Can Triangle Inequality Accelerate K-Means?

The most expensive operation in K-Means is computing the distance from each

data point to all centres to find the centre with the minimum distance. One of the

most important remarks in K-Means is that after a few number of iterations, most

data points do not change their cluster assignment, especially with well-clustered
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datasets. The reason behind this is that after a few number of iterations the

movement of cluster centroids is insignificant[19] [21]. Thus, most of the distance

calculations from points to centroids are redundant, and this is where triangle

inequality excels.

Generally, the main goal of using triangle inequality with K-means is to prove

that a given point in the input dataset is closer to a certain centroid without the

need to calculate the distance to other centroids. Given three points x, a, b ∈ Rd

where x is the input data point, and a and b are two centroids. Triangle inequality

aims to prove that d(x, b) ≥ d(x, a) without computing the exact distance from

x to b. However, achieving this goal usually comes with extra computational and

space costs. These costs varies from one algorithm to another depending on the

requiments of the algorithm. In some algorithms like Elkan’s [19] and Hamerly’s,

the computational cost comes from the need to compute k2 (k is the number

cluster centroids) centre-centre distances at the beginning of each iteration which

also requires k2 memory space. Moreover, some algorithms need to cache distance

bounds from points to centres in one iteration for them to be used in following

iterations.

Triangle inequality was used in different ways to prune distance calculations.

For a point x and two cluster centroids a and b, the following are some of the cases

that triangle inequality can be applied to K-Means [19] [21]:

1. Show that x is closer to a than b, with calculating only d(x, a) and d(a, b).

2. Form an upper-bound from x to its closest centroid.

3. Form a lower-bound from x to one or more centroid.

The following Lemma helps finding the closest centroid from a given point by

using pre-calculated centre-centre distances and the distance from the point to its

previously assigned centroid.
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Lemma 2.3.1. [19] Let x be a point, and p and q be two centroids,

if d(p, q) ≥ 2d(x, p) then d(x, q) ≥ d(x, p)

Proof. From 2.2, it is known that

d(p, q) ≤ d(x, p) + d(x, q)

d(p, q)− d(x, q) ≤ d(x, p).

The left hand side can be written as:

d(p, q)− d(x, q) ≥ 2d(x, p)− d(x, p) = d(x, p).

Hence:

d(x, p) ≤ d(x, q).

The usage of triangle inequality to avoid unnecessary distance calculations was

investigated by many researchers. The usage of Lemma 2.3.1 was proposed by

Hodgson in [64]. Hodgson’s approach compared a given centroid c with only its

closest centroid c′, that is, if d(x, c) < d(c, c′) then the distance calculation to only

c′ is avoided.

In [65], triangle inequality was used to improve the search of the nearest-

neighbor. For a given point x and a candidate nearest-neighbor y, the author

showed that another point z cannot be closer to x if Lemma 2.3.1 holds. The same

approach was applied to K-Means in [66] by Phillips on an algorithm he called

Compare-means.

Judd et al. [20] noticed that in a square-error clustering algorithm they call

CLUSTER (similar to K-Means), a change in cluster assignments occurs mostly

(70–80%) at the first two iterations. Therefore, most distance calculations are

redundant and can be avoided. In an attempt to reduce the number of distance

calculations the authors proposed an approach called computing spheres of guar-

anteed assignment for cluster centroids. This approach computes and caches the

26



Notation Description
X The input dataset of size n
xi A data point, where xi ∈ X, with 1 ≤ i ≤ n

k Number of clusters
C The set of cluster centroids of size k
cj Cluster centroid, where cj ∈ C, with 1 ≤ j ≤ k

c′
j New location for centroid cj

ca Closest centroid to data point x, where 1 ≤ a ≤ k

hj Half minimum distance from cj to its closest centroid
ui An upper-bound from data point xi to its closest centroid ca

li,j A lower-bound from data point xi to centroid cj

Table 2.1: Description of notations used in implementations of sequential algo-
rithms based on triangle inequality

centre-centre distances along with the cluster assignments for all points from the

previous iteration. Given a point x and two centroids c and c′, where c is the

closest centroid to x in the past iteration and c′ is the closest centroid to c, from

Lemma 2.3.1, if d(x, c) < 1
2d(c, c′), then d(x, c′) ≥ d(x, c). This means c is closer

to x than c′ and distance computations to all other centroids can be skipped.

To fully understand the different approaches that triangle inequality was used

as an optimisation technique to accelerate K-Means, the following sections ex-

plain in detail some of the popular algorithms that apply triangle inequality. The

reasons behind choosing these particular algorithms is because triangle inequality

approaches almost always come with an extra cost (e.g. memory overhead, centre-

centre distance calculations), and these algorithms cover most of these extra costs

ranging from high-cost (e.g. Elkan’s algorithm) to low-cost (e.g. Compare-means).

2.3.1.2 Clustering Quality

Given the same input dataset and the same initial centroids, multiple runs of

the standard K-Means algorithm (Lloyd’s K-Means in this work) always produce
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the same final clustering results. Most of the studies that aim to improve the

efficiency of Lloyd’s K-Means try to accelerate the algorithm without affecting

the final clustering results. Algorithms with this nature are aslo known as exact

algorithms [21]. In terms of K-Means variants based on triangle inequality, most of

these variants are exact algorithm where the quality of the final clustering output

is equivalent to the output in Lloyd’s K-Means.

Most data points do not change cluster assignments after the first few iterations

[20] [19]. As a result, many distance computations from points to cluster centroids

are redundant. Triangle inequality avoids computing these redundant distances.

Theoretically, this optimisation does not affect the final clustering outcome. In

practice, to ensure that the quality of the clustering results of the optimised algo-

rithms is intact, the cluster centroids produced by an optimised algorithm in each

iteration are compared with the cluster centroids produced by Lloyd’s K-Means

for the same iteration. If the two sets of centroids match, this indicates that the

results are intact and the optimised algorithm is an exact algorithm. More details

on how the clustering quality is investigated in this work are explained in later in

section 5.3 .

2.3.1.3 Compare-means and Sort-means

In [66], Phillips presented two approaches, Compare-means and Sort-means, to

accelerate K-Means using triangle inequality in order to avoid unnecessary distance

computations. Given a point x ∈ X, and two centroids c and c′ ∈ C, it is known

from the inequalities in (2.2) that d(c, c′) ≤ d(x, c) + d(x, c′), hence: d(x, c′) ≥

d(c, c′)− d(x, c). If it is already known from Lemma 2.3.1 that d(c, c′) ≥ 2d(x, c),

it can be concluded that d(x, c′) ≥ d(x, c), which means that centroid c is closer

to x than centroid c′ without the need to compute the exact distance from x to c′.

Compare-means starts by computing k2 matrix of centre-centre distances at

the beginning of each iteration each time the centres move and keeps the clus-
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ter assignment ai from the previous iteration for each point x. Next, the test

d(cj, cai
) ≥ 2d(xi, cai

) is performed before computing d(xi, cj), if the test holds,

d(xi, cj) calculation is skipped.

Sort-means uses the inequality in Lemma 2.3.1 as well, but after computing k2

matrix of centre-centre distances, a new k × k matrix is constructed where row j

holds the sorted indices of k number of centres in increasing order of their distances

from centre cj. Then, before d(xi, cj) is calculated, the algorithm compares the dis-

tance from the previously assigned centroid to the currently processed point with

the centroid distances sorted in increasing order. If the distance of the compared

centroid is larger or equals to 2d(xi, cai
), the algorithm prunes all the remaining

centroids and proceeds to the next point.

2.3.1.4 Elkan’s Algorithm

Elkan [19] introduced an optimised version of K-Means that efficiently prunes

unnecessary distance calculations by applying triangle inequality along with a set

of updated upper and lower bounds. Elkan’s algorithm caches extra information

in one iteration and use it in the next. For n number of points in d dimensions,

and k number of clusters, the next information required by Elkan’s algorithms:

• n upper-bounds on the distance from each point to its closest centroid.

• n cluster assignments for the points from the previous iteration.

• nk lower-bounds on the distances from each point to each centroid.

• k2 centre-centre distances.

Unlike our implementation of Elkan’s algorithm on Hadoop, which will be ex-

plained Chapter 4, the sequential implementation caches the extra information in

memory.

Let c and c′ be two centroids, where c is the closest centroid to point x, and c′

is any other centroid, then from Lemma 2.3.1:
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if 1
2d(c, c′) ≥ d(x, c)

then d(x, c′) ≥ d(x, c),

which means that x is closer to c than c′ and there is no need to calculate d(x, c′).

Upper Bound: Elkan’s algorithm sets an upper-bound (u) on the distance

between xi and its assigned closest centroid cai
, such that ui ≥ d(xi, cai

). The

pseudo-code in Algorithm 2 describes the sequential implementation of Elkan’s

algorithm. At the beginning of each iteration, the centre-centre distances, and the

values of hj are computed. Each value in hj corresponds the half the distance from

centroid cj to its closest other centroid in the set of centroids. Half the distance

from each centroid cj to its closest other centroid is computed in line 7 and stored

in a collection denoted as hj. If the upper-bound ui for point xi is less or equal

to half the distance from its owner centroid cj to its other closest centroid, then

according to Lemma 2.3.1 the distance from xi to all centroids can be avoided.

In lines 15-18 of Algorithm 2, the upper-bound ui is tested to see if it is out-

of-date (i.e. it is possible that ui 6= d(xi, cai
). To do this, the boolean variable r

is initialised to true in line 12. If r is true, this means the distance from xi to

its owner centroid cai
must be computed and ui is set to this distance (line 16).

Then, r can be set to false.

Lower Bounds: Furthermore, a lower-bound (l) is set on the distance between

each point xi to each centroid cj. Let cj′ and cj be the positions of centroid cj at

the previous and current iterations, respectively. A lower-bound l can be created

on d(xi, cj) by assuming that cj′ has moved towards point xi a distance of d(cj′ , cj),

that is:

d(xi, cj) ≥ d(xi, cj′)− d(cj′ , cj) (2.3)

The right side of (2.3) forms a lower-bound on d(xi, cj). This step can be seen

in line 38 in Algorithm 2. Lines 20-24 show that the distance from xi to cj is
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Algorithm 2: Sequential Elkan K-Means(X, k) [19]
1 select k initial cluster centroids from X
/* upper and lower bounds initialisation */

2 li,j ← d(xi, cj)
3 ui ← minjd(xi, cj)
4 ai ← argminjd(xi, cj)
5 while not converged or an early termination condition is not met do
6 compute d(cj, cj′)), for all 1 ≤ j, j′ ≤ k
7 compute hj ← 1

2minj 6=j′d(cj, cj′), for all 1 ≤ j, j′ ≤ k
8 for i = 1 to n do
9 if ui ≤ hai

then
10 continue
11 end
12 r ← true //a boolean flag to check if ui is out-of-date
13 for j = 1 to k do
14 if j 6= ai AND ui > li,j AND ui > 1

2d(cj, cai
) then

/* check if ui needs to be updated */
15 if r == true then
16 ui ← d(xi, cai

)
17 r ← false

18 end
19 else
20 d(xi, cai

)← ui

21 end
22 if ui > li,j or ui > 1

2d(cj, cai
) then

23 li,j ← d(xi, cj)
24 if d(xi, cj) < d(xi, cai

) then
25 cai

← cj

26 end
27 end
28 end
29 end
30 end
31 for j = 1 to k do
32 c′

j ← 1
|cj |

∑
xi∈cj

xi //mean of points belong to cj

33 reposition cluster cj to c′
j

34 mj ← d(cj, c′
j) //the distance centroid cj has moved

35 end
/* update upper and lower bounds */

36 for i = 1 to n do
37 ui ← ui + mai

38 for j = 1 to k do
39 li,j ← li,j −mj

40 end
41 end
42 end
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explicitly calculated only if ui > li,j or ui > 1
2d(cai

, cj), otherwise, all distance

computations associated to point xi can be avoided.

The algorithm then finds the locations of the new centroids, lines 30-34, by

computing the mean of points assigned to each cluster (c′
j in Algorithm 2). In

addition, the distance each centroid has moved (mj in Algorithm 2) is cached to

be used in updating the distance bounds.

Finally, the algorithm updates the bounds in lines 34-40, where each movement

of each centroid is added to each upper-bound, and subtracted from each lower-

bound.

As explained previously, while upper-bound ui stores the distance from data

point xi to its closest centroid, lower-bound li,j stores the distance from data point

xi to another centroid cj. The idea of employing these distance bounds in Elkan’s

algorithm is to avoid computing the exact point-centre distances. For example, the

test ui ≤ li,j compares the distance from data point xi to its previously assigned

cluster centroid with the distance from the same point to another centroid cj. If

this test holds, this means that the cluster centroid that xi was assigned to in

the previous iteration is closer to xi than centroid cj. In this case, the distance

computation from xi to centroid cj can be eliminated.

In the best case scenario where data points in the input dataset are distributed

on well-separated clusters, Elkan’s algorithm reduces the complexity of computing

the point-centre distances from O(nk) to closer to O(n) per iteration. However,

updating bounds at the end of the algorithm takes O(nk) time. This means the

time complexity of the algorithm remains at least O(nkd) per iteration adding to

it the time to compute centre-center distances which is O(dk2).

Elkan’s approach can be a promising candidate to deal with large-scale datasets.

However, the large memory overhead of O(nk + k2) makes it susceptible to an

out-of-memory exception. For this reason variants of Elkan’s algorithm were in-

troduced with the aim to prune the most possible number of distance calculations
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with the least possible number of distance bounds. The following section overviews

one example of these variants that is called Hamerly’s algorithm.

2.3.1.5 Hamerly’s Algorithm

In [67], Hamerly proposed a fast K-Means algorithm using triangle inequality prop-

erties along with upper and lower bounds to avoid looping over all cluster centres

to find the closest centre for a certain point (the loop responsible for computing

distances is called the innermost loop in Hamerly’s paper). Hamerly’s algorithm

uses one upper-bound, as in Elkan’s algorithm, on the distance from each point

to its closest centre, and instead of using k lower-bounds as in Elkan’s algorithm,

it applies one lower-bound on the distance from each point to its second closest

centre.

For a given point xi, the algorithm tracks the movement of each centre from

one iteration to the next. Each time the centres move, the bounds get updated.

The lower-bound li is updated by subtracting it from the distance moved by the

furthest moved centre from xi. The upper-bound ui is updated by incrementing

its value by the distance moved by the centre cai
that point xi is assigned to. The

algorithm applies the following two tests to avoid the innermost loop:

1. ui ≤ li

2. ui ≤ minai 6=jd(cai
, cj)/2

If one of the above conditions is true, the assignment of xi does not change and

the algorithm avoids the innermost loop which calculates the distance from xi to

all k centres.

Hamerly’s approach avoids a number of distance computations that is higher

than the one in Elkan’s algoithm when it operates on data in small to medium

dimensions (d ≤ 50) [67]. Elkan’s algorithm, on the other hand, skips a large num-

ber of distance computations as the number of dimensions increases. To elaborate
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more on this, we discuss the ”curse of dimensionality”. Generally, the curse of

dimensionality [68] refers to problems in the field of data analysis that are caused

by data with a large number of attributes [69]. The problem with processing high-

dimensional data is that, as the number of dimensions increases, the distribution

of data points becomes more sparse. The challenge in clustering high-dimensional

data is that the curse of dimensionality makes the distances less discriminative

and, in some cases, the distribution of the data becomes relatively uniform. In

such cases, finding the closest centroid to a point becomes very challenging [69].

So, why does Elkan’s algorithm works better than Hamerly’s algorithm with high-

dimensional data? Because Elkan’s method uses multiple lower-bounds each of

which is specialised in one cluster, while Hamerly’s algorithm uses only one lower-

bound for all clusters. In higher dimensions, using multiple bounds allows more

accurate tests to skip distance computations.

An obvious advantage in Hamerly’s algorithm as compared to Elkan’s is the

low memory overhead. The memory overhead created by Hamerly’s algorithm

is O(3n + 2k) compared to Elkan’s memory overhead of O(nk + k2). Hamerly’s

memory overhead comes from keeping the following information:

• n upper-bounds,

• n lower-bounds,

• n cluster assignments,

• k distances moved by centres in the previous iteration, and

• k distances from each centre to its closest other centre.

The time per iteration for Hamerly’s algorithm is O(ndk + dk2), where ndk is

the time for the Naive K-Means and dk2 is the time to calculate the distance from

each centroid to its other closest centroid.
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The previous sections reviewed several sequential variants of K-Means that used

triangle inequality to improve the efficiency of the Naive K-Means. The following

sections presents a background about distributed computing frameworks that can

be used as parallel environments to improve the scalability of K-Means.

2.4 MapReduce

Dean and Ghemawat [70], introduced MapReduce in a Google white paper in

2004. MapReduce is a programming paradigm that is designed to store and pro-

cess large-scale datasets efficiently and reliably on large clusters of commodity

machines. MapReduce is designed to provide a high performance parallel execu-

tion of programs without dealing with underlying details of the distributed system

such as scheduling, distribution and fault-tolerance.

Fault-tolerance in MapReduce is achieved by dividing each job into many small

tasks where each task is processed by an independent machine. The input of a

job is replicated over the distributed file system. In case of a failed task, a replica

can be loaded to that task to continue the work without the need to resubmit the

whole job.

In addition, a system that deploys MapReduce can scale its performance up

and down as the computation requirements change. Currently, many cloud com-

puting service providers offer MapReduce as a Web service (e.g. Amazon Elastic

MapReduce or Amazon EMR [71]) where one can use the ”pay-as-you-go” service

model to run data-intensive applications on an expandable and low-spec. cluster

that implements the MapReduce framework.

2.4.1 MapReduce Dataflow

In the MapReduce paradigm, the input data is stored on a distributed file sys-

tem such as Google File System (GFS) [72], or Hadoop Distributed File System
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(HDFS) [73]. The input and output data are in the form of key-value pairs. The

computation process is expressed by implementing two functions: map and reduce

from the MapReduce library, which are typically implemented by the user. The

dataflow and main phases in the MapReduce model are illustrated in Figure 2.3.

The three main phases in this framework are: the Map Phase, the Shuffle Phase,

and the Reduce phase. In addition, there is an optional phase called the Combine

Phase that implements a function called combine. The MapReduce phases are

explained as follows:

Map Phase: the map phase consists of three main operations: map, partition,

and sort. When the input dataset is loaded to HDFS, it is split into what is known

as input-splits. The number of mappers equals the number of input-splits and the

size of each input-split can be modified (default 128 MB). Each mapper processes

one input-split independently on a separate node. The map function takes as an

input the records in each input-split in the form of key (K) and value (V) pairs.

The map function processes one <K1,V1> pair at a time. Once processed, the

map function outputs a new <K2,V2> pair that is written to a circular buffer.

The buffer spills its contents to spill files on the local-disk of the mapper’s node

when it reaches a certain threshold (default is 512 MB). Before data is written to

disk, a partitioner is invoked to partition data by reducer. The data within each

partition gets sorted in-memory by key (K2). If a combiner is defined, it runs on

the output of the sorted data. However, it is not guaranteed that the combiner will

run at all, since it will only run if the number of spill files is at least three. Finally,

these partitioned sorted <K2,V2> pairs are spilled to the disk of the machine the

mapper is running on.

Shuffle Phase: The shuffle phase makes sure that each partition is transferred

to the right reducer. Each reducer uses HTTP protocol to fetch its own partition

from the mappers’ output files that reside on the mappers’ nodes. The shuffling

phase can be the performance bottleneck in many cases where the MapReduce job
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performance is limited by the available network bandwidth. That is why many

studies attempt to refine and improve this phase [16] [74]. The shuffle process starts

as a predefined percentage (default is 5%) of mappers complete their work. This

makes this phase overlap with the Map phase where a portion of the intermediate

data is shuffled while some mappers are still running.

Reduce Phase: The reduce phase starts after each reducer fetches its own par-

tition from the mapper’s output files. Before invoking the reduce method, the

reducer merges and sorts the mappers’ output files fetched from different mappers

and then the reduce method is invoked. The reduce method receives the input key

associated with the list of the values that belong to the input key. Each reducer

processes an individual input key with its associated list of values. After processing

all the data, each reducer outputs the resulted <K3,V3> pairs to the distributed

file system DFS, in our case Hadoop Distributed File System HDFS.
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Figure 2.3: MapReduce framework dataflow
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Combine Phase: The goal of the combiner is to minimise the amount of interme-

diate data transferred from mappers to reducers across the cluster. The combiner

works as follows, the combine function takes the mapper output as an input and

makes it more compact by doing a local aggregation over the intermediate data

on the map phase. Simply, instead of outputting a single pair of <K2,V2>, it

groups the <K2,V2> pairs by (K2) and outputs a pair of <K2,list<V2>> to the

reducer. The combiner can be thought of as a ”mini reducer” [5], because in many

cases the implantation of both is the same. However, the reduce function has to

be associative and commutative [16], meaning that the order of the operations and

operands does not matter (e.g. addition and multiplication). There are some cases

where these conditions are not met and a combiner can still be implemented (e.g.

calculate the average). However, the combiner has to be implemented separately.

As mentioned earlier in the Map Phase, the combiner runs only if the number of

spilled files from the circular buffer is more than three. The reason behind that is

that if there is only one or two spill files, the generated overhead from invoking the

combiner is not worth the potential benefit from reducing the size of the mapper

output. This means that the combiner might not be invoked at all, which is the

reason why the reducer’s implementation must outputs the same results as if there

is no combiner is defined [16].

The combiner does not have a predefined interface. Therefore, it must imple-

ment the reduce method that belongs to the reducer interface.

2.4.2 Iterative Process on MapReduce

This section explains the general approach of managing the iterative process on

MapReduce. It will also present an overview of some tools provided by Hadoop to

declare global counters, and distribute files over all the nodes of a cluster.
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Figure 2.4: Iterative process on MapReduce. Each MapReduce job represents one iteration and the input/output files are read and
written from/to HDFS. In this specific case, the reducer’s output in one iteration is the mapper’s input in the next.
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2.4.3 Limitations of MapReduce

Despite the advantages that MapReduce offers to store, manage, and process large-

scale datasets, several limitations were addressed in many works [9] [10] [75] [76]

[77] [78] [79] [74] [80] [81] [24] [82]. Since the focus of this work is on iterative

clustering algorithms on MapReduce, the following limitations are related to pro-

cessing such algorithms on MapReduce:

First, iterative machine learning algorithms, such as K-Means, PageRank [83],

and logistic regression [84], require caching some information from former itera-

tions in order to process the data in the current iteration. To achieve this in a

MapReduce framework, first, a Driver program must be implemented to control

the iterative process. The Driver sets up and triggers a MapReduce job for each

iteration in the algorithm. In addition, the Driver manages the input and output

files for each iteration. Figure 2.4 illustrates a particular case where the output of

the reducer in one iteration is used as an input for the next iteration. To maintain

fault tolerance, the output of each iteration should be stored on the distributed

file system, or HDFS as in Hadoop, to be replicated.

• Absence of loop-aware task scheduling: For each iteration in an iterative algo-

rithm, MapReduce creates a new MapReduce job. This means a considerable

amount of time is wasted in repeated operations such as, the initialisation

and termination of map and reduce tasks.

• Reload and reshuffle static data: Some iterative algorithms such as K-Means

have two types of data, static, and state data. Unlike state data, static data

is the data that does not change during iterations. MapReduce reloads and

reshuffles static data in each iteration which creates an unnecessary I/O and

communication overheads.

• Synchronous execution of map and reduce tasks: This means reduce tasks

cannot start until all map tasks are finished. In some algorithms, reduce
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tasks can process data as it is omitted from map tasks without the need to

wait for all map tasks to finish. In this case, asynchronous execution of map

and reduce tasks would accelerate the iterative process. However, K-Means

algorithm would not benefit from asynchronous execution because reducers

needs all values (points) related to each key (centre) to be present to be able

to calculate their mean and produce new centres.

• Extra one iteration to terminate: MapReduce may need to perform one extra

MapReduce job to check for the termination condition to terminate the iter-

ative process. This process creates an overhead that is caused by scheduling

tasks, reloading data, and managing nodes’ communications.

• Retrieve information from previous iterations: Since each iteration in Hadoop

is an independent MapReduce job, and memory is not shared between those

jobs, Hadoop does not have the ability to retrieve any information from pre-

vious iterations. This limitation imposes extra complexities on iterative algo-

rithms that require information from previous iterations in order to proceed

their work efficiently. This project investigates this limitation in particular.

2.5 Apache Hadoop

Apache Hadoop [15] is an open-source platform that implements the MapReduce

programming paradigm to process large-scale datasets across large clusters of com-

modity machines. Hadoop delivers a reliable, high performance, low cost, and fault

tolerant distributed computing framework where each machine has the ability to

compute and store data independently. Hadoop has been widely used by many

companies such as Yahoo!, Facebook, Twitter, and IBM to manage and analyse

massive amounts of daily generated data [16].

To understand the dataflow in Hadoop, first, an introduction to Hadoop Dis-

tributed File System (HDFS), and the main components of Hadoop’s architecture
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is presented in the following sections.

2.5.1 Hadoop Distributed File System

The design of Hadoop Distributed File System (HDFS) was inspired by the Google

File System (GFS) [72]. It was designed to store massive datasets across hundreds

or thousands of commodity servers, and transfer those data to user applications

at a high bandwidth. More commodity servers can be easily added based on the

demand of storage and computation while maintaining the cost of expansion. The

main characteristics of HDFS are its ability to partition, replicate, and store input

files on different locations in the cluster. To store a file, HDFS partitions the file

into m partitions and stores them on blocks distributed across DataNodes. Each

block is of size 64MB or 128MB (can be modified). These blocks are replicated

(default is 3 replicas) based on a block placement policy that stores the first replica

on a DataNode on the same rack of the original copy, the second and third replicas

are stored in two different nodes on different racks [73].

2.5.2 Hadoop Generations

Hadoop 1.x: Hadoop 1.x [15] is the first generation of Hadoop. The architecture

of Hadoop 1.x consists of four components: JobTracker, NameNode, TaskTracker,

and DataNode.

The JobTracker is the service within Hadoop 1.x that is responsible for re-

source management, tasks scheduling and monitoring. The JobTracker farms out

MapReduce tasks to specific nodes in the cluster, ideally the nodes where data

resides.

The NameNode keeps the directory tree of all files in the file system, and tracks

where across the cluster the data is located. Moreover, the NameNode manages

the HDFS namespace.
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The TaskTracker is a process exists in each node and controlled by the Job-

Tracker to manage map, reduce and shuffle tasks on these nodes.

The DataNode stores data on HDFS where client applications can talk directly

to a DataNode once the NameNode has provided the location of the data. DataN-

ode instances can also talk to each other, which is what they do when they are

replicating data.

Data Flow: When a MapReduce job is submitted, the JobTracker schedules

map and reduce tasks to run on TaskTrackers. TaskTrackers send reports to the

JobTracker with the status of the task and the progress of the job in general. If a

task fails, the JobTracker reschedule this task to run on a different TaskTracker.

Each map task starts by taking as input one partition of the data stored on

HDFS called input-split, or split. Hadoop is designed to run map tasks on the same

node where input data are stored. This technique is referred to as data locality

optimization. Map tasks write their intermediate data to local disks instead of

HDFS and then this data get sorted and shuffled and sent to reducers. The number

of reducers can be specified by the user (default is 1). The output of the reduce

tasks written on HDFS and replicated afterwards. The Data Flow in both versions

of Hadoop is illustrated in Figure 2.5.

Despite the fact that Hadoop 1.x provides a reliable, scalable and fault tolerant

MapReduce framework, it has several limitations [16] [1] that can be summarised

as follows:

• Slave nodes could only scale up to ≈4000 nodes because the JobTracker and

NameNode become a bottleneck if more nodes are added.

• JobTracker and NameNode are a single point of failure (SPOF).

• NameNode is not highly available and could not be scaled horizontally.

• It supports only MapReduce applications.
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Hadoop community was motivated to upgrade the system to overcome these

limitations. As a result, YARN or Hadoop 2.x was introduced.

YARN/Hadoop 2.x: YARN, which stands for Yet Another Resource Nego-

tiator, addresses Hadoop 1.x drawbacks that were mentioned above by applying

the following improvements [1]:

• As shown in Figure 2.5-b, YARN breaks the two essential tasks of the Job-

Tracker, resource management, and tasks scheduling and monitoring, into

two separate daemons: a global ResourceManager that orchestrates the com-

pute resources assignment to applications but does not interfere with per-

application state management, and an ApplicationMaster that is responsible

for negotiating resources, referred to as Containers, from the ResourceMan-

ager. A Container holds a collection of resources such CPU and memory that

the application requires. It is created by the ApplicationMaster, monitored

by NodeManager, and scheduled by the ResourceManager. The NodeMan-

ager is a per-node agent that monitors application containers in a single node

and reports node status to the ResourceManager.

• NameNode can scale-up horizontally and it is Highly-Available because it is

not a single point of failure (SPOF) any more.

• YARN supports Non-MapReduce applications like MPI.

• YARN can scale-up to ≈10000 nodes.
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Figure 2.5: The Components of Hadoop 1.x and YARN (Hadoop 2.x). [1]
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2.5.3 Hadoop Counters

Hadoop provides two types of counters, built-in counters, and user-defined coun-

ters.

Built-in counters are counters that collect statistics about each MapReduce

job and report different metrics for the job. Built-in counters are divided into

several groups based on the information the counters’ report. For example, the

counters: map skipped records, map output records, and map output bytes, be-

longs to a group of counter called MapReduce Task Counters. Furthermore, the

counters: filesystem bytes read, and filesystem bytes written belong to a group of

counters called Filesystem Counters.

User-defined counters are counters that are defined by the user and can

be incremented in mappers or reducers. These counters are global, which means

they are aggregated across all map and reduce tasks and their total is produced

at the end of the job. These counters can be useful to iterative algorithms in

terms of using them to track the condition of the algorithm’s convergence it will

be explained in later sections when K-Means on MapReduce is implemented on

MapReduce.

2.5.4 Distributed Cache

Distributed Cache is a feature provided by Hadoop to allow applications and tasks

to have a local access to files that are stored on some data nodes on the distributed

system. When a file is cached, it is copied to the local-disk (the term cache is not

accurate in this case, because the files are not stored in-memory but on the local-

disks of data nodes) of each and every data node. Mappers and reducers can then

read the files locally. In order to make room for new files, cached files are deleted

when their size reaches a predefined threshold (default is 10 GB). The cached files

are read-only files that are loaded to the Distributed Cache in the driver program

and they cannot be modified while the job is running.
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To ensure that the cached files are consistence, the Distributed Cache tracks the

modification timestamps of cache files. To determine on which node a particular

key-value pair resides, the cache engine uses a hashing algorithm. The files are

guaranteed to be always consistence since there is always a single state of the cache

cluster.

In the case of processing iterative algorithms on Hadoop, each iteration is rep-

resented by a new MapReduce job. In this case, map and reduce tasks and Dis-

tributed Cache components are not persistent between jobs where each job must

configure new tasks and Distributed Cache. This means intermediate data that

is cached in the Distributed Cache in one iteration will not exist in the following

iteration. The distributed Cache is used in this work to cache centroid files into

mappers and reducers.

2.6 Apache Spark

Apache Spark [22] is a distributed framework that is designed to process large-scale

working sets that are reused over multiple parallel operations in-memory. The goal

of Spark is to process iterative machine learning algorithms and interactive analyt-

ics problems faster than Hadoop MapReduce while maintaining MapReduces’ fault

tolerance and scalability. Spark can operate on Hadoop YARN, Apache Mesos [85],

a cluster resource manager that allows different distributed frameworks to share

the same resources on one cluster, Amazon Elastic Cloud (EC2) [86], or as a

standalone system.

2.6.1 Main Abstractions

Two main abstractions are provided by Spark to process parallel applications:

1. Resilient Distributed Datasets (RDD). An RDD is a collection of immutable

(read-only) objects partitioned among cluster nodes that can be rebuilt in
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case a partition is lost. RDDs can be cached in-memory once across worker

nodes (executors) and reused by applications that run on multiple parallel

operations. This process aims to reduce the I/O and communication over-

heads that Hadoop encounters. In case of a node failure, RDDs can be

rebuilt and reconstructed which makes Spark fault-tolerant. Constructing

RDDs can be done by:

• Loading a file that is stored on a distributed file system such as HDFS.

• Partitioning and parallelising a collection data structure, such as an

array, and distributing these partitions over multiple nodes.

• Performing a transformation on an existing RDD to produce a new

RDD.

• Persisting existing RDDs in-memory. After the first action is performed

on an RDD, Spark discards this RDD from memory, unless there is a

hint (by using the cache action) that this RDD needs to be persisted

in memory for future operations. In this case, the RDD will resides

in-memory (if there is a sufficient memory space) for later operations.

2. Parallel operations. Parallel operations can be divided into two types:

• Transformations, where an RDD can be transformed from a file on sta-

ble storage, or from another existing RDD. Transformation operations

are lazy operations. That is, a transformed RDD does not get evalu-

ated until an action (e.g. count) is triggered. Some examples of main

transformation operations are: map, reduce, join, groupBy, and filter.

• Actions, where a value is returned to the application driver, or stored

on a data storage. Examples of action operations are: count, collect,

take.

Spark provides two types of shared variables:
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1. Accumulators: accumulators are variables that can aggregate values across

multiple tasks that run on different executers, and return their aggregated

value to the driver.

2. Broadcast variables: broadcast variables allow Spark applications to send

read-only variables to all working nodes and keep these variables in-memory.

2.6.2 Spark Architecture

Spark core is the engine for processing parallel data. The responsibilities of Spark

core include: managing jobs’ scheduling and distribution on a cluster, managing

the memory and recovering failed RDDs, communicating with storage file systems.

To run a Spark job, a driver program must be written by the developer in a

Scala, Python, or Java API. The driver creates and distributes RDDs, controls par-

allel operations (transformations and actions), and retrieves the results returned

by action operations. As shown in Figure 2.6, the driver creates a SparkCon-

text object, which establishes a connection with the computing cluster to schedule

the execution of the jobs. SparkContext also creates RDDs, accumulators, and

broadcast variables. As the execution of the driver starts, a logical directed acyclic

graph (DAG) is created. The created DAG represents the order of operations in

the driver. This graph is then converted into a physical execution plan. Spark

negotiates the resources needed for each job through a cluster manager. Spark

can run on top of different cluster managers such as, YARN, Mesos, or Spark’s

standalone cluster manager.

Spark is shipped with a library containing machine learning algorithms called

MLlib [87]. This library provides many machine learning algorithms such as, K-

Means, PageRank, and logistic regression.

50



Figure 2.6: Apache Spark basic architecture.
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There are several solutions, in addition to Spark, that aim to overcome the

limitations of the MapReduce model on processing iterative algorithms. The next

section will overview some of these solutions.

2.7 Iterative MapReduce Implementations

Although the MapReduce programming model is a good solution for processing

large-scale datasets, it does not support data analytics algorithms that are iterative

in nature [80]. This section reviews three solutions, HaLdoop, iMapReduce, and

Twister, that aim to overcome the drawbacks (explained in section 2.4.3) of the

MapReduce framework on supporting iterative algorithms.

HaLoop

HaLoop [74] extends Hadoop MapReduce framework with the aim to support the

execution of iterative algorithms by providing the next properties:

1. Cache the mappers input on the local disks of the worker machines to avoid

reloading and reading invariant data in each iteration.

2. Avoid the extra MapReduce job that checks for the termination condition by

caching the reducer output and perform the test on a distributed fashion.

3. Cache reducers input on the local disks of the worker machines in order

to access invariant data without shuffling them from mappers to reducers.

However, it is required for the cached reducer’s input to be constant over all

iterations which is not the case in K-Means. This is because K-Means needs

to shuffle all data points and cluster centroids from mappers to reducers to

compute the average.

Moreover, HaLoop introduces a new API to automatically control the iterative

process without the need for the programmer to write a detailed driver program to

52



do this. In Addition, HaLoop modifies Hadoop’s task scheduler that assigns map

and reduce tasks that access the same data but are executed in different iterations

to the same physical machine.

In [74], the performance of HaLoop was compared against Hadoop’s. The results

show improvements in terms of speedup and the reduced amount of shuffled data

across the cluster nodes. K-Means performance is “marginally better” (≈ 5%

improvement in non-local reads).

As discussed in section 2.3.1.1, K-Means optimisations based on triangle in-

equality require caching extra information in one iteration in order to read this

information in the next and skip distance computations. To implement such algo-

rithms on HaLoop, the extra information could be cached, along with data points,

in the map phase in a given iteration. The following iteration will read the data

points with the required extra information at the beginning of the map phase.

HaLoop can be a promising MapReduce framework that handles iterative algo-

rithms efficiently. However, the latest version of HaLoop (released in 2012) works

only on top of old Hadoop releases (Hadoop 1.x) which is not supported by the

cluster that this project bases the experimental work on.

iMapReduce

iMapRedue [80] is a Hadoop extension that supports the processing of iterative

algorithms. The main goals for iMapReduce are:

1. To reduce the resulting overhead from creating a new job in each iteration.

2. To eliminate the static data shuffling between map and reduce tasks.

3. To execute iterations asynchronously, that is, an iteration can start before

all previous tasks have finished.

To achieve the first goal, the authors introduced persistent tasks concept which

keeps the map and reduce tasks alive during the iterative process until a termi-
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nation condition is satisfied. Specifically, after map and reduce tasks process the

input data and output results, they stay idle waiting for input. The map tasks

wait for the reduce tasks output, and the reduce tasks wait for the input from the

map tasks.

The second goal is achieved by loading static data to the map tasks only once

and does not shuffle the static data to the reduce tasks. The state data that

is outputted from the reduce tasks is passed to map tasks without writing it to

the distributed file system. Before injecting data to map tasks, a join operation

is performed between state and static data to update state data then send it to

map tasks. This technique aims to significantly reduce the amount of shuffled

data between mappers and reducers. However this only applies to graph-based

algorithms because they only need state data in the reduce phase, while K-Means

and K-Means-like algorithms need both state and static data in both map and

reduce tasks. Furthermore, since a local connection is preferred, the task scheduler

always schedules a pair of a map and reduce tasks to the same machine to maintain

a local connection. This leads to a drawback where the number of map and reduce

tasks must be identical.

The third goal is achieved by making map and reduce tasks execute asyn-

chronously. That is, a map task can start as soon as its correspondent reduce task

sends its output to this map task as an input. This approach aims to speed up the

process of the framework. However, in K-Means this cannot be applied because

map tasks in K-Means need the centroids list that is calculated by all reduce tasks

and, hence, map tasks must wait for all reduce tasks to finish.

iMapReduce handles failures the same way as Hadoop. However, the state

data from a previous iteration must be all written to the distributed file system

in order to re-execute a failure iteration. The tasks in iMapReduce are persis-

tent which conflicts with the task scheduling mechanism followed in the standard

MapReduce. Therefore, iMapReduce cannot benefit from MapReduce mechanism
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for load balancing.

In the same work [80], it was reported that iMapReduce improved K-Means

performance with a speedup factor of 1.2x compared to the standard MapReduce

programming model. The experimental work in this thesis shows that accelerat-

ing the standard K-Means on Hadoop by using triangle inequality could achieve

significant speedups (up to 34x). The benefit from implementing optimisations of

K-Means presented in this work on iMapReduce is not expected to be significant.

This is because the required extra information would be written/read to/from

the distributed file system and this is the major bottleneck in implementing such

optimisations on MapReduce.

Twister

Twister [23] is an enhanced MapReduce runtime that was designed to handle iter-

ative algorithms more efficiently than Hadoop. Twister has substantial differences

from Hadoop in terms of handling input/output data, transferring intermediate

data via a communication infrastructure, and scheduling map/reduce tasks. To

support iterative computations based on MapReduce, Twister introduces long-

running map/reduce tasks which are configured one and reused by subsequent

iterations. In addition, static data is cached into the memory of the worker nodes

to be reused in multiple iterations. Twister’s architecture and main differences

from Hadoop is discussed next.

The following sections describe the architecture of Twister. Moreover, the dif-

ferences between Twister and Hadoop are explained in general, and in particular

to the implementation of K-Means on both systems.

Architecture

The architecture of Twister consists of three major components:

1. Twister driver that controls the entire MapReduce job,
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2. Twister daemon that runs on worker nodes, and

3. The broker network that is based on publish/subscribe messaging infrastruc-

ture.

A daemon process is started in each worker node as Twister starts running.

Each daemon maintains a worker pool to execute the map and reduce tasks as-

signed to it, checks the status of the tasks, and responds to the control events.

The driver handles the entire MapReduce job by converting Twister API calls to

control commands and sends the input data messages to the daemons that man-

ages map and reduce tasks through the broker network. The resulted outputs from

all reducers are then collected (combined) and returned to the driver to decide on

proceeding with a new iteration or not.

Twister vs. Hadoop

The main differences between Twister and Hadoop can be explained as follows.

• Task scheduling: While Hadoop must configure and terminate independent

map/reduce tasks for each iteration, Twister runs long-running map/reduce

tasks that are configured once and used many times. To guarantee the re-

usability of map/reduce tasks over many iterations, Twister schedules the

tasks statically (tasks scheduled to the same nodes over multiple iterations)

as opposed to dynamically scheduled tasks in Hadoop. Static scheduling,

however, could limit the resources of the computing infrastructure to a spe-

cific job even if they remain idle. This scheduling approach assumes that the

computing infrastructure can accommodate all persistent tasks simultane-

ously, which limits the number of MapReduce jobs that can run concurrently

[24].

• Cacheable tasks: Twister distinguishes between static and variable data.

While variable data can be modified (e.g. centroids in K-Means), static data
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does not change over multiple iterations (e.g. input data points in K-Means).

Twister loads (caches) static data in the memory of worker nodes once in the

first iteration to eliminate the need of reloading it in each iteration. Hadoop,

on the other hand, reloads static data from HDFS in each iteration which

imposes an extra I/O cost when processing iterative algorithms. Although

Twister takes advantage of caching input and intermediate data, it can be a

limitation if the data does not fit in the memory of the worker nodes.

• Input data: Twister does not store input data on a distributed file system.

Instead, it assumes that the input dataset is manually partitioned by the

user and the partitions are stored as native files on the local disks of worker

nodes. These file are then cached to the memory of each worker node. This

caching mechanism can be a drawback in Twister because it assumes that the

partitions will fit in the memory of worker nodes, which cannot be guaranteed

when dealing with very large datasets [9]. This approach was adopted to

simplify the implementation of the platform and to be able to pass the data

files to any map/reduce task as a command line argument [23]. Hadoop, on

the other hand, automatically partitions the input dataset and replicates the

partitions over several nodes on HDFS to maintain fault tolerance and to try

to run map/reduce tasks on local file.

• Checking convergence: To decide whether to start a new iteration or stop

at the current one, Hadoop uses a controlling program (driver) that merges

the output files written by multiple reducers on HDFS into one file. The

driver then reads the merged file to check for the convergence or a stopping

condition and decides whether to start a new iteration or stop at the current

one. Twister, however, introduces a new phase called combine phase where

the outputs from multiple reducers are combined and passed directly to the

driver without writing/reading them to/from HDFS as in Hadoop. If the
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stopping condition is not satisfied, a new iteration is started and variable

data is broadcasted to all worker nodes. However, this technique is not

beneficial if the iterative algorithm decided to stop at a predefined number

of iterations [24].

• Fault tolerance: Twister assumes that master node failures are rare; the

broker network is reliable; and the data is replicated over the worker nodes.

In case of a failure, Twister only guarantees restoring input data that can

be reloaded from the file system or static parameters inherited from the

driver. Any intermediate data processed by map and reduce tasks will be

lost. Hence, Twister supports only intra-iteration fault-tolerance. On the

contrary, Hadoop assumes that a failure could occur at any stage of the

MapReduce job. In case of a node failure, Hadoop can restore intermediate

data and re-assigns failure tasks to healthy nodes.

K-Means on Twister

K-Means is implemented on Twister as follows. First, the initial cluster centroids

are picked from the input dataset and broadcasted to all the worker nodes. Then,

the input dataset is manually partitioned into a number of files and loaded to

the local file system of the worker nodes. Since the input data points in each

partitioned file are considered as static data, each file is cached into the memory

of each worker node. Next, the iterative process starts where each mapper finds the

closest centroids from each data point and outputs the data point with the cluster

index of its closest centroid. The mappers send their results to the reducers via the

broker network where each reducer computes the new centroids. The new centroids

are sent to a user program (driver) that tests the convergence criterion and decides

whether to stop the iteration or start a new one. In the following iteration only the

centroids that will be broadcasted to the nodes while data points are reused from

the previous iteration. This technique reduces the amount of data transferred in
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the network compared as opposed to Hadoop which must reloads the same data

in each iteration. Another advantage in this implementation is the long running

map and reduces tasks which eliminates the overhead from the need to generate

new tasks in each iteration in Hadoop. On the other hand, Twister assumes that

the input data will fit in the memory of the worker nodes which is not always the

case when the target is to cluster Big Data.

K-Means optimisations based on triangle inequality can use the caching mech-

anism in Twister to store the needed extra information (cluster assignments and

distance bounds) in-memory. The extra information can be associated with data

points and updated in the map phase. However, this could be a challenging task to

achieve since the data is expected to be very large and the memory of the worker

nodes might not fit the data and the extra information together. Therefore, we

expect that the performance of the optimised algorithms presented in this project

to excel if implemented on Twister as long as the memory can fit all data points

with extra information.

2.8 Summary

This chapter presented a background of several sequential implementations of K-

Means and showed how the efficiency of K-Means can be improved based on tri-

angle inequality. It was discussed how triangle inequality approaches improves

the efficiency of K-Means but with an extra cost from the need to maintain extra

information such as cluster assignments and distance bounds. Various K-Means

optimisations based on triangle inequality were reviewed and two of them (Elkan

and Compare-means) were chosen to be implemented on MapReduce.

The chapter also explained the main phases in the MapReduce programming

paradigm and introduced the architectures of two widely used distributed com-

puting platforms known as Hadoop and Spark. Furthermore, the chapter re-
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viewed some distributed MapReduce platforms including, HaLoop, iMapReduce

and Twister. A detailed comparison between these platforms described the fea-

tures each platform offers to overcome the lack of support to iterative algorithms

in Hadoop. Table 2.2 summarises the features of each platform. The reviewed

MapReduce platforms can be categorised into two categories: disk-based and

memory-based, where the former store the data (static or variant) on the file

system (local or distributed), and the latter store the data in the memory of the

worker nodes. While Hadoop, HaLoop and iMapReduce are disk-based platforms,

Twister and Spark are memory-based.

Although iterative MapReduce platforms can outperform Hadoop when pro-

cessing iterative algorithms, some of these solutions (e.g. Spark and Twister)

require the dataset to be small enough to fit into the main memory of the worker

nodes. Otherwise, data will be spilled into the local disks of the worker nodes

and read/write operation will be performed from/to local disks which increases

the I/O overhead. Moreover, other platforms (e.g. HaLoop and iMapReduce) are

not stable and mature enough because they were basically built as research proto-

types [77]. Twister handles iterative algorithms efficiently by caching static data

in-memory but at the expense of fault-tolerance. Therefore, such platforms could

face serious challenges while operating on real-world settings [13].

Table 2.3 compares the implementations of K-Means based on the reviewed

iterative MapReduce platforms (HaLoop, iMapReduce, Spark and Twister) with

the optimised implementations of K-Means that will be presented later in Chapter

4. The first column in the table shows the name of the algorithm and the platform

it was implemented on. For example KM-Twister denotes the implementation of

K-Means on Twister. Since the new implementations of K-Means on Hadoop using

triangle inequality have not been explained yet, we call our implementation in the

table KM-Hadoop (our work). This method of naming K-Means implementations

is for the purpose of this particular table only. The comparison is based on the
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method each implementation follows to load input data (data points) and cluster

centroids to worker nodes. In addition, the method each approach follows to check

for convergence is compared. Finally, a brief description of the advantages and

disadvantages of each implementation is provided.

Other solutions including, Piccolo [88], Pregel [89], MapReduce online [90] and

PrIter [91], proposed various techniques to support iterative algorithms on the

MapReduce programming model.
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In-memory
System

Iterative Process Techniques File System Fault
Tolerance

Intermediate Data
Transfer

Hadoop No Iterative algorithms not sup-
ported

HDFS Strong File

HaLoop No Loop-aware task scheduling,
caching

HDFS Strong File

iMapReduce No Persistence tasks, asyn-
chronous iterations

HDFS Strong File

Spark Yes RDDs, DAG, caching HDFS,
Cassandra,
Amazon S3

Strong RDDs

Twister Yes Long running tasks, caching Local disks Weak Publish/Subscribe
messaging

Table 2.2: Summary of features of the distributed computing frameworks Hadoop, HaLoop, iMapReduce, Spark and Twister.
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Input Data Centroids Convergence Advantages Disadvantages

KM-Hadoop
(our work)

Re-loaded in
each iteration

Broadcasted to
workers’
local-disks in each
iteration via
DistributedCache.

The driver compares
old and new
centroids and
decides whether or
not to start a new
iteration.

Computational
complexity is
reduced. Final
output is intact.
Strong
fault-tolerance.

Large I/O and
network overheads.
Sensitive to the
structure of the
dataset.

KM-HaLoop Loaded once to
local disks,
reused over next
iterations

Broadcasted to
each mapper’s
local-disk in each
iteration.

Reducers keep
centroids from the
previous iteration
and compares them
with centroids from
the current iteration.

Reusable input
data over
iterations.
Convergence is
checked in the
reduce phase

K-Means does not
benefit from
reducer input
cache.

KM-iMapReduce Loaded from
HDFS to local
disks once,
reused in
following
iterations

Reducers load
centroids directly
to mappers’
local-disks
without writing
them to HDFS.

Same as
KM-Hadoop

Long-running
tasks. Low I/O
and communication
overheads.

K-Means does not
benefit from
asynchronous
execution of map
tasks. Number of
map and reduce
tasks must be
identical.

Continued on next page
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Input Data Centroids Convergence Advantages Disadvantages

KM-Spark Cached
in-memory in 1st

iteration, reused
over next
iterations.

Cached in the
memory of each
mapper in each
iteration.

Same as
KM-Hadoop

Data points cached
in-memory. Low
I/O and
communication
overheads. Long
running tasks

Not efficient when
input data does not
fit into memory.

KM-Twister Cached
in-memory in 1st

iteration, reused
over next
iterations

Same as Spark New operation
Combine aggregates
output from all
reducers and checks
for convergence.

Data points cached
in-memory. Long
running tasks.
Efficient in
checking
convergence.

Weak
fault-tolerance.
Static and
intermediate data
must fit in the
distributed
memory.

Table 2.3: A comparison between the optimised K-Means implementation on Hadoop using triangle inequality (this research) and the
standard K-Means implementations based on iterative MapReduce platforms including HaLoop, iMapReduce, Spark and Twister.
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Chapter 3

Parallel and Distributed K-Means

This chapter aims to provide a general overview over various parallel implemen-

tations of K-Means on different parallel environments. Furthermore, the chapter

covers the related work to K-Means on Hadoop and Spark. To have a full under-

standing of how K-Means works on Hadoop and Spark, a detailed description of

the implementation steps of Naive K-Means on Hadoop and Spark will be intro-

duced. Understanding these implementations is of importance as the next chapter

describes the proposed approaches to improve the efficiency and scalability of Naive

K-Means on Hadoop and Spark.

The remainder sections in this chapter are organised as follows. The first sec-

tion overviews the related work to implementations of Naive K-Means on different

parallel environments. The following section presents the related work to paral-

lel K-Means implementations based on distributed computing platforms, such as

Hadoop and Spark. A detailed explanation of the parallel implementation of Naive

K-Means on Hadoop and Spark is presented in the following section. The final

section summarises the work that has been presented in this chapter.
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Abbreviations

Note that the names of the implemented algorithms on Hadoop and Spark in

this chapter and the remainder chapters are abbreviated, where each abbreviation

consists of the following parts:

[K-Means version]-[distributed framework]-[approach to pass information]

For example, CMP-H-BF denotes the algorithm Compare-means on Hadoop

using a Bounds File. If the last part (approach to pass information to the next

iteration) is not present, this means the algorithm does not pass any information.

For example, the implementation of Naive K-Means on Spark is denoted as NKM-

S.

3.1 Related Work to Parallel K-Means Imple-

mentations

As one of the most popular and influential data mining algorithms, K-Means has

been extensively researched and extended to cope with the rapid growth of data.

As previously mentioned, one of the drawbacks of K-Means is its poor scalability

as the data grows larger in terms of the number of data points n, dimensions d, and

clusters k. This section reviews the previous studies that implemented K-Means

on various parallel models.

Several approaches [92] [20] [93] parallelised K-Means based on Message Passing

Interface MPI [94]. For example, Dhillon and Modha [92] introduced a parallel

implementation of K-Means on distributed memory multiprocessors based on MPI.

Their method partitions the original dataset into a number of subsets. Then,

each processor processes an independent subset where distance calculations are

performed between points and centroids and each point is assigned to its closest

centroid. Then, partial sums and partial SSEs are collected and new centroids are

calculated. This process is repeated until the algorithm converges. In [93], the
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authors also implemented K-Means based on MPI using Erlang language which

communicates through hundreds of active processes via MPI and adopts concurrent

functional paradigm.

In [20], the authors presented a parallel version of a square-error clustering algo-

rithm called P-CLUSTER (P is for parallel) on a network of workstations (NOW).

The implementation of P-CLUSTER is based on the client-server network infras-

tructure. The server partitions the input dataset into blocks where each block is

assigned to a client process. The algorithm proceeds by sending the initial set of

centroids to each client process. Then, each client assigns each data point in the

block to its nearest centroid. After the assignment phase, each client calculates

the partial sum of points assigned to each cluster (block partial sum) and sends

it to the server where the new centroids are computed and returned to the clients

starting a new iteration of assignments. This process is repeated until conver-

gence or an early termination condition is met. Three approaches were proposed

to prune unnecessary distance calculations: 1) computing spheres of guaranteed

assignment for cluster centroids, 2) computing the maximum movement effect for

patterns across iterations, 3) and maintenance of partial sums for centroids. Since

these optimisations are related to triangle inequality, they were already discussed

in section 2.3.1.1. The experimental work shows improvement in speed while in-

creasing the size of data in terms of the number of data points, dimensions, and

the number of clusters.

The work presented in [21] is realted to the work presented in this project in

terms of testing the scalability of variants of K-Means that uses triangle inequality

to reduce the number of distance computataions on a parallel environment. The

authors presented Annular K-Means and Heap K-Means as two optimised versions

of K-Means using triangle inequality. Annular K-Means and Heap K-Means along

with other variants, including Lloyd’s K-Means [18], Compare-means, Sort-means

[66], Elkan’s [19], Hamerly’s [67], and adaptive K-Means algorithm [95], were par-
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allelised on a multithreaded fashion to test the scalability of each algorithm. A

uniformly distributed dataset was used as an input in the experiments with vari-

able number of clusters (k), and constant number of data points (n = 106), and

dimensions (d = 8). The speedup of each algorithm was measured as a function of

the number of threads t, where speedup for t number of threads is defined as the

ratio of the running time on a single thread and the running time on t threads.

The results show that Naive K-Means is the most algorithm that benefits from

increasing the number of threads where its speedup is approximately linear to the

number of threads. The authors attributes this result to two reasons:

1. Synchronisation between threads, where Naive K-Means requires a small

amount of synchronisation.

2. The work per-thread in Naive K-Means is the most predictable, while in the

optimised versions it varies from one thread to another.

This section reviewed some of the works that are related to the work in this

project with respect to implementations of K-Means on various parallel processing

models. The following section presents the related work to this project with a con-

centration on implementations of K-Means based on MapReduce and distributed

computing platforms that are similar to MapReduce.

3.2 Related Work to Parallel K-Means Based on

Distributed Computing Frameworks

This section reviews the work related to this project with an emphasis on imple-

mentations of K-Means on MapReduce and other distributed computing frame-

works such as Spark and Twister.

Zhao et al. [96] implemented K-Means on MapReduce with a combiner. In

their experimental work, the authors show that K-Means performed well in terms
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of speedup, scaleup, and sizeup with datasets that varies in size (1-8 GB) on

variable number of nodes (1-4 nodes). However, no further details were provided

regarding the nature of the datasets, e.g. the distribution of the data, the number

of data points n, or the number of dimensions d. Furthermore, the number of

clusters k was not mentioned. In [97] [98] [99], K-Means was implemented based

on the approach used in [96]. In [98], the created clusters are resized in the reduce

phase based on the number of data points in each cluster. That is, if the number

of points in a cluster is bigger than a certain threshold, a predefined number of

data points are reassigned from this cluster to a cluster that has a low number

of data points. This contradicts the main concept of clustering which is grouping

similar objects together, without trying to create balanced clusters. In this work

we take these straightforward implementations one step further and enhance the

efficiency of K-Means by applying triangle inequality optimisations.

Esteves et al. [100], evaluated the performance of parallel naive K-Means on

Apache Mahout [101], a library on Hadoop to support machine learning algorithms.

The authors reported that K-Means scales well on Mahout if the process involves

large-scale datasets. On the other hand, when datasets are small in size, the

overhead created by writing replicas, job initialisation, and shuffling intermediate

data, becomes the dominant cost.

In [102], the authors presented an implementation of parallel K-Means on

Twister [23]. Twister is an optimised MapReduce framework that supports iter-

ative algorithms based on publish/subscribe messaging infrastructure and caches

static data in-memory of compute nodes, explained in detail in section 2.7. The

aim of their work was to efficiently cluster high dimensional social images. Trian-

gle inequality was used to reduce the number of distance computations based on

Elkan’s [19] work. Except that instead of keeping a number of lower-bounds that

is equal to the number of clusters (k) for each point as in Elkan’s algorithm, fewer

number of lower-bounds was chosen. For example, in one test where thek = 3200,
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the algorithm was tested with 400 and 800 lower-bounds instead of 3200 to inves-

tigate the impact of keeping a number of lower-bounds that is smaller than k. The

experimental results showed notable reductions in the number of distance compu-

tations. The paper, however, does not describe how the extra information (cluster

assignments and distance bounds) was cached. It is expected, however, that the

extra information was cached in-memory at the end of the map phase. It can be

noticed from this paper how the in-memory caching in Twister can be beneficial

to K-Means. The challenge in this paper would be to cache all k lower-bounds

instead of a just a small portion and show how Twister would react in case the

bounds does not fit in memory. Note that the idea of choosing a number of lower

bounds less than k was presented in other studies (e.g. [67] and [95]) and some

of them swere reviewed in section 2.3.1. The focus of this paper is on the effect

of using triangle inequality optimisations on the amount of shuffled intermediate

data between mappers and reducers. Limited information was introduced about

the impact of these optimisations on the running time. Moreover, the experimen-

tal analysis does not investigate the effect of the increase in dimensionality on the

performance. The work presented in this research focuses on the impact of the

number of clusters, dimensions, data points, and mappers on the performance of

several K-Means implementations Hadoop and Spark.

K-means|| or Scalable K-mean++ [103] and Competitive K-Means [104], are

two approaches that implements the popular K-Means++ (explained in section

2.3) algorithm on MapReduce. The two approaches address one of K-Means++

downsides which is its inherently sequential nature. The approach of K-means||

is to sample O(k) points in each round instead of sampling one point as in K-

means++. This process is repeated for approximately O(logn) rounds. At the final

round, the algorithm produces O(klogn) points. These points are then clustered

again into k initial centroids for the Naive K-Means iteration. Both K-means||

and Competitive K-Means can gain significant benefits from our work. Since the
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process of computing distances from points to centres is independent from the

centroids initialisation methods presented in these algorithms, our work can be

integrated with these techniques to improve the algorithm’s accuracy in addition

to efficiency and scalability.

The work in [105] proposed a K-Means implementation on MapReduce that

attempts to eliminate the iteration dependence and uses only three MapReduce

jobs. In the first job, the input dataset is sampled using k as the number of

clusters and probability px = 1
ε2 N , where N is the number of data points, and

ε ∈ (0, 1) controls the sampling size. The sampling phase produces 2k samples.

The mappers of the second job perform the clustering on these samples using

k centres and generate 2k2 centres in total. These centres are sent to a single

reducer in order to be merged into k final centres. The analysis shows that this

algorithm outperforms traditional K-means, and Kmeans|| [103] in terms of the

total running time. However, it is not clear how to choose the value of ε. One

of the advantages of the work presented in this thesis is that there is no need to

present new parameters, such as ε in this paper. Although some optimisations that

present new input parameters could achieve significant efficiency and clustering

quality improvements, these approaches are not practical in real-world settings

where the focus is to simplify the existing solutions and not vice versa.

In [106], K-Means was implemented on MapReduce and its efficiency was im-

proved by using locality sensitive hashing (LSH) to divide points into buckets

where the original points are transformed into the weighted representative points.

This method is used to prune unnecessary distance computations by computing

the distance of a given point to only a small number of centres that exist in

the same bucket as the point. The algorithm was tested with real datasets and

showed improvement in speed by 67% and 76% when k was 1500 and 3000 re-

spectively, compared to scalable K-Means++. However, the algorithm was tested

with datasets with 26 and 41 dimensions which does not give an insight on the
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algorithm’s behaviour with data in higher dimensions. While LSH approaches find

approximate nearest neighbours rather than exact neighbours, triangle inequality

approaches compute the exact distance from points to centroids which is leads to

more accurate solutions. This is one of the reasons triangle inequality approaches

are adopted in this work.

Lee et al. [24], presented a comparison between four iterative algorithms, includ-

ing K-Means, on five different distributed frameworks including three disk-based

systems: Hadoop, HaLoop [74] and iMapReduce [80]; and two memory-based sys-

tems: Twister [23] and Spark [22]. In the experimental work, the total elapsed

time, the total HDFS read, and the reduce shuffle I/O were measured for each

pair of system-algorithm. In addition, the normalised time is measured while

varying the size of datasets, and the number of iterations. Finally, the impact

of data skew on the total elapsed time was measured. K-Means algorithm was

executed on a real-world dataset where n = 147, 251, 521, d = 3, and the number

of k was not mentioned. In the results section, the normalised time of K-Means on

Hadoop is better than Spark when the data size was increased. The reason was not

explicitly mentioned but general observations were reported and the reason can be

derived from these observations. One remark with regards to testing the effect of

the data size was that as the data size increased and the memory-based systems

start using disk (because the dataset does not fit in the main memory), the elapsed

time of memory-based systems in some cases increased rapidly as a consequence.

Another observation was that the garbage collection in memory-based systems can

significantly affect the execution time when it is triggered. It was reported that,

in general, Spark performed better than the other four systems (i.e. Hadoop,

HaLoop, iMapReduce, and Twister). Another interesting remark is that some ex-

perimental results on iMapReduce were missing. The authors attribute this to the

instability of the iMapReduce framework where some tests stopped while execution

with no obvious reason. This paper reinforces our decision to adopt Hadoop and
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Spark as the distributed systems in our work because of their advantageous fea-

tures (particularly, their excellent stability and strong fault-tolerance) over other

systems.

The study in [107] compares MapReduce and Spark in terms of three major

architectural components: shuffle, execution model, and caching. On both frame-

works, five algorithms were tested: Word Count, Sort, K-Means, linear regression,

and PageRank. In K-Means, three artificially generated datasets were used as

input where each point has 20 dimensions and the number of data points for each

dataset are: 1 million, 200 million, and 1 billion. The results showed that K-Means

on Spark was 1.5x faster than K-Means on MapReduce in the first iteration, and

5x faster in subsequent iterations. This is because of RDD caching in Spark (ex-

plained in section 2.6), where input data is transformed into RDDs and cached

into memory in the first iteration. Then, subsequent iterations read input data

directly from memory which eliminates disk I/O that Hadoop suffers from. In our

work, the performance of K-Means on Hadoop and on Spark is also compared. By

optimising K-Means using triangle inequality we were able to speedup the stan-

dard K-Means on Hadoop to the point where the average iterations time is almost

equal to the average iteration time of the standard K-Means on Spark.

In [108], the implementation of K-means-based clustering algorithms (e.g. fuzzy

c-means ) on Spark was described. Two ways were provided for loading input

data: 1) if each instance of the data is represented by all features, data points

are loaded to RDDs as dense vectors; and 2) if each instance is represented by

a < AttrID, V al > tuple (AttrID is the ID of the attribute, and V al is the

corresponding attribute value), data points are transformed into sparse vectors.

The experimental work compared the clustering quality of the new implementation

with CLUTO [109], a software package that runs clustering algorithms on a single

machine, and the reported clustering quality was described as satisfactory. The

new implementation achieved 1.5x speedup compared to MLlib’s implementation
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of K-Means on Spark. Furthermore, testing the new implementation while varying

the number of tasks (RDD partitions) showed that the decrease in the running

time of the new implementation is approximately log linear with the increase of

the number of tasks. This project accelerates K-Means on Spark using a simple

triangle inequality approach described in section 4.6. The experimental work shows

that this approach is 7x faster than standard K-Means while maintaining the exact

output as the standard K-Means.

The work in [110] compares the performance of K-Means on Hadoop using

Mahout [101], and Spark using MLlib [87]. The experiments are run on one and

two nodes with two datasets of sizes 64MB and 1240MB. The results show that

K-Means on Spark performs faster than K-Means on Hadoop because of the RDD

caching mechanism on Spark. However, the experimental work is very limited and

does not give the reader enough information about the behaviour of K-Means on

both frameworks with respect to various important parameters such as, number

of clusters, number of data points, number of mappers, and number of reducers.

The work presented in this thesis tests standard and optimised K-Means algorithms

with various parameters and provides a detailed analysis of the overhead generated

by each operation in each algorithm.

The literature shows that most of the works have studied the behaviour of the

Naive K-Means on Hadoop and compared its performance with implementations of

K-Means on other parallel models such as Spark and Twister. Furthermore, some

works have attempted to improve the clustering quality of K-Means on Hadoop

by implementing several techniques that enhance the choice of the initial set of

centroids. Other studies have tried to speedup the running time of K-Means on

Hadoop by implementing heuristic methods that reduce the number of iterations.

To our knowledge, no attempts have addressed the issue of improving the effi-

ciency of K-Means on Hadoop by using triangle inequality approaches to remove

redundant distance computations between points and cluster centroids. Since opti-
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Notation Description

X Input dataset of size n

C Set of cluster centroids of size k

cj Cluster centroid, where cj ∈ C, with 1 ≤ j ≤ k

c′
j New location of centroid cj

ca Closest centroid to data point x, where 1 ≤ a ≤ k

Table 3.1: Description of notations used in implementations of NKM-H.

misations based on triangle inequality produce promising results on the sequential

versions of K-Means, this project takes these optimisations one step further and

proposes different techniques to implement them on Hadoop.

The following sections will describe the implementation of Naive K-Means on

Hadoop using different approaches.

3.3 Implementation of Naive K-Means on Hadoop

(NKM-H)

This section provides a detailed description of the implementation of Naive K-

Means on Hadoop (NKM-H ). Three types of implementations of NKM-H are cov-

ered:

1. NKM-H using the standard MapReduce model.

2. NKM-H using a combiner.

3. NKM-H using in-mapper-combiner.

The combiner and in-mapper-combiner are two techniques that aim to enhance

the communication overhead by reducing the amount of intermediate data that is

transferred from mappers to reducers.

Table 3.1 describes the notations that are used in NKM-H implementations.
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3.3.1 Implementation of NKM-H with Basic MapReduce

Model

This section describes the implementation of K-Means on Hadoop using the basic

or standard MapReduce programming model. The standard programming model

in MapReduce means that map and reduce methods are implemented without any

extensions or optimisations on these basic operations. The following section will

explain the implementation of the driver, mapper, and reducer in K-Means.

Driver

The driver takes the number of clusters k and the path to the input dataset as

input parameters. The pseudocode in Algorithm 3 describes the main steps in the

driver. The driver starts by randomly selecting the initial set of centroids from the

input dataset in line 1. Then, in line 5 the centroids file is sent to all computing

nodes in the cluster through Hadoop’s DistributedCache. The DistributedCache

is a Hadoop component that copies required files by applications to the local-

disk of each data nodes in the cluster (explained in section 2.5.4). Once a file

is broadcasted through DistributedCache, it is copied to the local disk of each

node that processes the MapReduce job. This process is performed before any

map or reduce task starts. As explained in section 2.5.4, the Distributed Cache

tracks the modification timestamps of cache files to ensure that the cached files

are consistence. The mapper, combiner, and reducer classes are then set in lines

6-8. Next, the MapReduce job is triggered in line 9. If the job contains more than

one reducer, the centroids’ files that were produced by all reducers are merged into

one file in line 11. The centroids’ files are merged to facilitate caching and reading

the centroids in the next iteration.

The convergence status is checked in line 13 by retrieving the value of a user-

defined counter from the reducer (Counters are explained in section 2.5.3). In

the reducer, a user-defined counter called centresCounter is defined to count the
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Algorithm 3: Driver(X, k)
1 C ← select k initial cluster centroids from X randomly
2 iteration← 1
3 centresCounter ← 1 //stores the count of converged centroids
4 while centresCounter > 0 or an early termination condition is not met do
5 send the set of centroids C to all computing nodes through

DistributedCache
6 set mapper to NKM–H-Mapper //Algorithm 4
7 set combiner to NKM-H-Combiner (if applied)// Algorithm 6
8 set reducer to NKM-H-Reducer //Algorithm 5
9 run the MapReduce job

10 if numberofreducers > 1 then
11 merge reducers output into one file
12 end
13 centresCounter ← get the value of centresCounter for the current

iteration
14 iteration← iteration + 1
15 end

number of converged centroids. That is, each reducer increments the counter’s

value by one if the centroid does not converge, else the counter’s value is set to

0. Thus, the value of centresCounter that is retrieved in the driver represents the

number of converged centroids across all reducers. If the counter’s value is zero,

this means all the centroids have converged and the loop stops; otherwise a new

iteration is started.

Mapper

The MapReduce framework assigns each input-split received from the HDFS to

an individual mapper. The size of each input-split can be predefined by the user

through using the following two Java methods:

• TextInputFormat.setMinInputSplitSize(job, size), and

• TextInputFormat.setMaxInputSplitSize(job, size),

where job is the job to modify, and size is the desired input-split size.
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Algorithm 4: NKM-H-Mapper(k)
1 Function setup():
2 load centroids from DistributedCache to C
3 Function map(offset, value)
4 x← value
5 minDistance←∞
6 a← −1
7 for j ← 1 to k do
8 d← d(x, cj)
9 if d < minDistance then

10 minDistance← d
11 a← j

12 end
13 end
14 output(a, x)

Each mapper contains three functions, setup, map, and cleanup. While the

map function is invoked for each record in the input-split, setup and cleanup are

executed only once on each run of the mapper class. As shown in Algorithm 4,

setup reads the set of centres from DistributedCache and loads them to the data

structure c. Then, the map function takes as an input, key-value pairs where the

key is the offset of the data point in the input file, and the value is the data point

itself. Subsequently, the map function, in lines 6-12, iterates over C to find the

centroid with the minimum distance from the input data point. In line 13, the

index of the closest centroid (a) is emitted to the reducers with its assigned data

point as a key-value pair.

Reducer

After each mapper outputs a key-value pair, these pairs are grouped by key and

sent to the reducer in the form of (key, list(values)) pairs, where key is the cluster

index j and values are the data points that were assigned to this centroid cj by

the mappers.

The number of reducers can be determined by the user. As in the mapper, the
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Algorithm 5: NKM-H-Reducer(k)
1 Function setup():
2 load centroids from DistributedCache to C
3 centresCounter ← 0
4 Function reduce(j, values):
5 pointsCounter ← 0
6 sum ← (0,0,...,0)
7 foreach x ∈ values do
8 sum← sum + x //vector sum
9 pointsCounter ← pointsCount + 1

10 end
11 c′

j ← sum/pointsCounter

12 load c′ to C ′

13 if c′
j 6= cj then

14 //not converged yet
15 increment centresCounter by 1
16 end
17 Function cleanup():
18 write all new centroids in C ′ to HDFS

reducer also contains three functions: setup, reduce, and cleanup. In Algorithm

5, the setup function loads the set of centroids C, and initialises C ′, which holds

the set of updated centroids. In the loop from lines 7 to 10, the vector sum of

all the points in the list is calculated and stored in sum. Then, the updated

centroid, which is represented by the mean of the data points in each cluster, is

calculated in line 11 by dividing the sum over the count of the points in each

cluster. The test in lines 13 compares the new and old values of the centroid. If

the values are the same, this means the centroid has not move and the value of

the counter centresCounter remains zero; otherwise, the centroid has moved and

centresCounter ’s value is incremented by one. Since each centroid is processed by

an individual reducer, each reducer will set the value of centresCounter to 0 or

1. The driver will then aggregate the produced values of centresCounter that are

set by each reducer. If the aggregated value of centresCounter is zero, this means

that all the centroids have converged and the algorithm stops, otherwise, at least

one centroid has not converged yet and a new iteration is started.
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Algorithm 6: NKM-H-Combiner(k)
1 Method setup():
2 load centroids from DistributedCache to C
3 Method reduce(j, list(values))
4 pCount← 0 //holds the partial count of data points in each cluster
5 pSum← (0,0,0,...,0) //holds the partial vector sum of data points in

each cluster
6 foreach x ∈ values do
7 pSum← pSum + x
8 pCount← pCount + 1
9 end

10 output(j, (pSum,pCount))

3.3.2 Implementation of NKM-H with a Combiner

The combiner is an optional component in Hadoop that aims to reduce the amount

of intermediate data shuffled from mappers to the reducers across the cluster. The

combiner achieve this aim by performing partial aggregations on the intermediate

data the mapper has just processed. If the operations on intermediate data are

associative (grouping of numbers is not important) and commutative (order of

numbers is not important), then the reducer can work as a combiner. In the case

of K-Means, these two properties do not hold when the mean value of data points

associated to each cluster is computed. Therefore, a separate combiner class must

be implemented.

As explained in section 2.4, there is no guarantee on how many times the com-

biner will run as it might not run at all. Therefore, this issue must be considered

on the reducer’s implementation in a way that the reducer must be able to run

and produce the correct output even if the combiner does not run. Algorithm 6

shows the pseudocode of the combiner class.

The implementation of the combiner class is almost the same as the reducer.

However, to make the reducer works properly with or without the presence of the

combiner, small changes have to be made to the mapper and reducer classes in

Algorithms 4 and 5, respectively. In fact, the implementation of both, mapper and
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reducer, using a combiner and with a in-mapper-combiner is almost the same as

their implementation in NKM-H. For this reason the parts of mapper and reducer

algorithms that need to be changed will be highlighted.

The mapper proceeds as the mapper in Algorithm 4. The only change is in the

mapper’s output, where the value is a compound object that consists of the point

and integer one that represents the count of each point:

output(a, (point,1))

Each combiner receives a pair of key-list(values), where key is the cluster index

(a) and each value ∈ values consists of (point,1). The reduce function aggregates

the partial sum (pSum), and the partial count (pCount) of the data points in each

cluster. In Algorithm 6, the loop from line 6-8 shows the aggregation process on

data points in the input list(values) for each centroid’s index j. Line 10 outputs

key-value pairs where key is the cluster index j, and value consists of the pSum

and pCount of the data points assigned to j.

After the execution of the combiner, the reducer receives key-list(values) pairs,

where key is the centroid’s index j and each value ∈ values is composed of the

pSum and pCount. The reducer always expects to receive the pSum and pCount

for each value. However, if the combiner is not invoked, the reducer’s input comes

directly from the mapper and each value in the list of values is composed of the

data point and integer one, i.e (x,1). In this case, the reducer’s would not be

affected by the absence of the combiner because point replaces pSum and integer

one replaces pCount. Therefore, the changes in reducer Algorithm 5 start from

line 7, where the for loop iterates over each value ∈ values instead of x ∈ values,

and lines 8 and 9 become:

count← count + value.get(pCount)

sum← sum + value.get(pSum),

where the values of count and sum will be extracted from each value in the

received list(values.
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By sending partial sums and counts, the amount of intermediate data sent

from mappers to reducers is reduced. In addition, the reducer spends less time

aggregating those partial sums and counts.

3.3.3 Implementation of NKM-H with in-mapper-combiner

An alternative technique of the combiner is called in-mapper-combiner [5], where

the process of computing partial sums and counts for data points that belong to

each cluster centroid can be done inside the mapper itself. As can be seen in

Algorithm 7, the idea is to define two data structure (e.g. lists or arrays) of size k

in the mapper. The first data structure is called pSum and stores the partial sums

of data points, and the second is called pCount and stores the partial counts of

points assigned to each cluster. Each time the map function assigns a data point

to a cluster centroid, this data point is summed up with the data points that were

assigned to the same cluster centroid in previous map calls, and the count of the

assigned data points to this cluster is incremented by one. Instead of emitting

each point with its assigned cluster centroid to the reducer at the end of the map

function, the contents of pSum and pCount are emitted at the cleanup function,

which is invoked once on each run of the mapper class.

The implementation of the reducer is identical to the reducer in NKM-H using

a combiner in the previous section. The reducer operates on the partial sums and

partial counts of points.

Unlike the combiner, the programming style in the in-mapper-combiner does

not need to implement a separate reduce function. In addition, it is guaranteed

that intermediate data is aggregated before it is shuffled. However, a scalability

bottleneck can be caused. If the number of k is too large, the node that runs the

mapper must have a sufficient memory size to hold partial sums and counts [5], or

an out-of-memory exception is expected.
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Algorithm 7: NKM-H-InMapperCombiner(k))
1 Function setup():
2 load centroids from DistributedCache to C
3 consider pSum a list that holds the partial sums of points in each

cluster
4 consider pCount a list that holds the partial counts of points in each

cluster
5 Function map(offset, value)
6 x← value
7 minDistance←∞
8 a← −1
9 for j ← 1 to k do

10 d← d(x, cj)
11 if d < minDistance then
12 minDistance← d
13 a← j

14 end
15 end
16 pSuma ← pSuma + point
17 pCounta ← pCounta + 1
18 Function cleanup():
19 for j ← 1 to k do
20 output(j, (pSumj,pCountj)
21 end

3.4 Implementation of Naive K-Means on Spark

(NKM-S)

Apache Spark is considered as one of the most important distributed computing

frameworks that gained huge popularity during the last five years. One of the

motivations behind Spark’s design is to overcome the limitation on Hadoop as it-

erative machine learning algorithms are not directly supported on Hadoop. Spark

provides an efficient abstraction for in-memory distributed computing called Re-

silient Distributed Dataset (RDD). RDDs can be transformed to new RDDs and

actions can be performed on each RDD. This feature in Spark could be useful

when running K-Means because K-Means needs to read all the input data in each

iteration in order to preform clustering. This section explains the implementation
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Naive K-Means on Spark (NKM-S) and its performance will be compared with

multiple implementations of K-Means on Hadoop. See section 2.6 for more details

about Spark’s main abstractions and architecture.

An implementation of K-Means is provided in MLlib [87], which is library

shipped with Spark that provides various types of machine learning algorithms,

including K-Means. However, the provided version of K-Means does not show the

full implementation of the algorithm where the user needs to provide only the

path to the input dataset, number of clusters, and maximum number of iterations.

Therefore, an implementation of K-Means on Spark is provided to explore how

Spark operates. Note that since all algorithms are implemented with Java, the

description of NKM-S implementation and TIKM-S (will be explained in the next

chapter) is from the Java prospective, as other programming languages may differ

in some implementation details.

In general, each Spark application must have a driver program that configures

Spark’s job parameters and performs various parallel operations. The SparkCon-

text object allows the application to connect to the Spark computing cluster, and

can be used to build RDDs. Each RDD is divided into multiple partitions and can

be processed by multiple nodes across the distributed computing cluster. Once an

RDD is created, it can be transformed to a new RDD, or an action can be run on

it (transformations and actions are discussed in section 2.6.1).

To let Spark perform a specific computation, functions can be passed to Spark

after implementing one of Spark’s function interface from a specific package pro-

vided in Java. Spark’s API provides multiple functions to transform RDDs. As a

basic example, consider an RDD called rdd, the transformation rdd.map() applies

a function to each element in rdd and the result of the function is the new value

of each element in the returned RDD. In addition, many actions can be applied to

each RDD in order to return a result to the driver or output data to the distributed

file system. For example, the action reduce(), takes a function of two input values
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Algorithm 8: NKM-S-Driver(X, k)
1 C ← select k initial cluster centroids from X randomly
/* transform X to an RDD and cache it */

2 JavaRDD<String> dataRDD ← read input dataset X and cache it
3 De-serialise String values in dataRDD into Vectors
4 converged← false
5 while converged == false or an early termination condition is not met do
6 JavaPairedRDD<Integer,Vector> mapPairRDD ←

dataRDD.mapToPair(FindClosest(C, k, point))
/* Count points in each cluster in mapRDD */

7 Map<Integer,Long> pointsCount← mapRDD.countByKey()
/* Calculate the vector sum of data points in
each cluster */

8 Map<Integer,Vector> pointsSum← mapRDD.reduceByKey()
/* compute new centroids */

9 for j ← 1 to k do
10 c′

j ← pointsSumj/pointsCountj

/* check for convergence */
11 if all centroids has converged then
12 converged← true
13 end
14 end

/* update the centroids list */
15 for j ← 1 to k do
16 cj ← c′

j

17 end
18 end

Algorithm 9: FindClosest(C, k, point)
1 x← point
2 minDistance←∞
3 for j ← 1 to k do
4 d← d(x, cj)
5 if d < minDistance then
6 minDistance← d
7 a← j

8 end
9 end

10 return(a,x)

of one type and returns a new value of the same type.

Algorithm: The pseudocode in Algorithm 8 illustrates the basic steps to im-
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plement K-Means on Spark. In line 3, the input dataset file is read from HDFS.

Each data point in the file is represented as a String. Therefore, the data points

are transformed into a new RDD called dataRDD as Strings. Each data point

in dataRDD is de-serialised into a Vector. dataRDD is partitioned and cached

in the memory of the worker nodes so that it could be re-used in subsequent it-

erations. This step reduces the communication overhead compared to Hadoop’s

implementation of K-Means. In line 6, each data point in dataRDD is assigned

to its closest centroid and each cluster index with its associated data point are

returned to mapPairRDD as a pair of type <Integer,Vector>. Inside the func-

tion mapPairRDD, the function FindClosest(), illustrated in Algorithm 9, is

called where the list of centroids C, the number of clusters k, and the data point

point are passed as parameters. FindClosest() finds the closest centroid from the

passed data point and returns the index of the centroid with the data point as a

pair of type <Integer,Vector>. At this point each record in mapPairRDD is a

pair of < a, x > where a is the cluster index of the closest centroid from point

x. What is left is to find the count of points in each cluster and the vector sum

of these points in order to be able to compute the new centroids. Line 7 counts

the points in each cluster and returns the cluster index and the count of points

in this cluster to pointsCount as key-value pairs. To compute the vector sum of

data points in each cluster, line 8 uses the function reduceByKey() which groups

the points in mapRDD by key and the vector sum of points in each cluster is

calculated. The results are returned to pointsSum as key-value pairs, where key

is the cluster index and value is the vector sum of points in this cluster. At this

point the algorithm has acquired the count and the vector sum of data points in

each cluster and can proceed with computing the new centroids by dividing the

vector sum of points in each cluster over the count (lines 10-15). These steps are

then repeated in the following iterations until convergence.

Section 4.6 in the next chapter will present the implementation of Triangle In-
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equality K-Means on Spark, which is similar to NKM-S with a simple optimisation

using a basic triangle inequality approach. The implementation of the driver will

be identical to the NKM-S-Driver in Algorithm 8. Therefore, some sections in the

next chapter will refer to Algorithm 8.

3.5 Summary

In this chapter, the early sections reviewed the related work to this project in

terms of parallel implementations of K-Means on parallel settings in general, and

on the standard MapReduce and other distributed systems based on MapReduce

in specific. It can be observed from the literature the lack of studies on parallel

implementations of K-Means using triangle inequality on the standard MapReduce

model. The focus of most studies was on methods that enhance the choice of the

initial cluster centroids in order to improve the clustering quality which usually

leads to better efficiency. Since the operation of computing point-centre distance

is independent, in most cases, from the one that chooses the initial centroids, our

work can be integrated with algorithms such as K-means|| and Competitive K-

Means. This integration is expected to produce a version of K-Means that is not

only efficient and highly scalable, but with better clustering quality.

Furthermore, a detail description of the implementation of Naive K-Means on

Hadoop with three different settings was presented. These settings include the

standard MapReduce model which uses only map and reduce tasks; a combiner

which is a functionality offered by Hadoop to reduce the amount of intermediate

data transferred from mappers to reducers; and the in-mapper-combiner which

shares the same concept as the combiner except that the intermediate data is

combined inside the map stage instead of being implemented in a separate stage.

This thesis considers the implementation of K-Means on Hadoop using the stan-

dard MapReduce model as the base-line for the accelerated version of K-Means on
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Hadoop and Spark. This is because the Naive K-Means and the standard MapRe-

duce model are the straightforward and basic forms of K-Means and MapReduce,

respectively.

Although the implementation of Naive K-Means on Hadoop is straightforward,

it is a challenging task to implement variants of the same algorithm based on

triangle inequality. The reason is because such approaches require passing data

from one iteration to the next which Hadoop does not support. The next chapter

presents new methods that implement such approaches on Hadoop and explains

the deferences between these methods.
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Chapter 4

Efficient Parallel K-Means using

Triangle Inequality

4.1 Introduction

As it was explained in section 2.4.3, one of Hadoop’s limitations is its lack of

support to cache intermediate data between two consecutive MapReduce jobs.

Several K-Means variants, such as Elkan’s algorithm [19], Hamerly’s algorithm

[67], Drake’s algorithm[95], and Compare-means algorithm [66], require informa-

tion from the previous iteration to use them in the current iteration to eliminate

unnecessary distance computations between points and centres. Therefore, this

chapter introduces two approaches: K-Means on Hadoop using an Extended Vec-

tor, and K-Means on Hadoop using a Bounds File. These approaches aim to allow

Hadoop to pass information from one iteration to the next to efficiently accelerate

the K-Means algorithm.

In section 2.7, several iterative MapReduce approaches were discussed. Some

of these approaches (e.g. Twister and HaLoop) are based on caching the static

data in-memory and the reuse of the same data over iterations. One problem with

such solutions is that the worker nodes need to have a large memory space to be
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able to fit the input data. Approaches presented in this chapter, however, require

much less memory space since input data and extra information are stored on the

distributed file system. In addition, some platforms, such as Twister, has a limited

support to fault-tolerance compared to Hadoop because the data are stored on local

disks rather than a distributed file system. In general, algorithms implemented

on iterative MapReduce platforms could outperform those implemented on the

standard Hadoop’s MapReduce. However, this improvement in efficiency is usually

at the expense of other crucial features such as fault-tolerance.

To evaluate the proposed approaches, Elkan’s algorihtm [19], and Compare-

means algorithm [66] are implemented on Hadoop using each approach. Since

the steps of eliminating unnecessary distance computations for both, Elkan’s and

Compare-means algorithms, were explained in sections 2.3.1.4 and 2.3.1.3 respec-

tively, the focus in this chapter will be on how these algorithms can be implemented

on Hadoop using the proposed approaches.

In general, the assignment of data points to their closest centres in K-Means

on Hadoop is the responsibility of the mappers, while reducers are responsible

for aggregating points belonging to each centroid and producing the new set of

centroids. Therefore, the optimisation steps occur in the map phase and, as a

consequence, several mapper algorithms will be discussed in the next sections. On

the other hand, the implementation of only one reducer will be discussed because

the implementation of the reducer is identical in all of the proposed solutions.

4.2 K-Means on Hadoop using an Extended Vec-

tor (EV)

This section explains the use of a data structure called Extended Vector (EV) to

pass extra information from one iteration to the next. The idea of the Extended

Vector is to append any required information in the current iteration to the original

90



input data vector to form an EV. This EV will be the input in the next iteration,

where the input data along with any extra information associated with it, can be

read together. Therefore, the Extended Vector can be defined as: a data structure

that stores the input data vector and any extra information related to this data

vector in a given iteration, in order to be used in subsequent iterations. This can be

considered as the straight-forward solution to the problem of passing information

between iterations in Hadoop. Two K-Means variants are implemented using this

approach, Elkan’s algorithm [19] and Compare-means [66]. The following sections

will explain the implementation steps for each algorithm on Hadoop using an EV.

4.2.1 Elkan’s Algorithm on Hadoop using an Extended

Vector (ELK-H-EV)

The implementation of Elkan’s algorithm on Hadoop using an Extended Vector is

referred to as ELK-H-EV. As it was explained in section 2.3.1.4, Elkan’s algorithm

efficiently eliminates large number of unnecessary distance computations while

maintaining the same output as the Naive K-Means. In addition to the need of

computing the k2 centre-centre distances at the beginning of each iteration, the

algorithm needs to cache the following information in one iteration and use them

in the next:

1. n upper-bounds on the distance between each data point and its assigned

centroid.

2. nk lower-bounds on the distance between each data point and each centroid.

3. n cluster assignments for each data point from the previous iteration.

EV Size: Since extra information is associated with each data point, the re-

quired information will be appended to the data point, which forms the Extended

Vector (EV). Figure 4.1 illustrates the structure of an EV in ELK-H-EV. Each EV

in ELK-H-EV consists of:
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Figure 4.1: Structure of an Extended Vector in ELK-H-EV.

• Data point vector in d dimensions.

• One upper-bound for the distance from the point to its closest centroid.

• One cluster assignment index from the previous iteration.

• k lower-bounds for the distances from the point to each centre.

Therefore, the size of each EV in ELK-H-EV is d+k +2. This means that each

mapper writes n
p
(d + k + 2) EVs to HDFS per iteration, where p is the number of

mappers.

Algorithm: The implementation of ELK-H-EV can be divided into three ma-

jor phases:

1. A driver that initiates the MapReduce jobs and controls the iterative process,

2. A map phase that assigns each point to its closest centroid (distance com-

putation elimination steps occur in this phase), and

3. A reduce phase that computes the means of points assigned to each cluster

centroid and produces new set of centroids.

Table 4.1 explains the notations that will be used in the pseudo-codes that will

be explained in the following sections.

Driver: Algorithm 10 shows the pseudo-code that describes the driver’s im-

plementation, where it is mostly similar to the NKM-H’s driver (Algorithm 3

illustrated in section 3.3.1). As explained in section 3.3.1 the driver starts by ran-

domly picking the initial k centroids. Then, in the while loop the centroids file is
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Notation Description

X Input dataset of size n

C The set of cluster centroids of size k

k Number of clusters

cj Cluster centroid, where cj ∈ C, with 1 ≤ j ≤ k

c′
j New location for centroid cj

ca Closest centroid to data point x, where 1 ≤ a ≤ k

si,j Distance between centroids ci and ci, where 1 ≤ i, j ≤ k and i 6= j

hj Half minimum distance from cj to its closest centroid

mj The distance that centroid cj has moved in the last iteration, i.e.
d(cj,c′

j)

u An upper-bound from data point x ∈ X to its closest centroid ca

lj A lower-bound from data point x ∈ X to centroid cj

w An Extended Vector class object, which stores the data vector w.x
(x ∈ X) and required extra information (e.g. w.a, w.u)

b A collection (e.g. array, list) of all distance bounds and cluster
assignments associated to each data point.

p Number of mappers

Table 4.1: Description of notations and data structures used by ELK-H, CMP-H,
and TIKM.

sent to all computing nodes in the cluster through DistributedCache, which is a

component in Hadoop that copies desired files to all the computing nodes (section

2.5.4 explains DistributedCache in detail). The driver then sets the mapper to

ELK-H-EV-Mapper-1 in the first iteration, and to ELK-H-EV-Mapper-2 in later

iterations. Following that, the reducer is set to the Reducer in Algorithm 13. Next

the MapReduce job is submitted. Before starting a new iteration, the output from

each reducer (newly computed centroids) is merged with the output from all other

reducers into one file in case of multiple reducers. This file becomes the input

centroids file for the next iteration. The final step is to check the convergence

93



Algorithm 10: Driver(X, k)
1 select k initial cluster centroids randomly
2 iteration← 1
3 centresCounter ← 1
4 while centresCounter > 0 or an early termination condition is not met do
5 send the centroids’ file to all computing nodes through DistributedCache
6 if iteration == 1 then
7 set mapper to ELK-H-EV-Mapper-1 //Algorithm 11
8 else
9 set mapper to ELK-H-EV-Mapper-2 //Algorithm 12

10 end
11 set reducer to Reducer //Algorithm 13
12 run the MapReduce job
13 if numberOfReducers > 1 then
14 merge reducers output into one file
15 end
16 centresCounter ← get the value of centresCounter for the current

iteration
17 iteration← iteration + 1
18 end

status through checking the value of centresCounter. The iteration runs until con-

vergence or an early termination condition is met (section 3.3.1 gives more details

about checking the convergence status).

Note that only minor changes will occur in the driver’s implementation for

algorithms presented later in this chapter in comparison with the implementation

of this driver (Algorithm 10). Therefore, the implementation of this driver will be

referenced in the explanation of later algorithms and the changes will be pointed

out.

Map phase: The map phase is responsible of assigning each point to its clos-

est centroid. ELK-H requires two mapper implementations, the first mapper is

executed in the first iteration, and the second mapper is executed in subsequent

iterations. This is because in the first iteration distance bounds and cluster assign-

ments are not initialised yet. Therefore, the first mapper runs in the first iteration

and initialises distance bounds and cluster assignments, and the second mapper

runs in subsequent iterations and eliminates unnecessary distance computations.
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Algorithm 11: ELK-H-EV-Mapper-1(k)
1 Function setup():
2 load centroids from DistributedCache to C
3 compute si,j ← d(ci, cj) //for all 1 ≤ i, j ≤ k

4 Function map(offset, point)
5 let w be an Extended Vector
6 let t be a boolean list of size k
7 w.x ← point
8 for j ← 1 to k do
9 tj ← false

10 end
11 minDistance←∞
12 for j ← 1 to k do
13 if tj then continue
14 d← d(w.x, cj)
15 w.lj ← d
16 if d < minDistance then
17 minDistance← d
18 w.u← minDistance
19 w.a← j
20 for z ← j + 1 to k do
21 if sj,z ≥ 2 ∗ d then
22 tz ← true
23 end
24 end
25 end
26 end
27 write w to HDFS
28 output(w.a, w.x)

Note that the detailed explanation of Elkan’s method to eliminate unnecessary

distance computations is presented in section 2.3.1.4, where the sequential version

of Elkan’s algorithm is also presented. For this reason this section briefly explains

Elkan’s approach to prune distance computations, and the main focus will be on

how the algorithm is implemented on Hadoop using the proposed methods.

• First Mapper: The pseudo-code in Algorithm 11 shows how upper and

lower bounds associated with each input data point x are initialised in ELK-

H-EV, where w represents an ExtendedVector (EV) class object, with the

index of the assigned cluster centroid (a), the upper-bound (u), the lower-
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bound (l), and the data point (x), as members of w. First, a new Extended

Vector (w) is declared in line 5, then, the input data point is assigned to

w.x.

As previously mentioned, the first mapper initialises the distance bounds and

the cluster assignments. This means the first mapper would not eliminate

any distance computations and it would be much slower than subsequent

iterations. However, a modest number of distance computations, compared

to Elkan’s method, can be eliminated using Lemma 2.3.1 in section 2.3.1.1.

Lemma 2.3.1 simply states that: given two centres p and a, and a point

x, if d(p, a) ≥ 2d(x, p) then d(x, a) ≥ d(x, p). This Lemma can be used to

skip the distance computation from v.x to the next centroid in the centroids

list. To achieve this, t holds the skip status of each centroid, that is, if the

distance computation from v.x to centroid cj can be skipped, cj’s status in tj

will be true, otherwise, it is false. First, all values in t are set to false in line

9. Line 13 tests the status of the currently processed centroid. The distance

computation to this centroid is avoided if its status is true. Lines 14-19 find

the closest centroid from w.x. Then in line 20, the distance from the current

centroid to the next centroid is extracted from structure s, and line 20 tests

Lemma 2.3.1 to check if the distance to the next centroid can be eliminated.

If the test holds, the skip status of the next centroid is set to true and the

distance computation to it is skipped.

Each time the distance from point w.x to any centroid cj is computed, the

lower-bound w.lj that corresponds to cj is set to this distance. While the

upper-bound w.u is set to the distance from w.x to its closest centroid ca.

In line 27, w is written to HDFS. EVs that are written by each mapper will

be the input for the mappers in the next iteration and the map function

will read the data point with all extra information associated to this point.

Finally, the mapper outputs data point (w.x) and its assigned cluster index
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(w.a) to reducers as a key-value pair.

Note that the input files for the next iteration will be larger in size than the

original input dataset the first mapper received because of the size of EVs.

This can cause an increase in the number of mappers in the next iteration,

which consequently increases the communication time.

• Second Mapper: Algorithm 12 illustrates the pseudo-code of the second

mapper in ELK-H-EV, which is executed on iterations > 1. The second map-

per takes as input key-value pairs, where each value represents an EV that

was stored by a mapper in the previous iteration. In lines 9-12, the lower

and upper bounds are updated. The distance (mj) centroid cj has moved

in the previous iteration is added to the upper-bound and subtracted from

each lower-bound. The centroid’s movement is part of the data structure

that holds the centroid’s vector and is computed and stored at the end of

the reduce stage. If the test in line 15 holds, all distance calculations asso-

ciated with the currently processed point are skipped. Furthermore, if any

of the three tests in lines 14-16 does not hold, the distance computation to

currently processed centroid is avoided. The distance from the point w.x to

any centroid other than the one assigned to it does not get calculated until

line 29, while the tests at line 28 repeats the tests at lines 18 and 19 but

with an updated upper-bound w.u. At this point w acquires updated values

for the assigned cluster index a, the upper-bound u, and the lower-bounds

lj (1 ≤ j ≤ k) and can be written to HDFS at line 39. Finally, the map-

per outputs the point w.x with the index of its closest centroid w.a to the

reducers.

Reduce phase: The reduce phase is responsible for computing the new cen-

troids and writes these centroids to HDFS. In section 3.3.1, the pseudo-code for

the NKM-H-Reducer (Algorithm 5) is explained in detail. Since the implementa-
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Algorithm 12: ELK-H-EV-Mapper-2(k)
1 Function setup():
2 load centroids from DistributedCache to C
3 compute si,j ← d(ci, cj), for all 1 ≤ i, j ≤ k
4 compute hj ← minj 6=j′d(cj, cj′) ∗ 0.5, for all 1 ≤ j, j′ ≤ k

5 Function map(offset, value):
6 let w be an Extended Vector
7 w ← value
8 //update k lower-bounds
9 for j ← 1 to k do

10 w.lj ← max[w.lj −mj, 0]
11 end
12 w.u← w.u + mw.a //update upper-bound
13 g ← true //flag to check if u is updated
14 d1, d2← 0
15 if w.u ≤ hw.a then continue
16 for j ← 1 to k do
17 if (j 6= w.a)
18 &(w.u > w.lj)
19 &(w.u > sw.a,j ∗ 0.5) then
20 if g then
21 d1← d(w.x, cw.a)
22 w.u← d1
23 w.lw.a ← d1
24 g ← false

25 else
26 d1← w.u
27 end
28 if d1 > w.lj or d1 > sw.a,j ∗ 0.5 then
29 d2← d(w.x, cj)
30 w.lj ← d2
31 if d2 < d1 then
32 w.a← j
33 w.u← d2
34 g ← false

35 end
36 end
37 end
38 end
39 write w to HDFS
40 output(w.a, w.x)

tion of the reducer is identical in all algorithms including NKM-H, this section will

briefly explain the implementation of the reducer, and more details are in section
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Algorithm 13: Reducer(k)
1 Function setup():
2 load centroids from DistributedCache to C
3 let C ′ be a list that stores the new centroids
4 centresCounter ← 0
5 Function reduce(a, points):
6 pointsCounter ← 0
7 sum ← (0,0,...,0)
8 foreach x ∈ points do
9 sum← sum + x //vector sum

10 pointsCounter ← pointsCount + 1
11 end
12 c′

j ← sum/pointsCounter

13 load c′
j to C ′

14 if c′
j 6= cj then

15 //not converged yet
16 increment centresCounter by 1
17 end
18 Function cleanup():
19 write all centroids in C ′ to HDFS

3.3.1.

In Algorithm 5, the reducer receives the index (a) of the cluster as the key

and the list of points that were assigned to a as a list of values. Each reducer

processes each a with its associated points independently. The reducer iterates

over the points to compute the vector sum. After that, the average is computed

by dividing the vector sum over the number of points to produce the new centroid.

The old and new centroids are compared, if they are not equal or results of the

comparison is not under a certain threshold, the centresCounter is incremented

by one, which consequently makes the driver runs one more iteration.

4.2.2 Compare-means on Hadoop using an Extended Vec-

tor (CMP-H-EV)

Compare-means [66] is a variant of K-Means that also uses triangle inequality to

skip redundant distance computations. While Elkan’s algorithm uses a combina-
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tion of distance bounds and triangle inequality to eliminate unnecessary distance

computations, Compare-means uses only triangle inequality without any distance

bounds. The only required information from the previous iteration is the cluster

assignment for each data point. The method Compare-means used to reduce the

number of distance computations is presented in section 2.3.1.3. The implemen-

tation of Compare-means on Hadoop using an Extended Vector is referred to as

CMP-H-EV.

As in ELK-H-EV, CMP-H-EV needs to compute k2 centre-centre distances at

the beginning of each mapper. In addition, the algorithm needs to cache one

cluster assignment for each data point from last iteration.

Each EV in CMP-H-EV consists of:

• Data point vector of size d dimensions.

• One cluster assignment index from the previous iteration.

Therefore, the size of each EV in CMP-H-EV is d + 1. This means that each

mapper writes n
p
(d + 1) EVs to HDFS per iteration.

Algorithm: The implementation of CMP-H-EV can be also divided into three

major phases:

1. A driver that initiates the MapReduce jobs and controls the iterative process,

2. A map phase that assigns each point to its closest centroid (distance com-

putation elimination steps occur in this phase), and

3. A reduce phase that computes the means of points assigned to each cluster

centroid and produces new set of centroids.

driver: The driver’s implementation is similar to the driver in Algorithm 10,

section 4.2.1, but with minor changes. For example, CMP-H-EV has only one

mapper, therefore, there is no need to have an if statement to invoke two separate

mappers’ implementations.
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Algorithm 14: CMP-H-EV-Mapper(k)
1 Function setup():
2 load centroids from DistributedCache to C
3 compute si,j ← d(ci, cj) //for all 1 ≤ i, j ≤ k

4 Function map(offset, value)
5 let w be an Extended Vector
6 if iteration == 1 then
7 w.x← value
8 w.a← 1
9 end

10 minDistance← d(w.x, cw.a)
11 d← 0
12 for j ← 1 to k do
13 if sj,w.a ≥ 2 ∗minDistance or j == w.a then
14 continue
15 end
16 d← d(w.x, cj)
17 if d < minDistance then
18 minDistance← d
19 w.a← j

20 end
21 end
22 write w to HDFS
23 output(w.a, w.x)

Map phase: Unlike ELK-H-EV, CMP-H-EV has only one mapper because it

does not need to initialise any distance bounds. As mentioned previously in this

section, the only extra information CMP-H-EV needs from the previous iteration

is the index of the assigned cluster to each data point (a), which needs to be

initialised in the first iteration. In this situation, a is initialised to 1 in the first

iteration for all data points, which is the index of the first centroid in the centroids

list C.

The pseudo-code in Algorithm 14 describes the steps of the mapper in CMP-H-

EV. First, it can be observed that CMP-H-EV’s algorithm is simpler than ELK-H-

EV with regards to the method each algorithm eliminates distance computations.

This simplicity makes the algorithm lighter than ELK-H-EV in terms of I/O over-

head, but this come at the cost of the amount of skipped distance computation.
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In the first iteration, the map function receives the byte-offset of the input

record and the data point vector as a key-value pair. A new Extended Vector (w)

is declared in line 5 and the received value (data point) is assigned to w.x. The

index for the cluster centroid that was assigned to w.x in the previous iteration is

initialised to one for all data points, which is the index of the first centroids in the

centroids list. Consequently, minDistance in line 10 will be the distance from w.x

to the first centroid in the centroids list. Distance computations are avoided if the

test in line 13 holds. The test in line 13 uses Lemma 2.3.1 from section 2.3.1.1,

which states that: for two centres c1 and c2, and a data point x, if we know that

d(c1, c2) ≥ 2d(x, c1) then d(x, c2) ≥ d(x, c1), and d(x, c2) can be avoided. CMP-H-

EV performs this test at line 13 using the last centroid that point w.x was assigned

to in the previous iteration (w.a). If the test does not hold, the distance to the

centroid is computed as in NKM-H. Finally, w is written to HDFS, and the pair

(w.a,w.x) is emitted to the reducers.

In iterations > 1, the map function receives the value as an EV that contains the

data point w.x and cluster index for the centroids that point w.x was assigned to in

the previous iteration. The algorithm then attempts to skip distance computations

at line 13 as explained earlier.

Note that minDistance is initialised to the distance of the centroid that w.x was

assigned to in the previous iteration. This is because in many datasets where data

points are distributed into clusters, after the first few iterations, cluster centroids

do not move much. Meaning that the last centroid that was assigned to a given

data point has more potential to be the closest centroid in later iterations than

other centroids.

Reduce phase: The implementation of the reducer is identical to the reducer

in section 3.3.1, Algorithm 5.
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4.3 K-Means on Hadoop using a Bounds File

(BF)

After presenting the first approach which passes information from one iteration

to the next in K-Means on Hadoop using EVs, this section introduces the second

approach called K-Means on Hadoop using a Bounds File (BF). The idea behind

this approach is motivated by the large overhead EVs create when processing large

number of clusters and dimensions. Thus, BFs attempt to reduce the overhead

from writing EVs to HDFS in each iteration.

A Bounds File (BF) can be defined as a flat file that is written to HDFS in

each mapper, where each record in this file represents extra information that is

associated to a data point in the input dataset. In other words, in a given iteration,

each mapper stores the desired extra information related to each input data point

on a file on HDFS, this file is called a Bounds File. Unlike implementations that

use EVs, each record in a BF stores only the extra information without the data

point. These files can then be read by the mappers in subsequent iterations and

each point is joined with its corresponding extra information. Figure 4.2 illustrates

the dataflow in one iteration of K-Means on Hadoop using BFs.

The following sections explain the implementations of two K-Means variants:

Elkan’s algorithm, and Compare-means on Hadoop using BFs. The sequential

implementations of these variants are discussed in sections 2.3.1.4, 2.3.1.3. In

addition, sections 4.2.1 and 4.2.2 explained the implementation steps of both algo-

rithms on Hadoop using EVs (ELK-H-EV and CMP-H-EV) with an explanation of

the method each algorithm follows to eliminate distance computations. Therefore,

the following sections focus on how to store extra information in one iteration and

retrieve it in the next using BFs.
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Figure 4.2: Dataflow in one iteration of K-Means on Hadoop using Bounds Files.
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4.3.1 Elkan’s Algorithm on Hadoop using a Bounds File

(ELK-H-BF)

Elkan’s algorithm uses a combination of triangle inequality and distance bounds to

reduce the number of distance computations. Elkan’s algorithm needs to maintain

the following information in one iteration and use them in the next:

1. n upper-bounds on the distance between each data point and its assigned

centroid.

2. nk lower-bounds on the distance between each data point and each centroid.

3. n cluster assignments for each data point from last iteration.

In a given iteration, each mapper in Elkan’s algorithm on Hadoop using a

Bounds File (ELK-H-BF) writes one upper-bound, k lower-bounds, and one cluster

assignment, that are associated to each data point to a BF on HDFS. In the next

iteration, each mapper finds the BF that corresponds the input-split that was

assigned to this mapper and loads all the extra information in this BF to memory.

At this point, each mapper acquired the extra information that each data point

needs to proceed with the elimination process.

How to identify which BF corresponds to which input-split? Hadoop

splits the original input dataset into a number of input-splits where each mapper

processes an individual input-split. The splitting mechanism does not change from

one iteration to another, that is, each input-split contains the same data points in

the same order from one iteration to the next. However, the input-split processed

by a given mapper in one iteration could be processed by a different mapper on

a different node in the next iteration. This issue causes a difficulty in associating

each BF to its corresponding input-split. To solve this issue, the BF’s name is

set to be the starting byte offset of the currently processed input-split. Hence, in

given iteration, the mapper searches HDFS for the BF with the name that matches
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the starting byte offset of the input-split assigned to this mapper in the current

iteration. The contents of the BF are then loaded the memory of the mapper’s

node. Since the order of the records in the input-split does not change from one

iteration to another, the order of the records on the input-split will match the

order of records in the corresponding BF.

BF Size: In a given iteration, each mapper in ELK-H-BF writes the following

extra information for each data point to a BF:

• One upper-bound for the distance from the point to its closest centroid.

• One cluster assignment index from the previous iteration.

• k lower-bounds for the distances from the point to each centre.

Therefore, each record in a BF in ELK-H-BF is of size: K + 2, which makes

the size of each BF: n
p
(k + 2) per iteration, where n is the total number of data

points, and p is the number of mappers.

Algorithm: Similar to ELK-H-EV, ELK-H-BF consists of three major phases:

1. A driver that initiates the MapReduce jobs and controls the iterative process,

2. A map phase that assigns each point to its closest centroid (distance com-

putation elimination steps occur in this phase), and

3. A reduce phase that computes the means of points assigned to each cluster

centroid and produces new set of centroids.

Driver: The driver’s implementation is similar to the one described in section

4.2.1, Algorithm 10.

Map phase: Similar to ELK-H-EV (described in section 4.2.1), ELK-H-BF

requires two mappers’ implementations, the first mapper runs in the first itera-

tion and initialises the distance bounds and cluster assignments, while the second

mapper runs in subsequent iterations and performs the techniques for eliminating

unnecessary distance computations.
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Algorithm 15: ELK-H-BF-Mapper-1(k)
1 Function setup():
2 load centroids from DistributedCache to C
3 compute si,j ← d(ci, cj) //for all 1 ≤ i, j ≤ k

4 Function map(offset, value)
5 x← value
6 let b be a collection that stores the extra information for x
7 for j ← 1 to k do
8 tj ← false
9 end

10 minDistance←∞
11 for j ← 1 to k do
12 if tj then continue
13 d← d(x, cj)
14 b.lj ← d
15 if d < minDistance then
16 minDistance← d
17 b.u← minDistance
18 b.a← j
19 for z ← j + 1 to k do
20 if sj,z ≥ 2 ∗ d then
21 tz ← true
22 end
23 end
24 end
25 end
26 write b to a BF on HDFS
27 output(b.a, x)

• First mapper: Algorithm 15 shows the pseudo-code of the first mapper in

ELK-H-BF, where most of the steps are similar to the steps in Algorithm

11, except that ELK-H-BF stores and reads extra information to/from BFs.

The following data structures are introduced in Algorithms 15 and 16:

1. b: is a collection of all the distance bounds and cluster assignments

associated to each data point. In ELK-H-BF, each b is of size k + 2

(k lower-bounds, one upper-bound, and one cluster assignment). Note

that in CMP-H-BF, the only required information is the index for the

assigned cluster from last iteration. This could be assigned to a variable.
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However, in the pseudo-code, b is used to avoid confusion, maintain

consistency, and to consider this as a general approach to store any

information from previous iteration.

2. f : is a list that stores all b’s objects for all the points that are processed

by a certain mapper (in our implementation an ArrayList is used for

f). The size of f in ELK-H-BF n
p
(k +2), and in CMP-H-BF is n

p
, where

n is the number of data points, and p is the number of mappers. The

variable pointsCounter represents the index of b in f , where the order

of data points in f matches the order of data points in the input-split.

Each time the distance from the input data point to a given centroid cj is

calculated (line 13), the lower-bound b.lj is set to that distance in line 14.

Additionally, when the distance to the closest centroid is determined, the

upper-bound (b.u) is set to that distance in line 17, and the index of this

closets centroid is assigned to b.a in line 18. At this point all the extra

information for point x are acquired and can be written to a BF in line 26.

108



Algorithm 16: ELK-H-BF-Mapper-2(k)
1 Function setup():
2 load centroids from DistributedCache to C
3 compute si,j ← d(ci, cj), for all 1 ≤ i, j ≤ k
4 compute hj ← minj 6=j′d(cj, cj′) ∗ 0.5, for all j ∈ k
5 let f be a list that stores the cluster assignments for all data points
6 find the BF that corresponds to the input-split assigned to this mapper

and load its records to f
7 pointsCounter ← 1
8 Function map(offset, value):
9 x← value

10 let b be a collection that stores the cluster index assigned to x
11 b← f(pointsCounter)
12 //update k lower-bounds
13 for j ← 1 to k do
14 b.lj ← max[b.lj −mj, 0]
15 end
16 b.u← b.u + mb.a //update upper-bound
17 g ← true //flag to check if u is updated
18 d1, d2← 0
19 if b.u 6 hb.a then continue
20 for j ← 1 to k do
21 if (j 6= b.a) &(b.u > b.lj) &(b.u > sb.a,j ∗ 0.5) then
22 if g then
23 d1← d(x, cb.a)
24 b.u← d1
25 b.lb.a ← d1
26 g ← false

27 else
28 d1← b.u
29 end
30 if d1 > b.lj or d1 > sb.a,j ∗ 0.5 then
31 d2← d(x, cj)
32 b.lj ← d2
33 if d2 < d1 then
34 b.a← j
35 b.u← d2
36 g ← false

37 end
38 end
39 end
40 end
41 pointsCounter ← pointsCounter + 1
42 write b to a BF on HDFS
43 output(b.a, x)
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• Second mapper: The pseudo-code of ELK-H-BF’s second mapper is shown

in Algorithm 16. ELK-H-BF follows the same method that ELK-H-EV uses

on eliminating distance computations, which was illustrated in Algorithm

12. The two algorithms differ in the method of reading and writing cluster

assignments and distance bounds from/to HDFS. The second mapper as-

sumes that the extra information was stored to a BF by a mapper in the

previous iteration. Therefore, each mapper searches HDFS for the BF that

corresponds to the input-split that is assigned to this mapper (line 6). When

the BF is located, each record in the BF is parsed to a collection structure

called b in the algorithm, where the size of b is k + 2 (k lower-bounds, one

upper-bound, and one cluster assignment). All b’s are then loaded to the

list f . The map function reads each b from f that corresponds to each data

point and uses the information in b to eliminate distance computations. Be-

fore sending the output to the reducers, each b is written to a BF on HDFS

in line 41. This BF is then read by a mapper in the following iteration.

Reduce phase: The implementation of the reducer is identical to the reducer

in section 3.3.1, Algorithm 5.

4.3.2 Compare-means on Hadoop using a Bounds File (CMP-

H-BF)

This section highlights the differences between implementations of Compare-means

on Hadoop using EVs and BFs. The method CMP-H follows to eliminate distance

computations is explained in section 2.3.1.3. Therefore, the focus in this section

is on how Compare-means on Hadoop writes and reads the cluster assignment for

each data point from the previous iteration using Bounds Files.

BF Size: In a given iteration, each mapper in CMP-H-BF writes the index for

the cluster assigned to each data point in the previous iteration to a BF. Therefore,
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each mapper writes a BF of size: n
p

per iteration, where n is the total number of

data points, and p is the number of mappers.

Algorithm: CMP-H-BF consists of three major phases:

1. A driver that initiates the MapReduce jobs and controls the iterative process,

2. A map phase that assigns each point to its closest centroid (distance com-

putation elimination steps occur in this phase), and

3. A reduce phase that computes the means of points assigned to each cluster

centroid and produces new set of centroids.

Driver: The Driver’s implementation is similar to the Driver in Algorithm 10,

section 4.2.1, but with minor changes. For example, CMP-H-EV has only one

mapper, therefore, there is no need to have an if statement to invoke two separate

mappers’ implementations.

Map phase: The pseudo-code in Algorithm 17 illustrates the implementation

steps of the mapper in CMP-H-BF. In the first iteration, the index of the assigned

cluster to point x from previous iteration is initialised to one, which is the first

centroid in the centroids list C. If the test at line 20 holds, the distance com-

putation to centroid cj is skipped. After assigning x to its closest centroids cj,

index j is assigned to b.a which is then written to a BF on HDFS. This process is

repeated on subsequent iterations where previous cluster assignments can be read

from BFs. Therefore, in the setup function, the records of the BF that corresponds

the input-split that is assigned to the mapper is loaded to f . The map function

can read updated cluster assignments (line 15) from the previous iteration for each

data point.

Reduce phase: The implementation of the reducer is identical to the reducer

in section 4.2.1, Algorithm 13.
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Algorithm 17: CMP-H-BF-Mapper(k)
1 Function setup():
2 load centroids from DistributedCache to C
3 compute si,j ← d(ci, cj) //for all 1 ≤ i, j ≤ k
4 if iteration > 1 then
5 let f be a list that stores the cluster assignments for all data point
6 locate the BF that corresponds to the input-split assigned to this

mapper and load its records to f
7 pointsCounter ← 1
8 end
9 Function map(offset, value)

10 x← value
11 let b be a collection that stores the cluster index assigned to x
12 if iteration == 1 then
13 b.a← 1 //initialise cluster assignment
14 else
15 b← f(pointsCounter)
16 end
17 minDistance← d(x, cb.a)
18 d← 0
19 for j ← 1 to k do
20 if sj,b.a ≥ 2 ∗minDistance or j == b.a then
21 continue
22 end
23 d← d(x, cj)
24 if d < minDistance then
25 minDistance← d
26 b.a← j

27 end
28 end
29 if iteration > 1 then
30 pointsCounter ← pointsCounter + 1
31 end
32 write b to a BF on HDFS
33 output(b.a, x)

4.4 Extended Vectors vs. Bounds Files

To distinguishes between EVs and BFs, we take a closer look at the type of infor-

mation each approach maintains between iterations and which of this information

is algorithm specific and which is generic.

In general, both methods (EVs and BFs) write/read the extra information
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to/from files on HDFS. The type and size of extra information that each ap-

proach maintains is algorithm specific. To show the deference, consider the two

algorithms ELK-H and CMP-H where each algorithm is implemented on Hadoop

using EVs and BFs and run on the same input dataset. In each iteration, for

n number of data points in d dimensions, k number of cluster centroids, and p

number of mappers, ELK-H-EV writes n
p

number of EVs where the size of each

EV is (d + k + 2) consists of the data point, k lower-bounds, one upper-bound and

one cluster assignment. CMP-H-EV writes the same number of EVs (n
p
) but each

EV is of size (d + 1) because the algorithms only needs to maintain the cluster

assignments between iterations. Note that d is fixed in both algorithms and what

follows d depends on the extra information each algorithm needs to maintain. On

the other hand, the size of extra information in algorithms implemented with BFs

is independent from d. ELK-H-BF, for example, writes n
p

records in each BF where

the size of each record is (k + 2). CMP-H-BF writes the same number of records

in each BF but each record consists of only the index of the assigned cluster.

4.5 Triangle Inequality K-Means on Hadoop (TIKM-

H)

This section explains the implementation of Triangle Inequality K-Means on Hadoop

(TIKM-H). TIKM-H uses the most basic form of triangle inequality to skip redun-

dant distance computations from points to cluster centroids. That is why it was

named after triangle inequality. By the most basic form of triangle inequality we

mean that this approach does not require any information from the previous iter-

ation to skip distance computations. This approach only needs to compute intra

centre distances at the start of each mapper. In fact, the method TIKM-H follows

to skip distance computations is the same as the one used in the first mapper

of ELK-H-EV (Algorithm 11), and ELK-H-BF (Algorithm 15), where the centre-
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Algorithm 18: TIKM-H-Mapper(k)
1 Function setup():
2 load centroids from DistributedCache to C
3 compute si,j ← d(ci, cj) //for all 1 ≤ i, j ≤ k

4 Function map(offset, value)
5 x ← value
6 //initialise all values in t
7 for j ← 1 to k do
8 tj ← false
9 end

10 minDistance←∞
11 for j ← 1 to k do
12 if tj then
13 continue
14 end
15 d← d(x, cj)
16 if d < minDistance then
17 minDistance← d
18 a← j
19 for z ← j + 1 to k do
20 if sj,z ≥ 2 ∗ d then
21 tz ← true
22 end
23 end
24 end
25 end
26 output(a, x)

centre distances are computed at the setup function of each mapper and the map

function tests the inequality in Lemma 2.3.1 in section 2.3.1.1 to see if the distance

to the next centroids in the list can be skipped.

This approach does not have the potential to prune lots of distance computa-

tions compared to ELK-H and CMP-H. However, its very small overhead could

make it a potential competitor to ELK-H and CMP-H on situations where the

overhead becomes the dominant cost.

Algorithm 18 shows how TIKM-H eliminates distance computations by simply

maintaining the skipping status of each centroid in the boolean list t, where the

distance to centroid cj is skipped if its status in the list tj is true. The status of
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the centroids is set to true if the test in line 20 holds. The test basically checks

if the distance from the current centroid cj to the next centroid cj+1 (which were

precomputed in line 3 and stored in s) is larger or equal to double the distance

from the point x to centroid cj, which is the same inequality in Lemma 2.3.1 in

section 2.3.1.1.

4.6 Triangle Inequality K-Means on Spark (TIKM-

S)

Triangle Inequality K-Means on Spark (TIKM-S) uses the same approach used in

TIKM-H in the previous section. Basic triangle inequality optimisation is used to

eliminate unnecessary distance computations where the only required information

is the centre-centre distances before computing the distance from each point to

each centroid. The implementation of Naive K-Means on Spark is explained in

section 3.4. The implementation of TIKM-S-Driver is identical to NKM-S-Driver

in Algorithm 8 in section 3.4. The difference between NKM-S and TIKM-S is on

the implementation of the function FindClosest(), which finds the closest centroid

from each point by computing the distance between them. Therefore, to avoid

redundancy, only the implementation of FindClosest() will be presented in this

section.

As Algorithm 19 shows, centre-centre distances are computed at the beginning

of the function, and as in NKM-H, the skipping status of each centroid in the

boolean list t, where the distance to centroid cj is skipped if its status in the list

tj is true. The status of the centroids is set to true if the test in line 17 holds.

The test basically checks if the distance from the current centroid cj to the next

centroid cj+1 (which are precomputed in line 1 and stored in s) is larger or equal to

double the distance from the point x to centroid cj, which is the same inequality

in Lemma 2.3.1 in section 2.3.1.1. FindClosest returns each cluster index j with
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Algorithm 19: FindClosest(C, k, point)
1 compute si,j ← d(ci, cj) //for all 1 ≤ i, j ≤ k
2 x← point
3 //initialise all values in t
4 for j ← 1 to k do
5 tj ← false
6 end
7 minDistance←∞
8 for j ← 1 to k do
9 if tj then

10 continue
11 end
12 d← d(x, cj)
13 if d < minDistance then
14 minDistance← d
15 a← j
16 for z ← j + 1 to k do
17 if sj,z ≥ 2 ∗ d then
18 tz ← true
19 end
20 end
21 end
22 end
23 return(a,x)

its assigned data point x as a pair.

4.7 Overhead Analysis

All the optimised algorithms generate extra overhead in order to gain speed relative

to NKM-H. This overhead can be in the form of extra memory space, computation,

or time to write/read information to/from HDFS. The cost is considered as an

overhead if it does not exist in NKM-H. Each type of overhead cost is examined

per iteration. In addition, the analysis will include only the overhead that occur

at the map phase, since most of the extra costs occur in this phase.

NKM-H requires a memory space of O(kd) to load k cluster centroids in d di-

mensions, in each mapper. Furthermore, each mapper needs to compute O(n
p
(kd))
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distances from each data point to each centroid, where n is the number of data

points, and p is the number of mappers.

First, the overhead is examined in the simplest two algorithms; TIKM-H and

TIKM-S. Both algorithms have a memory overhead of O(k2), and a computational

overhead of O(k2), from computing centre-centre distance once in each mapper/ex-

ecuter. In fact, these two overheads can be applied to all the optimised algorithms

as all of them perform the same operation. Table 4.2 shows the asymptotic over-

head cost for each overhead type in each algorithm.

Algorithm Memory Space Write to HDFS Time
TIKM-H O(k2) -
TIKM-S O(k2) -
ELK-H-EV O(k2) O(n

p
(d + k + 2))

CMP-H-EV O(k2) O(n
p
(d + 1))

ELK-H-BF O(n
p
(k + 2) + k2) O(n

p
(k + 2))

CMP-H-BF O(n
p

+ k2) O(n
p
)

Table 4.2: The asymptotic overhead (where NKM-H is the baseline) for each
algorithm in terms of: memory space, and time to write extra information to
HDFS. All algorithms takes k2 extra time to compute centre-centre distances.
The examined overhead is for each mapper per one iteration. (n: No. of data
points, d: No. of dimensions, k: No. of clusters, p: No. of mappers).

For the rest of algorithms, the overhead is as follow:

• ELK-H-EV: In addition to the k2 extra memory space and k2 extra time

that was mentioned earlier, each mapper in ELK-H-EV needs to write n
p
(d+

k + 2) EVs to HDFS in each iteration. This increases the size of the input

dataset from nd to ndk + 2, which consequently increases the number of

mappers on iterations that follow the first iteration.

• CMP-H-EV: The time to write EVs to HDFS in CMP-H-EV is small rel-

ative to ELK-H-EV, because each EV in CMP-H-EV is of size d + 1. This

makes the time to write EVs to HDFS per mapper: O(n
p
(d + 1)).
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• ELK-H-BF: In general, algorithms implemented using BFs require more

memory space, and spend less time in writing extra information to HDFS

compared to algorithms that use EVs. In a given iteration, each mapper

takes O(n
p
(k + 2)) time to write k lower bounds, one upper-bound and one

cluster assignment. In addition, each mapper in ELK-H-BF needs to load
n
p

records from each BF, where each record consists of k lower-bounds, one

upper-bound, and one cluster assignment. This makes the extra memory

space required by each mapper (adding to it the space for centre-centre

distances) O(n
p
(k + 2) + k2).

• CMP-H-BF: Each mapper in CMP-H-BF takes O(n
p
) time to write cluster

assignments to HDFS. Each mapper needs extra memory space of O(n
p

+ k2)

to store cluster assignments and centre-centre distances.

• Average time to write extra information to HDFS is the time each

mapper takes to write the required information using BFs or EVs.

4.8 Summary

This chapter introduced two proposed solutions: Extended Vectors (EVs) and

Bounds Files (BFs) to pass information from one iteration to the next in K-Mean on

Hadoop. These solutions were developed to facilitate the use of triangle inequality

approaches with K-Means. Each EV consists of the original data point vector

and the extra information related to it. EVs are written and read to and from

HDFS in the map phase. BFs, on the other hand, are files that consist of the extra

information related to each data point. These files are written to HDFS in one

iteration, and joined with their corresponding input-splits in the next.

The discussion about the overhead generated by each approach showed that

EVs are better than BFs in terms of memory space consumption where the records

in each BF must fit in the memory of the worker node that runs the mapper.
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Conversely, the extra information in EVs are read as input in the map tasks along

with the data point. BFs, however, reduces the overhead generated by EVs from

rewriting data points of d dimensions to HDFS in each iteration. For a large

number of dimensions, algorithms that use BFs are expected to outperform those

that use EVs.

Earlier in this chapter, we explained that the main problem on implementing

K-Means variants based on triangle inequality is in caching the required extra

information in one iteration and read it in the next. An interesting idea to approach

this problem is to extend the Distributed Cache by adding a new functionality that

allows it to cache files in the map phase. This way we would be able to load the

extra information, stored as BFs or EVs, to Distributed Cache in one iteration and

read them in the next iteration. However, this approach is expected to face the

following challenges. The Distribute Cache is not persistence. This means that

in each iteration the Distributed Cache will have new configurations and old files

wont exist any more. Furthermore, in the implementations of K-Means using BFs,

each mapper needs to read only one BF that corresponds to the input split the

mapper is going to operate on. Distributed Cache, however, copies each cached file

to all the worker nodes in the cluster which is not the target in our case. Moreover,

the benefit from using Distributed Cache is not expected to be significant since it

will still writes/reads the files to/from disks and not to memory. This could be a

promising approach if the extra files are cached in memory and if we could find a

way to cache only the extra files that correspond to input splits processed by each

mapper without broadcasting each file to all the nodes in the cluster.

The next chapter will present a detailed analyses of the experimental work for

each algorithm.
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Chapter 5

Experimental Results

This chapter presents and discusses the results of the experimental work that

has been carried out to evaluate the efficiency and scalability of the proposed

implementations of parallel K-Means on Hadoop and Spark.

The previous two chapters discussed the implementation steps for several K-

Means algorithms on Hadoop and Spark. These algorithms include: NKM-H,

ELK-H-EV, ELK-H-BF, CMP-H-EV, CMP-H-BF, TIKM-H, NKM-S, and TIKM-

S, which are eight algorithms in total. The algorithms are tested against various

parameters that affect the performance of K-Means in general, and the parallel

K-Means on Hadoop and Spark in particular.

The remaining sections in this chapter are organised as follows. First, a de-

scription of the datasets that are used in the experimental work is provided in

section 5.1. Section 5.2 describes the hardware and software specifications that

are used in the experiments. Section 5.3 explains the design of the experimental

work in terms of the evaluation metrics that have been chosen to measure the

performance of each algorithm, and the reason behind choosing certain values for

various parameters. A comparative analysis of optimised algorithms implemented

using EVs and BFs is discussed in section 5.4, which involves testing each algo-

rithm against variable number of clusters and dimensions, and a detailed analysis
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of the overhead. Section 5.5.1 presents the results of comparing the performance of

algorithms implemented using a BF and tested against a variable number of clus-

ters, dimensions, data points, and mappers. Section 5.6 presents a comparative

analysis of algorithms implemented on Hadoop using a BF and two implementa-

tions of K-Means on Spark (NKM-S and TIKM-S). The final section summarises

the discussed issues in this chapter.

5.1 Datasets

The datasets used in the experimental work are either artificially generated datasets

or real-world datasets.

Artificial datasets: The reason behind generating artificial datasets is to

be able to study the performance of each algorithm within a range of parameters,

including the number of data points, number of clusters, and number of dimensions.

Furthermore, the effect of different distributions of data points is investigated by

running the algorithms on datasets with well-separated clusters as well as datasets

with uniformly (randomly) distributed data points where there are no clusters.

Table 5.1 describes the characteristics of each artificial dataset in terms of its

number of data points (n), number of dimensions (d), and the size in megabytes

(MB). The data points in all datasets in Table 5.1, except dataset DS7, are nor-

mally distributed around 128 centres to form 128 well-separated clusters.

A Java program was developed to generate the data points. The program takes

the following parameters as input: number of data points (n), number of dimen-

sions in each data point (d), number of clusters (k) and the standard deviation

(SD) where SD determines the density of the generated data points around each

cluster centroid. For each dataset configuration in Table 5.1, the main steps for

generating the data points are as follows:

1. A set of k centre vectors was generated with a uniform distribution with real
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Name No. of points (n) No. of dimensions (d) Size (MB)

DS1

100,000

8 15
DS2 32 28
DS3 128 235
DS4 512 941
DS5 1024 1884
DS6 2048 3788
DS7 512 947

DS8 1,000,000

128

1638
DS9 3,000,000 3584
DS10 5,000,000 5836
DS11 7,000,000 8192
DS12 9,000,000 10588

Table 5.1: Characteristics of artificially generated datasets. (MB=Megabyte)

numbers in Rd.

2. For each centre, n
k

number of data points was generated with an independent

univariate Gaussian distribution for each dimension, and with a constant

standard deviation SD. Except for dataset DS7 (which will be described

later), datasets DS[1-12] have a constant standard deviation SD = 0.02.

The standard deviation determines the density of data points around each clus-

ter. The lower the standard deviation, the higher the density of data points around

the cluster centres. Generating data points with standard deviation SD = 0.02

creates well-separated clusters where the density of data points in each cluster is

high.

The data points in dataset DS7 are generated with a uniformly random dis-

tribution where there is no underlying structure in the data. The attempts to

accelerate the performance on this type of data, especially in high dimensional-

ity, gets very challenging because there are no meaningful clusters to be found

[63]. Therefore, dataset DS7 is used to test the worst scenario for the optimised
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Figure 5.1: 2D representation of data points in four datasets with variable standard
deviation (SD) and constant values n = 5000, d = 2, and k = 8. All datasets are
generated with the same initial prototype vectors (centres). SD value varies in
the range [0.01,0.5], where clusters in dataset with SD = 0.01 are well-separated
(Figure 5.1a), while clusters in dataset with SD = 0.5 are heavily overlapped
(Figure 5.1d).

algorithms in section 5.5.1, where algorithms implemented using Bounds Files are

tested against a variable number of clusters and dimensions.

Datasets DS[1-7] are used as input to test the performance of each algorithm

with respect to variable number of clusters and dimensions. While dataset DS[8-

12] are used as input to test the efficiency and scalability of each algorithm im-

plemented using Bounds Files with respect to variable number of data points, and

mappers.

Figure 5.1 shows a graphical representation of the distribution of 2D data points

in four datasets with variations of SD values, and fixed n = 5000, d = 2, and

k = 8. Note how clusters separation start from well-separated in Figure 5.1a,
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Name No. of points (n) No. of dimensions (d) Size (MB)

covertype 581,012 55 72

mnist 60,000 784 104

Table 5.2: Characteristics of real-world datasets. (MB=Megabyte)

where SD = 0.01, to heavily overlapped clusters in Figure 5.1d, where SD = 0.5.

Real-world datasets: To observe the practicality of the proposed algorithms

on real-world settings, two naturally-clustered datasets have been used in the ex-

perimental work. A brief description of the characteristics of real dataset is pro-

vided in Table 5.2.

The first dataset covertype, contains collected observations of trees from four

areas of the Roosevelt National Forest in Colorado. The dataset contains 581,012

observations, where each observation has 55 integer attributes. The collected data

represent information about the types of soil, the wilderness areas, elevation, slope,

forest cover type, and several other characteristics. This dataset is publicly avail-

able at the UCI Machine Learning Repository [111].

The second dataset mnist contains a total of 60,000 images of handwritten digits

(0-9) collected from approximately 250 writers. Each pixel in each image holds an

integer in the range [0,255], where 0 means the pixel is completely white, and 255

means the pixel is completely black. This produces a 28 × 28 matrix of integers.

This matrix is flattened to form a 784 (28× 28 = 784) dimensional vector.

The aim of using this dataset is to cluster similar hand written digits together

by using the integer values that represent the grey-level of each pixel.

Figure 5.2a shows an example of four images of the hand written digits 5, 0, 4

and 1. Figure 5.2b illustrates how a hand-written image of digit number 1 would

be represented as a 14× 14 matrix, where dimensions were reduced, and the value

of each pixel was normalised to the range [0,1].

This dataset has been used in many works to test the scalability and efficiency of
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(a) Four hand written digits 5, 0, 4, and 1

(b) Sample matrix of size 14× 14 pixels representing digit number 1. The pixels’ values
are normalized to the range [0,1]

Figure 5.2: Figure 5.2a shows an example of four images of hand written digits (5,
0, 4, 1) from the mnist dataset. Figure 5.2b shows an image of the hand written
digit (1) when represented in a 14× 14 matrix of pixels [2].
.

K-Means. One of the reasons behind choosing this dataset is its high dimensional-

ity (d = 784), where the performance of K-Means is heavily affected by computing

point-centre distances. In section 5.6, mnist have been used as input to compare

the performance of implementations of K-Means variants using BFs with NKM-H,

TIKM-H, NKM-S, and TIKM-S. The dataset is available online at [112].

5.2 Hardware and Software Setup

Hardware: Apache Hadoop and Apache Spark are deployed on the same cluster

which consists of 1 master node and 16 worker nodes. The master node has 2

AMD CPUs running at 3.1GHz with 8 cores each, and 8x8GB DDR3 RAM, and

6x3TB Near Line SAS disks running at 7200 rpm. Each worker node has 1 Intel
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CPU running at 3.1 GHz with 4 cores, 4x4GB DDR3 RAM, and a 1x1TB SATA

disk running at 7200 rpm. All the nodes run CentOS-6 (x86 64) operating system.

Software: The cluster uses Hadoop version 2.2.0 to run MapReduce on YARN.

HDFS is configured with 128 MB default block size, and a replication factor of 3

replicas for each file. The default JVM heap size is 1 GB per task.

Apache Spark 2.1.1 is deployed on the same cluster as Hadoop, where YARN

is used as the cluster manager, and HDFS as the distributed file system.

All algorithms were implemented in Java and compiled using JDK 1.7.0 79.

5.3 Experimental Design

The performance of parallel K-Means is affected by many factors. In order to give

a clear picture of the performance of each algorithm, the experimental work was

designed to address the major factors that could influence the performance of the

optimised algorithms in several domains including: number of cluster, number of

dimensions, number of data points, and number of mappers.

This section explains the configuration setup for the experimental work in terms

of, the initialisation method of cluster centroids, the definitions and the choice of

values for parameters related to Hadoop and K-Means, and an explanation of the

evaluation metrics that are used to evaluate the performance of each algorithm.

Initial centroids: as mentioned earlier in section 2.3, K-Means is sensitive to

the choice of initial centroids. This means running K-Means multiple times on a

given dataset, each time with a different set of initial centroids leads to different

final outputs for each run. To guarantee that this is not the case, all algorithms

in a given experiment operate on the same initial set of centroids, that is, all

algorithms use the same initialisation seed that is used to generate the initial set

of centroids from the input dataset.

Total number of iterations: is the number of iterations that an algorithm
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executes until convergence or until reaching the maximum number of iterations.

Maximum number of iterations (e): is a parameter provided by the user

where an algorithm runs until it reaches this number or converges before that. The

number of maximum iterations is set to 20.

Most of the clustering work in K-Means usually occurs in the few first iterations

where the distance moved by cluster centroids is considrably large and data points

change assignments more rapidly. As the number of iterations gets larger and the

algorithm is closer to convergence, cluster centroids start to stabilise and do not

move much. Consequently, most data points do not change their cluster assignment

and stay at the same clusters that they were assigned to at the first few iterations

[20] [21]. This means that the most challenging part for the optimised algorithms is

in the early iterations and if these algorithms do well in the first iterations, they will

achieve even better efficiency in later iterations. Furthermore, triangle inequality

optimisations guarantee that the quality of the final clustering output is intact

and equivalent to the original Lloyd’s algorithm (clusterin quality is explained in

detail in sections 2.3.1.2 and 5.3.2). This is why we decided to stop the algorithms

at a fixed number of iterations in all the experiments in sections 5.4, 5.5 and 5.6.

Number of reducers (r): The number of reducers is set to 1 on experiments

that test each algorithm with a variable number of clusters and dimensions in

sections 5.4 and 5.5.1. This is because in these tests the reduce time is not the

performance bottleneck and increasing r would not have a significant effect on

performance. The number of reducers is 20 on tests with a variable number of

points in section 5.5.2 because the size of the datasets is relativity large, and after

testing against several number of reducers, it was observed that 20 reducers is the

optimal number for this particular test.
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5.3.1 Evaluation Metrics

Each iteration of K-Means on Hadoop consists of three major phases: map, shuf-

fle, and reduce. The major operations that consumes the majority of K-Means

running time occur in the map phase. To fully understand the time consumed by

each operation in the map phase, the map time is broken down into three major

operations: 1) the average time to compute centre-centre distances, 2) the average

time to compute point-centre distances, and 3) the average time to write extra

information to HDFS. The shuffle time and reduce time are also reported.

The following is a detailed description of the evaluation metrics that are used

to evaluate the performance of each algorithm.

• Average iteration time is the average running time per iteration over

the total number of iterations that an algorithm has executed. This time

includes: the CPU time, the I/O time, and the communication time. To

compute the average time per iteration, the time for each iteration is obtained

from Hadoop’s job history log files at the end of each iteration. Then, after

all iterations complete running, the average time spent by each iteration is

computed by dividing the sum of all iterations’ times over the total number

of iterations. The iteration time does not include the time to initialise cluster

centroids because it is a one time cost that occurs only once in each test.

Later in this section, the average iteration time is inspected in terms of the

variation in the iteration times in each algorithm and whether it can be a

representative measurement index.

• Speedup: In general, speedup measures the improvement in speed for an

enhanced algorithm over a baseline algorithm [113]. In this work, the per-

formance of an optimised algorithm is reported as the speedup relative to

NKM-H algorithm, where speedup is defined as the ratio of the average

iteration time in NKM-H to the average iteration time of an optimised algo-
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rithms. One exception is when algorithms are tested against variable number

of mappers where the baseline is the average iteration time on single mapper.

Hence, speedup in such experiments is defined as the ratio of the average it-

eration time of an algorithm on a single mapper to the average iteration

time for the same algorithm on a multiple number of mappers. For each

algorithm, the average speedup over 10 trials is reported.

• Average number of distance calculations is the average number of point-

centre distance calculations per iteration over the total number of iterations.

To obtain the average, each mapper performs a certain number of distance

computations, this number is aggregated with the number of computations

obtained from all mappers. The summation of the number of distance com-

putations that are obtained from all the mappers is maintained at the end

of each iteration. Finally, the total number of distance computations over

all iterations is computed and averaged over the total number of iterations.

• Average time to compute point-centre distances: To obtain the time

to compute point-centre distances, in a given mapper, the total time con-

sumed by point-centre distance computations for points assigned to this map-

per is computed. After the completion of all mappers, the average time per

mapper over the number of mapper is computed. After that, The total of

these averages is divided by the total number of iterations to obtain the

average time per iteration.

• Average time to compute centre-centre distances: Computing centre-

centre distances is part of the map stage where each mapper in the optimised

algorithms performs this process once in the setup function. First, the av-

erage time to compute centre-centre distances per mapper over the total

number of mappers is computed in each iteration. Then, the average time

to compute these distances per iteration over the total number of iterations
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is reported.

• Average time to write extra information to HDFS is the time each

mapper takes to write the required information using BFs or EVs. Since

this operation is executed by each mapper, the average time to write extra

information per mapper over the number of mappers is computed, then the

average time per iteration over the total number of iterations is reported.

• Average shuffle time: The shuffle time is the time to transfer intermediate

data from mappers to reducers over the network. The shuffling of intermedi-

ate data starts as a predefined percentage (default is 5%) of the total number

of mappers complete successfully, and ends when the last record on the last

to finish mapper is transferred to its assigned reducer. The shuffle is part of

the reduce phase. The average shuffle time is obtained from Hadoop’s job

history log files. The average shuffle time per Reducer over the total number

of reducers is computed. This time is then averaged over the total number

of iterations.

• Average reduce time: The reduce time is the time taken by Reducers to

sort, merge and reduce the intermediate data fetched from mappers. The

reduce time is obtained from Hadoop’s history log files. The average time per

reducer over the total number of Reducers is then computed, and the average

reduce time per iteration over the total number of iterations is reported.

Is the Average Iteration Time a Representative Measurement Metric?

The section aims to examine the impact of the first iteration on the average it-

eration time and determine whether the average iteration time is qualified to be

used as a measurement metric. To achieve this aim, each algorithm is tested on

dataset DS4 and as Figure 5.3 shows, the first iteration time, the average iteration

time including the first iteration, and the average iteration time excluding the first
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iteration are reported for each algorithm. Furthermore, the standard deviation

(SD) is computed for each averaged iteration time (including and excluding the

first iteration time) to show how much the iteration times differ from the average.

Figure 5.3 shows that there is no significant variation in the iteration times for

all algorithms except for ELK-H-EV and CMP-H-EV. In these two algorithms the

SD is relatively large. The average iteration time including the first iteration is

207(±22.2) in ELK-H-EV, and 225.1(±9.2) in CMP-H-EV. This variation in time

is a result of the effect of the time consumed by first iteration. The first iteration

takes longer time to complete compared to subsequent iterations as can noticed in

the figure.

The time of the first iteration differ in general between algorithms that use EVs

and all other algorithms because of the large time spent on writing EVs to HDFS.

In addition, the first iteration does not avoid as many distance computations as
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Figure 5.3: An illustration of three different times for each algorithm: 1) The
running time of the first iteration, 2) the average running time per iteration and
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time per iteration and the standard deviation excluding the first iteration time.
(Dataset: DS4, n = 100000, d = 512, k = 128, e = 20).
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subsequent iterations because the distance bounds and cluster assignments are not

effective yet. This leads to a slow performance in the first iteration which can be

even worse than the first iteration in NKM-H as Figure 5.3 illustrates. However,

the difference between the average iteration times (including and excluding the

first iteration time) in ELK-H-EV and CMP-H-EV is not significant. Therefore,

the average iteration time is used a measurement index and the reported average

in the experiments to follow includes the time of the first iteration.

5.3.2 Clustering Quality

In theory, the quality of the final output in the triangle inequality implementations

is guaranteed to be equivalent to Lloyd’s K-Means algorithm. In practice, the

quality of the clustering results of the optimised algorithms were validated, in

the early stages of this research, by comparing them with the clustering results

of NKM-H. Given an input dataset, all algorithms were executed with the same

initial centroids and were run until convergence. The produced cluster centroids

after each iteration in an optimised algorithm were compared with the cluster

centroids produced by NKM-H for the same iteration. If the sets of centroids in

the tested algorithms match, and the algorithms converge in the same number

of iterations, this indicates that the algorithms are deterministically equivalent,

which was the case in all our implementations.

5.4 Comparative Analysis of All Implementations

on Hadoop

The aim of this section is to investigate the scalability and efficiency of K-Means

implementations using EVs and BFs with a wide range of number of clusters (k)

and dimensions (d). Another aim is to determine the best and worse range of

k and d for each algorithm. To accomplish these aims, algorithms: ELK-H-EV,
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CMP-H-EV, ELK-H-BF, and CMP-H-BF are tested against variable number of

clusters k and dimensions d.

First, the obtained results from testing the algorithms against a variable number

of clusters (8 ≤ k ≤ 2048) and fixed values for d and n (d = 512, n = 100000)

are analysed. Then, the results from running each algorithm on variable number

of dimensions (8 ≤ d ≤ 2048) and fixed values for k and n (k = 128, n = 100000)

are discussed.

5.4.1 Variable Number of Clusters

In order to give an insight on the effectiveness of the optimised algorithms on

avoiding distance computations, the number of distance computations for each

algorithm is discussed first.

Distance Calculations

Figure 5.4 shows the average number of distance computations per iteration over

the total number of iterations for NKM-H, ELK-H-BF, CMP-H-BF and TIKM-H.
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ELK-H-EV and ELK-H-BF perform an equal number of distance computations at

each iteration. This is also true for CMP-H-EV and CMP-H-BF. Thus, a discussion

about the number of distance computations for one algorithm can be applied to

the other.

ELK-H-BF efficiently eliminates a large number of distance computations with

all variations of k. Figure 5.4 shows that ELK-H-BF can eliminate around 76%

when k = 8, and around 98% when k = 512 and 2048.

CMP-H-BF works best with large number of clusters on well-separated clusters

where it eliminates 98% and 99% when k = 512 and 2048, but skips only 13% and

11% distance computations with k = 8 and 32 respectively.

Since TIKM-H implements the simplest approach to avoid distance computa-

tions, it does not prune many computations with small k. For instance, only 0.3%

and 5% of the distance computations are skipped when k = 8 and 32, respectively.

However, the skipped distance computations rises to up to 78% when k = 512,

and 94% when k = 2048.

Speedup

As explained in section 5.3.1, the performance of each optimised algorithm is re-

ported as speedup relative to the performance of NKM-H. Having higher speedups

means better performance.

Figure 5.5 shows the speedup per iteration over the total number of iterations

for five parallel implementations of K-Means on Hadoop relative to the NKM-

H algorithm. The algorithms are tested against variable number of clusters to

examine the influence of k on the performance of each algorithm. Dataset DS4

(d = 512, n = 100, 000) is the input in this experiment (see Table 5.1).

It can be noticed that, in general, the speedup for algorithms implemented with

BFs is higher than the ones implemented using EVs. When 8 ≤ k ≤ 128, ELK-

H-EV and CMP-H-EV perform the same or worse than NKM-H. This is due to
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Figure 5.5: Speedup per iteration for five parallel implementations of K-Means
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the time to write EVs to HDFS in each iteration outweighs the time gained from

skipping distance computations.

Although speedups are achieved by all algorithms when 512 ≤ k ≤ 2048, it can

be clearly noticed that using BFs to write and read distance bounds and cluster

assignments is more effective than using EVs. For example, while the speedup

of ELK-H-BF is 6.6x and 5.4x where k = 512 and 2048 respectively, ELK-H-EV

achieves speedups of 3.4x and 4.4x for the same number of k. The difference is

even more clear for CMP-H-BF and CMP-H-EV. For instance, CMP-H-BF is 9.3x

and 9.6x faster than NKM-H when k = 512 and 2048, while CMP-H-EV is 3.8x

and 6.6x faster with the same numbers of k. The speedup in ELK-H-BF drops

from 6.6x when k = 512 to 5.4x when k = 2048 due to the increase in the time

to write BFs which is dependent on k. The difference in the performance between

EV and BF implementations is attributed to the amount of I/O overhead created

by each approach from writing extra information to HDFS. The impact of the

overhead is discussed in detail in the next section.

As the number of clusters gets larger than 32, TIKM-H starts to benefit from
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the pruned distance computations combined with the light computational over-

head from centre-centre computations. The algorithm gains more speedups as the

number of clusters increases.

Overhead Analysis

This section presents a detailed analysis of the time consumed by each task per

iteration in each algorithm tested against variable number of clusters. To achieve

this, the average iteration time is broken down into three main operations: time

to compute point-centre distances, time to compute centre-centre distances, time

to write extra information to HDFS. In addition, the time to perform the rest of

operations is also reported. Section 5.3.1 explains all these measurement metrics

except for the time of rest of operations. The rest of operations time is the time

consumed by any operation other than the three operations just mentioned. Some

of the operations included in the time consumed by the rest of operations are:

the time to shuffle intermediate data, reduce time, time to merge the output of

multiple reducers, time to replicate the reducer output, job setup time, required

time by job tracker to contact application masters and assign map-reduce tasks,

time spent by worker nodes to send heartbeat signals to JobTracker, time taken

by NameNode to assign storage block and create input splits, etc.

In Figure 5.6, each bar represents the average time consumed by three major

operations, and the rest of all other operations. The x-axis represents variable

number of clusters k, and each k contains the set of algorithms that are tested

against. The main objective is to study the impact of the overhead and distance

computations on the performance of each algorithm. In addition, the figure shows

the bottleneck in each approach. The tested algorithms are: CMP-H-BF, CMP-

H-EV, ELK-H-BF, ELK-H-EV, TIKM-H, and NKM-H.

It might be noticed that the average iteration time in Figure 5.6 does not

reflect the exact speedup gained by some algorithms. That is because the rest of
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operations time includes the time for all other operations, and the time for some of

these operations overlaps with other operations. One example is the shuffle time

where it overlaps with the map time. That is, Hadoop starts shuffling intermediate

data from mappers to reducers while mappers are still processing data.

The following remarks can be drawn from Figure 5.6:

• The bottleneck in NKM-H is the time consumed by distance computations.

The optimised approaches overcome this bottleneck but with a trade-off.

The trade-off is the time spent on writing and reading distance bounds and

cluster assignments, and computing centre-centre distances. As can be seen

in Figure 5.6, for number of clusters where 8 ≤ k ≤ 128, the impact of writ-

ing the extra information to HDFS can be clearly seen on CMP-H-EV and

ELK-H-EV, where the performance of both is either worse or almost equal

to NKM-H. The difference in performance between EV and BF implemen-

tations can be clearly noticed when k = 512 where the time to write extra

information to HDFS in ELK-H-EV and CMP-H-EV is much larger than the

time in ELK-H-BF and CMP-H-BF, respectively.

• The effect of centre-centre distance computations does not start to emerge

until k ≥ 512. The time consumed by these computations is not significant

when k = 512. However, when k = 2048, this time increases dramatically,

and in some cases, it becomes the dominant cost. For example, when k =

2048, CMP-H-BF and TIKM-H algorithms spend about 70% and 40% of

their time computing these distances, respectively.

• Although TIKM-H eliminates the least number of distance computations

compared to Elkan and Compare-means algorithms, the small overhead that

is created by computing k2 centre-centre distances makes it an excellent

competitor with all other optimised algorithms, especially when k ≥ 512.
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Figure 5.6: Average running time per iteration for six K-Means implementations tested against variable number of clusters (k). Each
bar represents the average iteration time over 20 iterations for one algorithm divided into four operations times, 1) Time to compute
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5.4.2 Variable Number of Dimensions

In the previous experiment, it was shown in Figure 5.5 that the speedup of ELK-H-

EV, CMP-H-EV, CMP-H-BF, and TIKM-H relative to NKM-H keeps increasing as

the number of clusters increases. It can be also observed from Figure 5.5 that the

speedup for these algorithms started to increase when k = 128. In order to measure

the ability for the mentioned algorithms to accelerate with even higher dimensions,

each algorithm is tested with a variable number of dimensions (8 ≤ k ≤ 2048),

while the number of clusters is fixed at k = 128. Datasets DS[1-6] are used as

input in this experiment.

Figure 5.7a illustrates the speedup, relative to NKM-H, of the five optimised al-

gorithms: ELK-H-EV, CMP-H-EV, ELK-H-BF, CMP-H-BF, and TIKM-H tested

against variable number of dimensions.

In Figure 5.7a, the speedup of ELK-H-EV reaches the peak when d = 128 (2.2x)

and starts to decline as d gets larger than 128. Although ELK-H-EV eliminates

most distance computations (see Figure 5.7b) with all variations of d, the speedup

of ELK-H-EV drops to 0.3x when d = 2048. This drop in speed is caused by the

dramatic increase in the overhead from writing n
p

EVs to HDFS in each iteration,

where the size of each EV is d + k + 2 (illustrated in Figure 5.7c).

Figure 5.7c shows the average time per iteration to write EVs and BFs to HDFS

for each optimised algorithm. The time to write BFs is insignificant in ELK-H-BF

and CMP-H-BF as the number of dimensions increases. This is because the size

of each record stored to a BF is k + 2, which is independent from d. On the other

hand, ELK-H-EV and CMP-H-EV suffer from the increase of d, especially when

k ≥ 1024 where the time to write EVs becomes the dominant cost in ELK-H-EV.
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5.5 Detailed Analysis of Implementations using

a BF

It can be observed from the previous experiments that using BFs to implement

K-Means variants has more potential to scale with increasing numbers of k and

d than variants implemented with EVs. This is because algorithms that use BFs

generate smaller overhead than algorithms that use EVs. For this reason, the focus

on this section will be on optimised algorithms that are implemented using BFs.

5.5.1 Variable Number of Clusters and Dimensions

This section aims to show the impact of the number of clusters (k) and the number

of dimensions (d) on the performance of ELK-H-BF, CMP-H-BF, and TIKM-

H. The performance of these algorithms is compared against the performance of

NKM-H to examine if the proposed optimisations can achieve any speedups with

increased values of k and d. Another aim is to determine the range of k and d

where each algorithm achieves its best and worse performance.

The values of k and d varies from small, medium and large number of clusters

and dimensions, where 8 ≤ k ≤ 2048 and 8 ≤ d ≤ 512. The number of data points

is fixed at n = 100, 000, and the number of reducers r = 1. The datasets DS[1-4]

are used as input to test the performance of each algorithm with clustered data.

Dataset DS7 is used as an input to test each algorithm with uniform random data,

which is the worst case for the K-Means variants that were implemented in this

work. The real dataset covertype is used to test each algorithm with a real-world

dataset.

To examine the impact of the major operations that influences the behaviour

of each algorithm, Figures 5.8, 5.9, 5.10, and 5.11, show the average iteration

time, the average number of distance computations, the average shuffle time and

the average time to write extra information to HDFS, per iteration over the total
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number of iterations, receptively. Each Figure contains five sub-figures where

each sub-figure represents an experiment on a given dataset with fixed number

dimensions and data points, and variable number of clusters. The sub-figures

are ordered based on the dataset that is used as an input. The sub-figures have

the same order in all Figures. For example, if we want to examine the speedup,

number of distance computations, shuffle time, and time to write extra information

to HDFS for dataset DS1 with d = 8, we will look at the Figures 5.8a, 5.9a, 5.10a.

and 5.11a.

Note that the sub-figures for the results of clustered datasets (DS[1-4]) and

the uniform random dataset (DS7) are shown together. The reason is to make it

easier to compare the impact of the underlying structure of the input data on the

performance of the optimised algorithms.

First, the analysis of the experimental work on clustered datasets (i.e. datasets

DS[1-4]) is discussed, followed by the analysis of the experimental work on the

uniform random dataset DS7. Finally, the results of the experimental work on the

real-dataset covertype are discussed.

Clustered Datasets (DS[1-4])

From Figure 5.8a to Figure 5.8d, it can be observed that, in general, CMP-H-BF

outperforms NKM-H, ELK-H-BF, and TIKM-H when 512 ≤ k ≤ 2048 for all the

tests on variations of d. The highest speedup that CMP-H-BF achieves relative to

NKM-H is 21.2x where d = 128 and k = 2048 (Figure 5.8c). This can be attributed

to two reasons: 1) CMP-H-BF eliminates larger number of distance computations

that is close to ELK-H-BF and larger than TIKM-H, which can be observed in

Figures 5.9[a-d], and 2) the small overhead CMP-H-BF generates compared to

ELK-H-BF, as can be seen in Figures 5.11[a-d].

The best performance for ELK-H-BF is when 128 ≤ d ≤ 512 and 128 ≤ k ≤

2048, as shown in Figures 5.8c and 5.8d. This is because distance computations
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Figure 5.8: Speedup of each optimised algorithm relative to NKM-H. The Fig-
ures from 5.9a to 5.9d show the results for experiments on clustered datasets
DS[1-4]. Figure 5.9e shows results for experiments on uniform random dataset
DS7. Speedup is defined here as: avg iteration time(NKM-H)/avg iteration
time(optimised). (n = 100, 000, e = 20)
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Figure 5.9: Average number of distance calculations per iteration over the num-
ber of iterations for each algorithms. The Figures from 5.9a to 5.9d show the
results for experiments on clustered datasets DS[1-4]. Figure 5.9e shows results
for experiments on uniform random dataset DS7. (n = 100, 000, e = 20)
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Figure 5.10: Average shuffle time per iteration over the number of iterations for
each algorithms. The Figures from 5.10a to 5.10d show the results for experi-
ments on clustered datasets DS[1-4]. Figure 5.10e shows results for experiments
on uniform random dataset DS7. (n = 100, 000, e = 20)
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Figure 5.11: Average time to write extra information to HDFS per iteration over
the total number of iterations for the optimised algorithms ELK-H-BF, and CMP-
H-BF. The Figures from 5.11a to 5.11d show the results for experiments on clus-
tered datasets DS[1-4]. Figure 5.11e shows results for experiments on uniform
random dataset DS7. (n = 100, 000, e = 20)
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become the dominant cost in NKM-H and ELK-H-BF eliminates more than 95%

of these computations. Furthermore, the time gained from pruning distance com-

putations outweighs the time wasted on reading and writing distance bounds and

cluster assignments. Although ELK-H-BF eliminates the largest number of dis-

tance computations compared to the other two algorithms, the overhead it gener-

ates affects the performance greatly.

For small numbers of clusters and dimensions where 8 ≤ k, d ≤ 32, no significant

improvements in speed are reported for all the optimised algorithms. In fact, the

performance of ELK-H-BF is even worse than NKM-H in some cases (e.g. 0.1x of

speedup when d = 8 and k = 2048). This is because even though the optimised

algorithms eliminate some distance computations, the time that NKM-H spends

on distance computations is already small, and the time gained from eliminating

distance computations does not compensate the time spent on reading and writing

the extra information.

The impact of the performed distance computations on the shuffle time can

be seen in Figures 5.10[a-d]. Although the same amount of intermediate data in

each test for all algorithms (optimised and NKM-H) is transferred from mappers

to reducers over the network, the shuffle time can be affected by the amount of

performed distance computations because of the overlap between the map and

shuffle phases. The shuffle time in a given iteration starts as 5% of the total

number of mappers complete their work, and ends when the last pair of cluster

index and its associated data point in the last to finish mapper is transferred to its

assigned reducer. This gives the optimised algorithms the advantage to speedup

the shuffle time as these algorithms take less time to compute distances and, as

a consequence, start and finish shuffling intermediate data sooner than NKM-H.

This can be clearly seen in Figures 5.10d and 5.11e where both figures illustrate

the average shuffle time per iteration for tests on clustered and uniform datasets

where d = 512.

147



Uniform Random Dataset (DS7)

The optimised algorithms perform well when they operate on well-clustered datasets

[63] [19]. This is particularly true for CMP-H-BF because it does not use any

distance bounds and it relies only on the simple triangle inequality in Lemma

2.3.1 (see section 2.3.1.1 in Chapter 2) to skip redundant distance computations.

ELK-H-BF, however, uses a large set of distance bounds combined with trian-

gle inequality, which makes it more powerful on eliminating unnecessary distance

computations but with larger I/O overhead.

As Figure 5.8e shows, there is no gain in speedup for CMP-H-BF and TIKM-H

relative to NKM-H. This is caused by the small number of eliminated distance

calculations, which is bellow 1% of the total number of distance computations in

both algorithms (see Figure 5.9e). This also affects the shuffling time where both

algorithms spend the same time as NKM-H in shuffling the data from mappers to

reducers.

ELK-H-BF, on the other hand, eliminates up to 82% (when k = 2048) distance

computations from the total number of distance computations. This is reflected

on the speedup where ELK-H-BF was 2.8x times faster than NKM-H when the

number of clusters are in the range of 128 ≤ k ≤ 512.

This experiment clearly shows how the sparsity of clusters could effects the

performance of K-Means variants that rely on triangle inequality to skip distance

computations.

Real-world Dataset (covertype)

To study the performance of each algorithm with real-world settings, the real

dataset covertype is used as an input for each algorithm and tested against variable

number of clusters (8 ≤ k ≤ 2048). Please see section 5.1 and Table 5.2 for further

details regarding real datasets.

In general, CMP-H-BF and TIKM-H achieve high speedups relative to NKM-
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Figure 5.12: Results of testing each algorithm on the real-world dataset covertype.
Figure 5.12a depicts the speedup of each algorithm relative to NKM-H, Figure
5.12b shows the average number of distance computations per iteration, Figure
5.12c shows average shuffle time per iteration, and Figure 5.12d illustrates the
average time to write BFs to HDFS. Each algorithm is tested with respect to
variable number of clusters. (Dataset: mnist, n = 581, 012, d = 55, e = 20)

H as the number of clusters increases, as it can be observed from Figure 5.12a.

The speedups for CMP-H-BF and TIKM-H, relative to NKM-H, are 33x and 15x,

respectively, where k = 2048. ELK-H-BF, on the other hand, achieves a speedup

of 7.2x when k = 128 then the speedup starts to drop as the number of clusters

gets larger until it reaches 3x when k = 2048. This drop in speed in ELK-H-BF is

due to the increase of the overhead that is generated from writing distance bounds

and cluster assignments to HDFS as Figure 5.12d shows.
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5.5.2 Variable Number of Data Points

This section aims to test the performance of each algorithm against an increased

number of data points (n). Each algorithm is tested against five clustered datasets,

DS[8-12] (see Table 5.1), each with a variable number of data points and constant

number of clusters k = 128, and dimensions d = 128. The number of data points

starts at 1,000,000 and increases by 2,000,000 data points in the following datasets

until it reaches 9,000,000 data points. As the number of data points increases, the

number of mappers increases accordingly. The number of mappers is obtained by

dividing the total size of the dataset over the size of the HDFS block size (the block

size in this experiment is 128 MB). For example, dataset DS8 (n = 1, 000, 000) is

processed on 13 mappers, while dataset DS12 is processed on 83 mappers.

Figure 5.13b illustrates the average number of distance computations per iter-

ation and Figure 5.13a plots the average running time per iteration over the total

number of iterations for each algorithms. The impact of the reduction in distance

computations can be clearly observed in these two figures. When the number of

data points is in the range of 1, 000, 000 ≤ n ≤ 7, 000, 000, CMP-H-BF and TIKM-

H skip around 40% and 70% distance computations, respectively. The number of

skipped distance computations increases for both algorithms when n = 9, 000, 000

to about 85% for CMP-H-BF and 80% for TIKM-H, which in return reduces the

iteration time for both algorithms (see Figure 5.13a). Although ELK-H-BF elim-

inates most of the distance computations (about 95%), the time to write BFs to

HDFS, illustrated in Figure 5.13c, makes the algorithm runs at almost the same

speed as TIKM-H, except when n = 9, 000, 000, where TIKM-H is faster. This is

because TIKM-H takes advantage of the light overhead and the large amount of

skipped distance computations compared to the number of distance computations

that was skipped where n < 9, 000, 000.
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Figure 5.13: Results of testing each algorithm against variable number of data
points (n), (d = 128, k = 128, e = 20)

5.5.3 Variable Number of Mappers

The aim of this section is to investigate the scalability of each algorithm as the

number of processing elements, which in this case is the number of mappers (p),

is increased. To achieve this purpose, all algorithms run on a fixed problem size

where n = 1, 000, 000, and d = 128, and the number of mappers is varied. The

number of mappers starts from p = 1 and increased by 4 mapper each time and

up to p = 12.

Figure 5.14a shows the speedup of each algorithm tested against variable num-

ber of mappers. The speedup in this experiment measures the relative gain in

performance of executing each algorithm in parallel against executing the same al-
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Figure 5.14: Results of testing each algorithm against variable number of mappers
(p), (Dataset: DS6, n = 1, 000, 000, d = 128, k = 128, e = 20)

gorithm on a single mapper. To compute the speedup, the average iteration time

for an algorithm is measured on a single mapper and multiple mappers, and the

former is divided by the latter. An ideal parallel algorithm achieves speedups linear

to p, which is hard to achieve considering the communication and I/O overheads

in the parallel system.

Note that the test results for the speedup of each algorithm in Figure 5.14a

is independent from the results of other algorithms. This is because the baseline

configurations for each test is different from the other. For example, the speedup

of NKM-H on multiple number of mappers is relative to the speed of the same

algorithm on a single mapper. For this reason Figure 5.14b illustrates the average

iteration time for each algorithm over the total number of iterations to be able to
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compare the running time of the algorithms on a different number of mappers.

Figure 5.14a shows that NKM-H and TIKM-H gain more parallel speedups

from adding more mappers compared to ELK-H-BF and CMP-H-BF. This is be-

cause each mapper in NKM-H and TIKM-H computes larger numbers of distances

compared to ELK-H-BF and CMP-H-BF as Figure 5.14c shows. This means that

each mapper in NKM-H and TIKM-H spends a large amount of time computing

distances and distributing this workload over a multiple number of mappers would

lead to more gain in parallel speedups.

In Figure 5.14b modest improvement is achieved in terms of decreasing the

average iteration time for CMP-H-BF by adding more mappers. This is because

the algorithm has a small overhead (see Figure 5.14d) and prunes around 75% of

distance computations (see Figure 5.14c) which makes it already fast on a single

mapper (≈ 3 times faster than NKM-H).

ELK-H-BF avoids about 95% of distance computations which compensates the

time wasted on writing BFs to HDFS. Furthermore, because of this overhead, the

algorithm benefits from adding additional mappers, especially when p = 4 and 8,

as Figure 5.14d illustrates.

5.6 Comparative Analysis of K-Means Implemen-

tations on Hadoop and Spark

This section presents the results obtained from the experimental work on Apache

Spark and compares these results against experimental work on Apache Hadoop.

The goal of this experiment is to provide a comparative analysis between the

performances of NKM-H, ELK-H-BF, CMP-H-BF, TIKM-H, NKM-S, and TIKM-

S.

The experiments are executed on the real dataset mnist, and tested against

variable number of clusters where 32 ≤ k ≤ 2048, with fixed d = 748, and n =
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Figure 5.15: Results of testing algorithms on Hadoop using BFs and algorithms
on Spark on real dataset mnist with respect to variable number of clusters. Figure
5.15a shows the average iteration time for each algorithm, Figure 5.15b shows the
speedup of each algorithm relative to NKM-H, and Figure 5.15c shows the average
number of distance computations for each algorithm. Note that algorithms NKM-
S and TIKM-S are not included in Figure 5.15c because the number of distance
calculations in NKM-H and NKM-S is identical, and this can be also applied to
TIKM-H and TIKM-S. (Dataset: mnist, n = 60, 000, d = 784, e = 20)

60000 (see section 5.1). Note that the size of the dataset is 104 MB, which is

smaller than the default HDFS block size of 128 MB. This means if 128 MB is

used as the size of the block size, the dataset will by processed by only one mapper.

Therefore, the HDFS block size is set to 20 MB instead of 128 MB in order to

make the dataset processed by more than one mapper/executor.

Figure 5.15a shows the average running time per iteration for all algorithms

where each algorithm is tested against variable number of clusters. It can be
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observed that NKM-S is faster than all K-Means implementations on Hadoop for

32 ≤ k ≤ 128. This is attributed to the caching mechanism in Spark where

input data is distributed over the cluster executor nodes and cached in-memory

in the first iteration and reused in subsequent iterations in the form of Resilient

Distributed Datasets (RDDs). This feature, unlike Hadoop, reduces the I/O and

communication overheads. However, as k increases, distance computations become

the bottleneck and the running time starts to increase to the point where it comes

very close to the running time of CMP-H-BF and TIKM-H when k = 2048.

TIKM-S, on the other hand, outperforms all algorithms including NKM-S when

128 ≤ k ≤ 2048. This is because TIKM-S skips around 17%, 33%, and 45% of

distance computations when k = 128, 512, and 2048, respectively, as can be seen

in Figure 5.15c, with a small overhead from computing k2 centre-centre distances

performed by each executor.

Figure 5.15b plots the speedup per iteration relative to NKM-H for each algo-

rithm. CMP-H-BF and TIKM-H were able to reduce the large gap in speedup

between them and NKM-S when k = 2048. That is, when k = 2048, CMP-H-BF

and TIKM-H achieve 1.4x speedups, while NKM-S achieves and 1.9x. This makes

CMP-H-BF and TIKM-H compete with NKM-S when the number of clusters is

large.

5.7 Summary

This chapter presented the analysis of the experimental work that was carried out

to evaluate the effectiveness of the proposed K-Means optimisations based on tri-

angle inequality. NKM-H was used as a baseline for the new optimised implemen-

tations of K-Means using triangle inequality. The algorithms were tested against

variable number of clusters (k), dimensions (d), data points (n) and mappers (p).

The impact of the triangle inequality optimisations on the number of distance
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computations was analysed first. The experiments showed that ELK algorithm

outperforms all other algorithms in terms of the number of skipped distance com-

putations. This can be attributed to the distance bounds that are used in ELK

which allows the algorithm to do more comparisons and avoid more computa-

tions. However, the generated overhead from writing these bounds to HDFS had

a considerable affected on the performance of ELK.

The performance of implementations of K-Means optimisations using EVs and

BFs was investigated. The results showed that the performance of K-Means im-

plementations with EVs can be greatly affected by the generated overhead from

writing extra information to HDFS. For example, when the algorithms were tested

against variable number of clusters, the speedup achieved by ELK-H-BF is much

greater than the one achieved by ELK-H-EV when k ≥ 128. Since CMP algo-

rithm writes only one cluster assignment to HDFS in each iteration, CMP-H-BF

algorithm was able to achieve notable speedups as the number of clusters and

dimensions was increased. An interesting finding is that the TIKM-H algorithm

achieved notable speedups, despite the fact that it adopts the simplest optimisa-

tion, due to its light-weight overhead.

The main operations that generated additional overheads in EVs and BFs im-

plementations were investigated. It was noticed that writing the extra information

to HDFS in each iteration affects the performance in implementations with both

methods, EVs and BFs. However, this overhead is more evident on EVs implemen-

tations because of the large size of each EV compared to each record stored on BFs.

Furthermore, the overhead from computing centre-centre distances is insignificant

when k ≤ 512. As k gets larger than 512, the impact of centre-centre computations

can degrade the performance. Testing the algorithms against variable number of d

showed the superiority of implementations with BFs. This is because the records

in BFs are independent from d where only the extra information are written. Im-

plementations with EVs, on the other hand, store data points in d dimensions with
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the extra information. Therefore, as d increases, the overhead from writing EVs

also increases and becomes the performance bottleneck.

The performance of algorithms implemented with BFs was compared against

variable number of k, d, n and p. Three types of datasets were used as input: clus-

tered, uniform random dataset, and real-world datasets. With clustered datasets,

CMP-H-BF achieved the highest speedups (21x where d = 128 and k = 2048).

TIKM-H achieved moderate speedups but its speedup improved as k and d in-

creased. On the other hand, tests on uniform random datasets showed how ELK-H

had the advantage of using distance bounds to eliminate a large number of distance

computations compared to CMP-H and TIKM-H. In this setting, ELK-H-BF was

the only algorithm to be able to improve the speedups, while the other algorithms

had approximately the same performance as NKM-H.

A comparison of BF implementations on Hadoop and two implementations of

K-Means on Spark was discussed. The algorithms were tested against variable

number of k. The results showed that CMP-H-BF is a good candidate that can

accelerate the NKM-H to the point where its performance is close to NKM-S.

TIKM-S outperformed all other algorithms when 128 ≤ k ≤ 2048, taking advan-

tage of the cached in-memory datasets, and the gain in speed from eliminating

distance computations using the basic triangle inequality optimisation.
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Chapter 6

Conclusions

This chapter summarises the main contributions of this thesis and presents the con-

clusions that can be drawn from the investigations that were carried out through

the journey of this work. Future work that could add valuable contributions to

this research is discussed in the last section.

The main aim of this thesis is to improve the efficiency and scalability of the

Naive K-Means algorithm on Hadoop (NKH-H). To achieve this aim, the rich body

of research was thoroughly investigated to identify efficient approaches that can

speedup the clustering process in the Naive K-Mean. Among the large number of

approaches that attempt to enhance the running time, using triangle inequality to

skip redundant distance computations can accelerate the performance of K-Mean

while maintaining the exact clustering results produced by the Naive K-Means.

Such approaches meet the first and second objectives of this research to design

and implement parallel solutions for K-Means on Hadoop that are more efficient

and deterministically produce the same clustering results of Lloyd’s algorithm and

to adopt optimisation techniques based on triangle inequality. .

The implementation of variants that use triangle inequality on Hadoop is a

challenging task. This is because these variants need to carry extra information

from one iteration to the next and Hadoop does not provide a mechanism to ex-
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change intermediate data between two consecutive MapReduce jobs. Hence, two

new techniques: K-Means on Hadoop using an Extended Vector (EV), and K-

Means on Hadoop using a Bounds File (BF), were introduced in Chapter 4 to give

Hadoop the ability to transfer intermediate data from one iteration to the next

without modifying the internal components of Hadoop. The new proposed tech-

niques achieve the third objective of this project which is to provide a mechanism

to carry extra information from one iteration to the next on Hadoop. To achieve

this objective, two optimisations (Elkan’s algorithm and Compare-means) were

implemented on Hadoop using each technique to test the effectiveness of each one.

Furthermore, an implementation of K-Means on Hadoop using the basic triangle

inequality, which does not require any information from the previous iteration, was

introduced. This implementation attempted to compensate the small number of

skipped distance computations (compared to Elkan’s and Compare-means) with

the small overhead.

As for the final objective, which was to Measure the ability of the new solutions

to improve the efficiency of Lloyd’s K-Means on Hadoop and their ability to scale

with an increased number of clusters, dimensions and data points, the experimental

work in Chapter 5 compared the performance of implementations that used EVs

and BFs with respect to various numbers of clusters and dimensions. From these

tests it was found that algorithms that use BFs could scale better than those

using EVs. Therefore, further tests were performed on implementations with BFs

to examine the behaviour of these algorithms with variable number of clusters,

dimensions, data points and mappers. Finally, implementations of K-Means on

Hadoop using BFs were compared with two implementations of K-Means on Spark.

The results showed that our implementations could compete with the Naive K-

Means on Spark. However, implementing K-Means on Spark with the basic triangle

inequality optimisation made it outperform all other implementations on large

number of clusters.
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6.1 Contributions

Two approaches were proposed to pass extra information from one iteration to

the next on Hadoop. The first approach used a data structure called Extended

Vector (EV), which stores the input data point vector and any extra information

related to this data point into one EV. This EV would then be the input for

the next iteration. The second approach stores the extra information into files

called Bounds Files (BFs), where each entry in a given BF is a collection of extra

information that is associated with an input data point. In both approaches, the

extra information are written to HDFS, which generated I/O and communication

overheads.

To evaluate each approach, two K-Means variants that adopt triangle inequality

to reduce the number of distances computations were implemented using each ap-

proach. The following K-Means variants were implemented on Hadoop to evaluate

each proposed techniques:

• Elkan’s algorithm on Hadoop using an Extended Vector (ELK-H-EV),

• Elkan’s algorithm on Hadoop using a Bounds File (ELK-H-BF),

• Compare-means on Hadoop using an Extended Vector (CMP-H-EV),

• Compare-means on Hadoop using a Bounds File (CMP-H-BF).

Furthermore, an optimised version of K-Means called Triangle Inequality K-

Means on Hadoop (TIKM-H) was introduced. This version used the most basic

form of triangle inequality to skip redundant distance computations, which do not

require any information from previous iterations.

In addition, two implementations of K-Means on Spark were provided to in-

vestigate and compare the performance of K-Means on Hadoop and Spark. In

particular, two implementations of K-Means on Spark were introduced: Naive K-

Means on Spark (NKM-S) and Triangle Inequality K-Means on Spark (TIKM-S).
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The experimental work provided a comparison between implementations of K-

Means using EVs and BFs, implementations of K-Means using BFs tested against

variable numbers of clusters, dimensions, points and mappers, and implementa-

tions of K-Means on Hadoop using BFs and two implementations of K-Means on

Apache Spark.

6.2 Key Findings

To test the efficiency and scalability of each of the proposed algorithms relative

to NKM-H, each algorithm was tested against various number of parameters that

have a major impact on the performance of K-Means in general, and parallel

K-Means on Hadoop in particular. That is, the proposed implementations were

tested against variable number of clusters, dimensions, data points, and mappers.

The comparative analysis of EV and BF approaches showed that significant

speedups could be achieved by implementations using both approaches. However,

implementations that use BFs are more efficient and scalable than those that use

EVs to pass information to subsequent iterations. As the number of clusters and

dimensions increases, the overhead that is generated from writing EVs to HDFS

increases dramatically.

An extensive experimental investigation was conducted on algorithms that use

BFs to show the ability of this approach to scale with an increased number of

clusters and dimensions with artificial and real datasets. The following conclusions

can be drawn from the results of these experiments:

• It was found through the use of clustered and uniform random datasets that

the best performance of the optimised algorithms that use triangle inequality

is with datasets that have well-separated clusters. This is because more

distance computations can be avoided with well-clustered datasets.

• The optimised algorithms did not achieve any significant speedups relative
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to NKM-H with low number of dimensions and clusters. The number of

distance computations must be large enough to compensate the time spent on

writing/reading extra information by the gained time from skipping distance

computations in the optimised algorithms.

• It was noticed that because of the overlap between the map phase and the

shuffle phase (i.e. mappers start transferring intermediate data as the work

of 5% of the total number of mappers is complete), the optimised algorithms

take advantage of this overlap by reducing the overhead created by distance

computations in the NKM-H, which resulted in a reduction in the shuffle

time.

The comparison between the performances of algorithms that were implemented

on Hadoop using BFs and the two implementations of K-Means on Spark showed

the superiority of TIKM-S over all the implementations on Hadoop and Spark as

the number of clusters was increased. Combining the in-memory caching mech-

anism that Spark employs with the simple triangle inequality optimisation gave

TIKM-S the ability to outperform all the other implementations.

6.3 Future Work

This section discusses the future work that could lead to valuable contributions to

this research.

Through out this work, it was shown that a parallel implementation of efficiently

optimised K-Means solutions can lead to a fast and highly scalable version of K-

Means. The key issue this project focused on was to use triangle inequality to

reduce the number of distance computations in parallel K-Means on Hadoop. This

work could be enhanced even more by considering other factors.

As it has been discussed earlier in this thesis, K-Means is sensitive to the choice

of the initial set of cluster centroids. In this work the initial cluster centroids
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were chosen randomly from the input dataset. Therefore, there is still a scope

of further improvement on the efficiency by applying an effective centroids ini-

tialisation technique from the wide-range of techniques in the literature. A good

set of initial cluster centroids could lead to a faster convergence, and could also

make optimisations based on triangle inequality prune larger numbers of distance

computations.

The K-Means implementations that were presented in this work are imple-

mented on Hadoop and Spark. It would be interesting to compare these im-

plementations with implementations of K-Means on other distributed computing

frameworks such as Twister [23] and Piccolo [88].

This work chose two K-Means variants (Elkan’s algorithm and Compare-means)

to test the effectivness of the proposed approaches to pass information from one

iteration to the next on Hadoop. Future work could include implementations

of other variants that triangle inequality, or require information from previous

iterations, such as Hamerly’s algorithm [67], and adaptive K-Means [95].

The new implementations can be added to the clustering algorithms that are

provided by Apache Mahout [101]. Apache Mahout is a library implemented on

top of Apache Hadoop that offers various scalable Machine Learning algorithms

including clustering algorithms such as K-Means (Lloyd’s version).
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Appendix A

Publications

This appendix includes two published conference papers and one accepted journal

paper. My contributions to all the papers are as follows:

• Carried out literature review of related work.

• Designed and implemented the parallel algorithms.

• Run experiments on Hadoop and Spark, collected and analysed the results.

• Wrote the initial draft of the papers, integrated contributions from co-authors,

and led the submission.
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Abstract.  The K-Means algorithm is one the most efficient and widely used 

algorithms for clustering data. However, K-Means performance tends to get 

slower as data grows larger in size. Moreover, the rapid increase in the size of 

data has motivated the scientific and industrial communities to develop novel 

technologies that meet the needs of storing, managing, and analysing large-

scale datasets known as Big Data. This paper describes the implementation of 

parallel K-Means on the MapReduce framework, which is a distributed frame-

work best known for its reliability in processing large-scale datasets. Moreover, 

a detailed analysis of the effect of distance computations on the performance of 

K-Means on MapReduce is introduced. Finally, two optimisation techniques are 

suggested to accelerate K-Means on MapReduce by reducing distance computa-

tions per iteration to achieve the same deterministic results. 

Keywords: K-Means; Parallel K-Means; Clustering; MapReduce.  

1 Introduction 

Clustering is the process of partitioning data points in a given dataset into groups 

(clusters), where data points in one group are more similar than data points in other 

groups. Cluster analysis plays an important role in the Big Data problem. For exam-

ple, it has been used to analyse gene expression data, and in image segmentation to 

locate objects’ borders in an image. 

K-Means [1] is one of the most popular and widely used clustering algorithms. K-

means has been extensively studied and improved to cope with the rapid and expo-

nential increase in the size of datasets. One obvious solution is to parallelise K-

Means. K-Means have been parallelised based on different environments such as 

Message Passing Interface (MPI) [2] and MapReduce [3].            

For a given number of iterations, the computational complexity of K-Means is 

dominated by the distance computations required to determine the nearest centre for 

each data point. These operations consume most of the algorithm’s run-time because, 

in each iteration, the distance from each data point to each centre has to be calculated. 

Various optimisation approaches have been introduced to tackle this issue. Elkan [4] 



applied the triangle inequality property to eliminate unnecessary distance computa-

tions on high dimensional datasets. An optimisation technique based on multidimen-

sional trees (KD-Trees) [5] was proposed by Pelleg and Moore [6] to accelerate K-

Means. Judd et al. [7] presented a parallel K-Means formulation for MPI and used 

two approaches to prune unnecessary distance calculations. Pettinger and Di Fatta [8] 

[9] proposed a parallel KD-Tree K-Means algorithm for MPI, which overcomes the 

load imbalance problem generated by KD-Trees in distributed computing systems. 

Different approaches have been proposed to improve K-Means efficiency on MapRe-

duce by reducing the number of iterations. However, we intend to accelerate K-Means 

on MapReduce by reducing distance computations per iteration.   

This paper describes the implementation of K-Means on MapReduce with a map-

per-combiner-reducer approach and how the iterative procedure is accomplished on 

MapReduce. In Addition, it presents some preliminary results relative to the effect of 

distance calculations on the performance of K-Means on MapReduce. Finally, two 

approaches are suggested to improve the efficiency of K-Means on MapReduce. 

The rest of the paper is organised as follows: Section 2 briefly introduces K-Means 

and MapReduce, and presents a detailed description of Parallel K-Means on MapRe-

duce. Section 3 reports the experimental results. Section 4 presents the work in pro-

gress. Finally, section 5 concludes the paper.  

2 Parallel K-Means on MapReduce 

2.1 K-Means 

Given a set   of   data points in a  -dimensional space   , and an integer   that 

represents the number of clusters, K-Means partitions X into   clusters by assigning 

each        to its nearest cluster centre, or centroid,       , where   is the set of   

centroids. Given a set of initial centroids, data points are assigned to clusters and clus-

ter centroids are recalculated: this process is repeated until the algorithm converges or 

meets an early termination criterion. The goal of K-Means is to minimise the objec-

tive function known as the Sum of Squared Error (     ∑ ∑          
   

   
 
   , 

where   is the     data point in the    cluster and    is the number of data points in the 

   cluster. The time complexity for K-Means is        per iteration.  

 

2.2 MapReduce 

MapReduce [3] is a programming paradigm that is designed to, efficiently and relia-

bly, store and process large-scale datasets on large clusters of commodity machines.  

In this paradigm, the input data is partitioned and stored as blocks (or input-splits) 

on a distributed file system such as Google File System (GFS) [10], or Hadoop Dis-

tributed File System (HDFS) [11]. The main phases in the MapReduce model are 

Map, Shuffle, and Reduce. In addition, there is an optional optimisation phase called 

Combine. The MapReduce phases are explained as follows: 

In the Map phase, the user implements a map function that takes as an input the 

records inside each input-split in the form of key1-value1 pairs. Each map function 



processes one pair at a time. Once processed, a new set of intermediate key2-value2 

pairs is outputted by the mapper. Next, the output is spilled to the disk of the local file 

system of the computing machine. In the Shuffle phase the mappers’ output is sorted, 

grouped by key (key2) and shuffled to reducers. Once the mappers’ outputs are trans-

ferred across the network, the Reduce phase proceeds where reducers receive the in-

put as key2-list(value2) pairs. Each reducer processes the list of values associated to 

each unique key2. Then, each reducer produces results as key3-value3 pairs, which 

are written to the distributed file system. The Combine phase is an optional optimisa-

tion on MapReduce. Combiners minimise the amount of intermediate data transferred 

from mappers to reducers across the network by performing a local aggregation over 

the intermediate data. 

2.3 Parallel K-Means on MapReduce Implementation  

Parallel K-Means on MapReduce (PKMMR) has been discussed in several papers 

(e.g., [12][13]). However, in this paper we explain, in details, how counters are used 

to control the iterative procedure. Moreover, we show the percentage of the average 

time consumed by distance computations. PKMMR with a combiner consists of: 

Mapper, Combiner, Reducer and a user program called Driver that controls the itera-

tive process. In the following sections, a data point is denoted as   , a cluster identifi-

er as     , the combiner’s partial sum and partial count as       and        .             

Driver Algorithm 

The Driver is a process that controls the execution of each K-Means iterations in 

MapReduce and determines its convergence or other early termination criteria. The 

pseudocode is described in Algorithm-1. The Driver controls the iterative process 

through a user defined counter called                (line 2). The global_counter is 

used as a termination condition in the while loop. The counter is incremented in the 

Reducer if the algorithm does not converge or an early termination condition is not 

met, otherwise, the counter is set to zero and the while loop terminates. Besides con-

figuring, setting, and submitting the MapReduce job, the Driver also merges multiple 

reducers’ outputs into one file that contains all updated centroids. 

Algorithm-1: Driver  

1: Select k initial cluster centroids randomly; 

2: global_counter := 1 //initialised and modified in Reducer (Algorithm-4)  

3: while global_counter > 0 or a termination condition is not met do 

4: Configure and setup a MapReduce job; 

5: Send initial set of centroids to computing nodes, 

6: Run the MapReduce job; 

7: if number of reducers > 1 then  

8: Merge reducers output into one file 

9: end if 

10: global_counter := Counter(global_counter).getValue();  

11: end while 



Mapper Algorithm 

Each Mapper processes an individual input-split received from HDFS. Each Mapper 

contains three methods, setup, map and cleanup. While the map method is invoked 

for each key-value pair in the input-split, setup and cleanup methods are executed 

only once in each run of the Mapper. As shown in Algorithm-2, setup loads the cen-

troids to c_list. The map method takes as input the offset of the dp and the dp as key-

value pairs, respectively. In lines 4-10, where the most expensive operation in the 

algorithm occurs, the loop iterates over the c_list and assigns the dp to its closest cen-

troid. Finally, the mapper outputs the c_id and an object consists of the dp and integer 

1. Because it is not guaranteed that Hadoop is going to run the Combiner, Mapper and 

Reducer must be implemented such that they produce the same results with and with-

out a Combiner. For this reason, an integer 1 is sent with the dp (line 11) to represent 

p_count in case the combiner is not executed.  

 

 

 

Algorithm-2: Mapper  

Method setup ( ) 

1: Load centroids to c_list; 

Method map (key, value) 

1: Extract dp vector from value; 

2: c_id := -1; 

3: min_distance := ∞; 

4: for i := 0 to c_list.size -1 do 

5:  distance := EuclideanDistance(c_list[i], dp)  

6:  if distance < min_distance then 

7: min_distance := distance; 

8: c_id := i; 

9:  end if 

10: end for 

11: output (c_id, (dp, 1)); 

Algorithm-3:  Combiner  

Method setup ( ) 

1: Load centroids to c_list; 

Method reduce(c_id, list<values>) 

1: p_count := 0,  p_sum := 0;  

2: for value in values do 

3:  Extract dp vector from value; 

4:  p_sum := p_sum + the vector sum of dps in d-dimensions; 

5:  p_count := p_count + 1; 

6: end for  

7: output(c_id, (p_sum, p_count))     



Combiner Algorithm 

As shown in Algorithm-3, the Combiner receives from the Mapper (key, list(values)) 

pairs, where key is the c_id, and list(values) is the list of dps assigned to this c_id 

along with the integer 1. In lines 2-6, the Combiner performs local aggregation where 

it calculates the p_sum, and p_count of dps in the list(values) for each c_id. Next, in 

line 7, it outputs key-value pairs where key is the c_id, and value is an object com-

posed of the p_sum and p_count. 

Reducer Algorithm 

After the execution of the Combiner, the Reducer receives (key, list(values)) pairs, 

where key is the c_id and each value is composed of  p_sum and p_count. In lines 2-6 

of Algorithm-4, instead of iterating over all the dps that belong to a certain c_id, 

p_sum and p_count are accumulated and stored in total_sum and total_count, respec-

tively. Next, the new centroid is calculated and added to new_c_list. In lines 9-11, a 

convergence criterion is tested. If the test holds, then the global_counter is increment-

ed by one, otherwise, the global_counter’s value does not change (stays zero) and the 

algorithm is terminated by the Driver. 

3 Experimental Results 

To evaluate PKMMR, we run the algorithm on a Hadoop [14] 2.2.0 cluster of 1 mas-

ter node and 16 worker nodes. The master node has 2 AMD CPUs running at 3.1GHz 

with 8 cores each, and 8x8GB DDR3 RAM, and 6x3TB Near Line SAS disks running 

Algorithm-4: Reducer  

Method setup ( ) 

1: Load centroids to c_list; //holds current centroids 

2: global_counter = 0; 

3: Initialise new_c_list; //holds updated centroids 

Method reduce(c_id, list<values>) 

1: total_sum, total_count,  new_centroid, old_centroid  = 0;  

2: for value in values do 

3:  Extract dp vector from value; 

4:  total_sum := total_sum + value.get_p_sum(); 

5:  total_count := total_count + value.get_p_count(); 

6: end for  

7: new_centroid :=  total_sum /  total_count; 

8: add new_centroid to new_c_list  

9: if new_centroid has changed  or a threshold is not reached then 

10:  Increment global_counter by 1   

11: end if 

12: output(c_id, dp)     

Method cleanup( ) 

1:   Write new centroids in new_c_list to HDFS; 



at 7200 rpm. Each worker node has 1 Intel CPU running at 3.1 GHz with 4 cores, and 

4x4GB DDR3 RAM, and a 1x1TB SATA disk running at 7200 rpm. 

The datasets used in the experiments are artificially generated where data points 

are randomly distributed. Additionally, initial cluster centroids are randomly picked 

from the dataset [1]. The number of iterations is fixed in all experiments at 10. 

To show the effect of distance calculations on the performance of PKMMR, we run 

the algorithm with different number of data points n, dimensions d and clusters k. The 

percentage of the average time consumed by distance calculations in each iteration is 

represented by the grey area in each bar in the Fig. 1-(a), 1-(b), and 1-(c). The white 

dotted area represents the percentage of the average time consumed by other MapRe-

duce operations per iteration including job configuration and distribution, map tasks 

(excluding distance calculations) and reduce tasks.      

 In each run, we compute the average run-time for one iteration by dividing the to-

tal run-time over the number of iterations. Then, the average run-time consumed by 

distance calculations per iteration is computed.  

We run PKMMR with a varied number of d, while n is fixed at 1,000,000, and k is 

fixed at 128. Fig.1-(a) shows that 39% (d=4) to 63% (d=128) of the average iteration 

time is consumed by distance calculations. 

 

 
(a) Avg. time consumption with variable 

number of d. n=1000000, k=128.  

 
(b) Avg. time consumption with variable 

number of k. n=1000000, d=128.   

 

 
(c) Avg. time consumption with variable 

number of n. d=128, k=128. 

 

Fig. 1. Percentage of the average consumed time by distance calculations per iteration with 

variable number of d, k and n. 
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PKMMR is also run with a variable number of k, while n is set to 1,000,000 and d 

is set to 128. In Fig.1-(b), it can be clearly seen the tremendous increase in the per-

centage of consumed time by distance calculations per iteration from 11% (k=8) to 

79% (k=512). In this experiment, distance calculations become a performance bottle-

neck as the number of clusters increases, which is more likely to occur while pro-

cessing large-scale datasets.   

Fig. 1-(c) illustrates the percentage of the average time of distance calculations 

when running PKMMR with variable number of n, while d=128 and k=128. As it can 

be observed, distance calculations consume most of the iteration time. About 65% of 

the iteration time is spent on distance calculations when n=1,250,000. Therefore, re-

ducing the number of required distance calculations will most likely accelerates the 

iteration run-time and, consequently, improves the overall run-time of PKMMR. 

4 Work in Progress 

We intend to accelerate the performance of K-Means on MapReduce by applying two 

methods to reduce the distance computations in each iteration. Firstly, triangle ine-

quality optimisation techniques are going to be implemented and tested with high 

dimensional datasets. However, such techniques usually require extra information to 

be stored and transferred from one iteration to the next. As a consequence, large I/O 

and communication overheads may hinder the effectiveness of this approach if not 

taken into careful consideration. Secondly, efficient data structures, such as KD-trees 

or other space-partitioning data structures [15], will be adapted to MapReduce and 

used with K-Means. Two issues will be investigated in this approach. First, inefficient 

performance with high dimensional datasets that has been reported in [6]. Second, 

load imbalance that was addressed in [8][9]. 

5 Conclusions 

In this paper we have described the implementation of parallel K-Means on the 

MapReduce framework. Additionally, a detailed explanation of the steps to control 

the iterative procedure in MapReduce has been presented. Moreover, a detailed analy-

sis of the average time consumed by distance calculations per iteration has been dis-

cussed. From the preliminary results, it can be clearly seen that most of the iteration 

time is consumed by distance calculations. Hence, reducing this time might contribute 

in accelerating K-Means on the MapReduce framework. Two approaches are under 

investigations, which are, respectively, based on the triangle inequality property and 

space-partitioning data structures. 
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Abstract—K-Means is one of the most efficient and popular
clustering algorithms that has been around for more than 50
years. The naive implementation of K-Means spends the vast
majority of its time computing redundant distance calculations
from each point to all cluster centres. This issue has been
extensively studied and methods based on the triangle inequality
principle have been used to eliminate unnecessary distance
calculations. Most triangle inequality optimisations cache extra
information (distance bounds and cluster assignments) from one
iteration to eliminate the need of computing exact distances in the
next. This work takes these optimisations one step further and
integrates them into an accelerated version of K-Means on a well-
known distributed computing framework known as MapReduce
to produce an efficient and highly scalable K-Means for big
data. Although MapReduce is considered as one of the most
reliable and fault tolerant distributed computing frameworks,
one of its major drawback is that it does not support iterative
algorithms such as K-Means, and does not cache any data
between two consecutive iterations, which is required in most
triangle inequality optimisations. Therefore, this work introduces
two new approaches to pass information from one iteration to
the next to accelerate K-Means. The first approach is called K-
Means on MapReduce using Extended Vector (KMMR-EV). The
second approach is called K-Means on MapReduce using Bounds
Files (KMMR-BF). These approaches achieve speedups up to
4.5x for KMMR-EV and 6.8x for KMMR-BF, with respect to
the naive implementation of K-Means on MapReduce (KMMR-
N). An extensive experimental work, with real and synthetic
datasets, has been conducted on Apache Hadoop (an open-source
implementation of MapReduce), along with an overhead analysis
to show the effectiveness of both approaches.

I. INTRODUCTION

Due to the vast amounts of data that has been generated
during the last decade, new technologies and algorithms had
to be developed to cope with this exponential explosion
of generated data. Cluster analysis is one of the important
techniques that aims to explore the hidden structure of the
data. Clustering is the process of dividing the data into groups
(clusters), where data points in the same group has more
similarities than data points in other groups [1].
Selected as one the top ten data mining algorithms [2],

the K-Means algorithm [3] [4] [5] is considered as one the
most widely used clustering algorithms [6]. K-Means gained
its popularity from its simplicity and efficiency. Given a
set X = {x1, x2, ..., xn}, where n is the number of data
points in a d-dimensional space Rd, partitioned into k clusters
C = {C1, C2, ..., Ck}, K-Means aims to minimise the Sum

of Squared Error SSE =
∑k

j=1

∑
x∈cj ‖ x − cj ‖2, where

j is the index of the j-th C ∈ C, and cj is the centroid
(mean of points) of Cj . The most used and straightforward
implementation of K-Means is known as Lloyd’s algorithm
[1], which in this work is referred to as Naive K-Mean. The
Naive K-Means algorithm starts by randomly picking k initial
cluster centroids. Then, the distance from each x ∈ X to each
cj ∈ C is computed and x gets assigned to its closest cj .
Next, Cj is moved to the mean of all points assigned to it. The
algorithm iterates until it converges (where cluster centroids do
not move any more), or an early termination condition is met.
K-Means finds a local minimum solution in O(ndk) running
time per iteration.
This work aims to improve the scalability and efficiency of

the Naive K-Means, taking into consideration two conditions:
1) obtaining the exact same final centres as the Naive K-Mean;
2) working on an original and unmodified scalable distributed
framework. Therfore, this work introduces a parallel imple-
mentation of Elkan’s K-Means [6], which is deterministically
equivalent to Naive K-Mean, on a well-known distributed
framework known as MapReduce [7]. Apache Hadoop [8] is
the most famous open source implementation of MapReduce,
and the algorithms’ implementations in this work is based
on Hadoop’s programming API. Elkan’s algorithm, efficiently,
eliminates redundant distance computations related to each
data point and produces the same exact results as the Naive
K-Means. The number of distance computations is reduced to
be closer to O(n) instead of O(nk) per iteration as in the
Naive K-Means. Section III-A explains triangle inequality in
detail.
To apply triangle inequality to K-Means, extra information

(bounds and cluster assignments) is required to be passed
from one iteration to the next to avoid unnecessary dis-
tance computations. This is not a straightforward process in
MapReduce because the framework does not directly support
iterative algorithms, and does not cache data between two
consecutive MapReduce jobs [9]. Therefore, this work presents
two new approaches that pass information from one iteration
to the next in MapReduce to accelerate K-Means. The first
approach called, K-Means on MapReduce using Extended
Vector (KMMR-EV), appends the extra information in the
current iteration to the input data vector and forms an extended
vector that is used as an input in the next iteration. The second
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approach is K-Means on MapReduce using Bounds Files
(KMMR-BF), where extra information is written into separate
files on Hadoop Distributed File System (HDFS), and the
required information is retrieved on next iterations from these
files. Both approaches have been extensively experimented on
Hadoop, with real and synthetic datasets with variable values
for d and k that range from 4 to 2048. The results show
improvement in efficiency for both approaches, compared to
Naive K-Means on MapReduce (KMMR-N), with speedups of
6.8x for KMMR-BF, and 4.5x for KMMR-EV when k = 1024
and d = 512.
Many alternative ditributed computing frameworks, such as

Spark [10] and Twister [9], that support iterative algorithms
could be used instead of Hadoop. However, this work shows
that significant speedups can be achieved when using the
MapReduce paradigm on Hadoop by optimising the algorithms
and using these optimised algorithms as drop-in solutions.
The rest of the paper is organised as follows: Section

2 reviews the related work. Section 3 explains the triangle
inequality and how it can be applied to K-Means and explains
the implementation of the two new approaches. Section 4
discusses the experimental results. Finally, section 5 concludes
the paper and discusses the future work.

II. RELATED WORK

Triangle inequality has been used in many works to elimi-
nate unnecessary distance computations. Elkan [6] introduced
an efficient K-Means algorithm, which this work builds on,
using triangle inequality. For each point, Elkan’s algorithm
keeps one upper-bound on the distance from that point to its
closest centroid, and k lower-bounds on the distance from the
same point to each centroid. Although the algorithm works
efficiently with high dimensional data, it needs to store and
retrieve: n upper-bounds, n cluster assignments (cid), and nk
lower-bounds. It also requires O(k2) time to compute centre-
centre distances. In [11] and [12], the authors, independently
and differently, extend Elkan’s algorithm to make it work with
fewer number of lower bounds in an attempt to reduce the
resulted overhead from maintaining nk lower-bounds as in
Elkan’s. In [13], Elkan’s algorithm has been parallelised over
a shared-memory, multicore machine, and compared against
other variants of K-Means.
A parallel implementation of K-Means on distributed mem-

ory multiprocessors based on Message Passing Interface MPI
was introduced by Dhillon and Modha in [14]. The algorithm
partitions the original dataset into a number of subsets. Then,
each processor works on an independent subset where distance
calculations are performed and each point is assigned to its
closest centroid. Then, partial sums and SSEs are collected
and new centroids are calculated. This process is repeated
until the algorithm converges. The authors in [15] introduced
parallel K-Means based on MPI and used a method called
Spheres of Guaranteed Assignment which follows the concept
of pruning unnecessary distance calculations per iteration
based on triangle inequality but without maintaining upper or
lower bounds.

In [16], the authors presented a parallel K-Means on Twister
[9], which is an optimised implementation of the MapRe-
duce framework that supports iterative algorithms based on
publish/subscribe messaging infrastructure and caches static
data in memory, to cluster high dimensional social image
data. The authors applied triangle inequality to reduce distance
computations based on Elkan’s [6] work, except that instead of
keeping nk lower-bounds, they keep fewer number of lower-
bounds. The work presented in this paper is different in terms
of using the standard unoptimised MapReduce programming
paradigm which is implemented by Haddop. The work in [17]
breaks down the running time of each iteration on K-Means
on MapReduce and shows that the time to compute distances
is the bottleneck in K-Means.
K-Means++ [18] is a variant of K-Means which carefully se-

lects the initial set of centroids that has a constant factor away
from the optimum solution. K-means‖ or Scalable K-mean++
[19] and Competitive K-Means [20], address a downside of
the k-means++ initialisation which is its inherently sequential
nature and provide solutions to make it work efficiently on a
parallel environment, specifically, MapReduce.
In [21], K-Means is implemented on MapReduce and its

efficiency is improved by using locality sensitive hashing
LSH to divide points into buckets where the original points
are transformed into weighted representative points. This
method is used to prune unnecessary distance computations
by computing the distance of a given point with only a
small number of centres that exist in the same bucket as
the point. The algorithm was tested with real datasets and
shows improvement in speed by 67% and 76% when k is
1500 and 3000 respectively, compared to scalable K-Means++.
However, the dimensionality of both datasets is low (26 and
41 dimensions) which does not give a full understanding of
the algorithm’s behaviour with high dimensional datasets.

III. K-MEANS ON MAPREDUCE

A. K-Means and Triangle Inequality

This section briefly reviews Elkan’s [6] method to reduce the
number of distance computations by using trinagle inequality.
The triangle inequality property states that, for any three points
a, b, and c, ‖ a−c ‖≤‖ a−b ‖ + ‖ b−c ‖. Elkan’s algorithm
applies the triangle inequality to K-Means as follows: let c and
c′ be two centroids, where c is the closest centroid to point x,
and c′ is any other centroid:

if 1
2 ‖ c− c′ ‖≥‖ x− c ‖ then ‖ x− c′ ‖≥‖ x− c ‖ (1)

which means that x is closer to c and there is no need to
calculate ‖ x− c′ ‖.
Elkan’s algorithm sets an upper-bound (u) on the distance

between x and c, where c is the closest centroid to x, such that
u ≥‖ x− c ‖. From (1), if u ≤ 1

2minc′ �=c ‖ c− c′ ‖, then all
distance calculations related to point x can be avoided because
no other centroid can be closer to x than the current centroid c.
Furthermore, a lower-bound (l) is set on the distance between
x and each centroid c′, such that l ≤‖ x− c′ ‖.
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TABLE I
NOTATIONS DESCRIPTION

Notation Description

X The input dataset of size n
k Number of clusters
C[] An array of size k holds the list of centroids
newC[] An array of size k holds the list of new centroids
S[][] A 2D-array holds k× k centre-centre distances
P[] A boolean array of size k holds the status of centroids
H[] An array of size k holds half minimum distance to the

second closest centroid from each centroid
u upper-bound from each x ∈ X to closest c ∈ C
l k lower-bounds from each x ∈ X to all c ∈ C
cid Cluster index (ID) of the closest c ∈ C from x ∈ X

Before the end of each iteration, upper and lower bounds
are updated by, first, computing the distance moved by each
centroid, then adding this distance to the upper-bound, and
subtracting it from the each lower-bound. The algorithm
caches centre-centre distances along with half the distance
between each centre and its closest other centre. Further ex-
planation of the process of eliminating distance computations
can be found in section III-D.
Table I describes the notations that appear in following

sections.

B. MapReduce and Hadoop

MapReduce [7], is a distributed computing framework that
was introduced by Google in 2004, and Apache Hadoop [8]
is the most famous open-source platform that implements
MapReduce. In MapReduce, the input dataset is partitioned
into subsets, known as input-splits. These input-splits are
distributed over Hadoop Distributed File System (HDFS).
The input-splits are then transferred to the mappers as key-
value pairs. Each mapper represents a node in the cluster
and processes an individual input-split. The output of each
mapper is sorted by key and sent to the allocated reducer
as key-value pairs. Each reducer receives the output of the
mappers as key-list(values) pairs, which represent the values
that was associated to each key by the mapper. Finally, each
reducer outputs the results to HDFS. An optional optimisation
known as a combiner can be used to minimise the amount
of intermediate data transferred from mappers to reducers
across the network by performing a local aggregation over
the intermediate data [22].

C. KMMR-N: Naive K-Means on MapReduce

Due to the lack of support to iterative algorithms in the
MapReduce framework, a controller program, called here a
Driver, has been implemented to control the iterative process,
merge the centroids’ files that are emitted by Reducers, and
checks the algorithm’s convergence. In the map phase, each
mapper processes an individual input-split that is received
from HDFS. Inside the Mapper, centroids are loaded to
memory in the setup method. After that, the map function
receives the byte offset and the data point as key-value pairs.
The map function assigns each data point to its closest centroid

and outputs the centroid’s index (cid) as the key, and data
point as the value. Then, the Mapper’s output is sorted by cid
and sent or shuffled to the assigned Reducer. Each Reducer
receives the cid as key and the assigned data points to this
cid as a list of iterable values. After loading the centroids to
memory in the setup method, the reduce method re-computes
the new centroid and compares the new and old centroids. If
the centroids are not equal, the convergence status is set to
not converged, consequently, the Driver runs a new iteration.
Finally, each Reducer outputs the new centroids to HDFS and
the centroids from all Reducers are merged in the Driver.

D. K-Means on MapReduce using Triangle Inequality

To apply the triangle inequality to K-Means, the algorithm
requires extra information to be passed from one iteration
to the next. In particular, it requires the following for each
input data point: an upper-bound from the data point to
its closest centroid, the cid of the assigned cluster, and k
lower-bounds from each data point to each centroid. This
work introduces two approaches that implement KMMR with
triangle inequality:
1) KMMR-EV: K-Means on MapReduce using Extended

Vector: This approach applies the triangle inequality to
KMMR by extending the input data vector. That is, in the
current iteration, required extra information is appended to the
original data vector which forms the extended vector (EV) and
this vector is then written to HDFS and used as an input in the
next iteration. Fig. 1 shows the structure of the extended vector
which starts with k lower-bounds, followed by an upper-bound,
the assigned cid, and the original vector of size d dimensions.
So, the EV’s size becomes: d+ k + 2.

Fig. 1. Structure of Extended Vector (EV)

The implementation of KMMR-EV consists of three major
phases, a driver that controls the iterative process, a map phase
that assigns each point to its closest centroid, and a reduce
phase that computes the means of the points assigned to each
cid and produce new centroids. The detailed explanation of
the phases is as follows:
Driver: The Driver (Algorithm 1) randomly picks the initial

set of centroids, initialises the MapReduce job, and controls
the iterative process.
Map phase: Since distances are not initialised yet, the

mapper in the first iteration (Algorithm 2) works as an initial-
isation step to initialise upper and lower bounds. Each time
the distance from ev.point to any centroid cj is calculated, the
lower-bound that corresponds cj is set to that distance in line
11. Line 14 sets the upper-bound to the distance from the point
to its closest centroid. The boolean array skip[] is initialised
to false and holds the status of each centroid. In line 9, if true,
the distance calculation to centroid cj is skipped, otherwise,
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Algorithm 1: Driver(k, X)
1 select k initial cluster centroids randomly
2 iteration ← 1
3 while not converged or an early termination condition is
not met do

4 send the centroids’ file to all computing nodes
5 if iteration == 1 then
6 set mapper to EVInitMapper //Algorithm 2
7 else
8 set mapper to EVElkanMapper //Algorithm 3
9 end
10 run the MapReduce job
11 if numberofreducers > 1 then
12 merge reducers output into one file
13 end
14 reducer/s (Algorithm 4) check for convergence
15 iteration← iteration+ 1
16 end

the distance is calculated. Lines 16-20 uses inequality (1) to
set the skip status of the next centroid in the centroids array
C[] .
The second mapper (Algorithm 3), which is executed on

iterations > 1, takes as input a key-value pair, where value
is the Extended Vector that was stored by the mapper in
the previous iteration. In lines 5-8, the upper and lower-
bounds are updated by adding the centroid’s movement to
the upper-bound, and subtracting it from each lower-bound.
The centroid’s movement is part of the data structure that
holds the centroid’s vector and is computed and stored at
the end of the reduce stage. The movement can be retrieved
by calling getMovement(). In line 11, H[ev.cid] is half the
distance from the centroid associated with the current point
to its closest other centroid. If the test holds, all distance
calculations associated to the currently processed point are
skipped. In line 15, S[ev.cid][j] is the distance from the
centroid that was assigned to the current point to centroid cj . If
the tests in lines 13-15 does not hold, the distance computation
to currently processed centroid is skipped. The distance from
the current point to any centroid other than one assigned to
the point does not get calculated until line 24, where the tests
at line 23 repeats the tests at line 13 but with an updated u.
All the bounds are stored to the ExtendedVector object (ev)
and, finally, ev is written to HDFS, and the mapper outputs the
point (ev.point) with the index of its closest centroid (ev.cid).
Reduce phase: the implementation of the reducer (Algo-

rithm 4) is the same in all approaches including KMMR-
N. Each reducer receives the cid as the key and the list of
points assigned to cid as list of values. Each reducer processes
each cid with its associated points independently. The reducer
iterates over the points and computes the average of all points
assigned to input cid to produce the new centroid. The old
and new centroids are compared and if they are not equal or
does not satisfy a certain threshold, the convergence status is

Algorithm 2: EVInitMapper(k, C)
1 Function setup():
2 compute S[][]
3 Function map(key, value)
4 declare new ExtendedVector ev
5 ev.point ← value
6 initialise all values in skip[k] to false
7 min distance ←∞
8 for j ← 0 to k − 1 do
9 if skip[j] then continue
10 distance ← getDistance(ev.point, C[j])
11 ev.l(j, distance) //set l(x, j)
12 if distance < min distance then
13 min distance ← distance
14 ev.u ← min distance //set u(x)
15 ev.cid ← c //set cid
16 for z ← j + 1 to k − 1 do
17 if S[j][z] ≥ 2 ∗ distance then
18 skip[z] ← true
19 end
20 end
21 end
22 end
23 writeToHDFS(ev)
24 output(ev.cid, ev.point)

set to not converged, which, consequently, makes the Driver
runs one more iteration.
2) KMMR-BF: K-Means on MapReduce using Bounds

Files: This approach stores the extra information into files
called Bounds Files (BF). For each point, each mapper stores
one upper-bound, k lower-bounds, and the cid of the assigned
cluster centroid to the point. Each BF corresponds to an input-
split processed by a mapper. To find out which BF corresponds
to which input-split, the BF’s name is set to be the starting
byte offset of the currently processed input-split. So, in the
current iteration the mapper looks in HDFS for the BF’s name,
which was stored in last iteration, that matches the currently
processed input-split’s starting byte offset and loads all the
extra information to memory. The size of each BF would be
n
p (k + 2), where p is the number of mappers.
Since most of this algorithm’s implementation matches

KMMR-EV implementation in the last section, the main im-
plementation’s differences will be pointed out in this section.
As in KMMR-EV, KMMR-BF has two mapper implementa-
tions, the first mapper runs on the first iteration and the second
runs on iterations > 1. The triangle inequality is also applied
in the same way as KMMR-EV. The main difference is in
the way of storing and retrieving extra information. KMMR-
BF reads the bounds from BF and loads them to memory in
the setup method. Then, it proceeds the centres elimination
process as in KMMR-EV. After that it assigns the point to
its closest centre and outputs the cid with its associated point
to reducers. Next, when each mapper finishes processing all
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Algorithm 3: EVElkanMapper(k, C)
1 Function setup():
2 compute S[][]
3 Function map(key, value):
4 create a new ExtendedVector ev from value
5 for j ← 0 to k − 1 do
6 ev.l(j) ← max[ev.l(j) − getMovement(j), 0]
7 end
8 ev.u ← ev.u + getMovement(ev.cid)
9 update u ← true //flag to check if u is updated
10 d1, d2 ← 0
11 if ev.u � H[ev.cid] then continue
12 for j ← 0 to k − 1 do
13 if (j 	= ev.cid)
14 & (ev.u > ev.l(j))
15 & (ev.u > S[ev.cid][j] ∗ 0.5) then
16 if update u then
17 d1 ← getDistance(ev.point, c(ev.cid))
18 ev.u ← d1
19 ev.l(ev.cid) ← d1
20 update u ← false
21 end
22 d1 ← ev.u
23 if d1 > ev.l(j) or d1 > S[ev.cid][j] ∗ 0.5

then
24 d2 ← getDistance(ev.point, c(j))
25 ev.l(j) ← d2
26 if d2 < d1 then
27 ev.cid ← j
28 ev.u ← d2
29 update u ← false
30 end
31 end
32 end
33 writeToHDFS(ev)
34 output (ev.cid, ev.point)
35 end

n/p records, where p is the number of mappers, the updated
bounds are written to a BF on HDFS in the cleanup method.

E. Overhead Analysis

Both approaches generate I/O and memory overheads that
could become the performance bottleneck for large number of
k clusters and n points in d dimensions. Because Hadoop’s files
are immutable (i.e. records cannot be modified). Therefore,
any information that needs to be passed from one iteration to
the next must be written to a file and then read in the next
iteration. In case of KMMR-EV, for p number of mappers,
each mapper writes n/p EVs, each EV contains d input data
vector, k lower-bounds from each point to all centroids, an
u from each point to its closest centroid, and the cid of the
closest centroid. So, KMMR-EV writes n

p (d+ k + 2) EVs to
HDFS in each iteration.

Algorithm 4: EVReducer(k, C)
1 Function setup():
2 initialise newC[k]
3 Function reduce(cid, points):
4 sum ← (0,0,0,...,0)
5 foreach p ∈ points do
6 sum← sum+ p
7 end
8 newC[cid]← sum/|points|
9 if newC[cid] 	= C[cid] then not converged yet
10

11 Function cleanup():
12 writeToHDFS(newC)

KMMR-BF, on the other hand, requires n
p (k+2) read/write

operations for k lower-bounds, an upper-bound, and a cid,
which results in lower overhead compared to KMMR-EV.
In terms of memory overhead, both approaches require

O(k2) memory space and time for centre-centre distances in
each iteration. Furthermore, KMMR-BF requires n

p (k + 2)
memory for lower/upper bounds and cluster assignments.
So, the whole memory space required by KMMR-BF is
O(np (k + 2) + k2).

IV. EXPERIMENTAL RESULTS
A. Experiment Setup
The experiments are executed on a Hadoop 2.6.0 cluster of

1 master node and 16 worker nodes. The master node has 2
AMD CPUs running at 3.1GHz with 8 cores each, and 8x8GB
DDR3 RAM, and 6x3TB Near Line SAS disks running at 7200
rpm. Each worker node has 1 Intel CPU running at 3.1 GHz
with 4 cores, and 4x4GB DDR3 RAM, and a 1x1TB SATA
disk running at 7200 rpm.
The number of iterations is fixed to 20 iterations for all

tests. We chose 20 because, after few iterations the centres
do not move much [6], hence, 20 iterations will give a good
intuition of the performance in general and the number of
skipped distance calculations per iteration. Each experiment
is run for 10 times and the average is reported. The number
of reducers in all experiments = 1.
The wall-clock time is measured for all experiments and af-

ter measuring the average time spent by each mapper/reducer,
the average time per iteration is calculated. For example, let
each mapper runs in Tm time, then the average map time
per iteration TM for M number of mappers where m ∈ M ,
that iterates for E number of iterations where e ∈ E is
TM = 1

E

∑E
e=1

∑M
m=1

Tm
M .

The speedup of the new approaches is compared against the
KMMR-N where speedup is calculated as the average iteration
time of KMMR-N divided by the average iteration time of the
optimised approach.

B. Datasets
Real and synthetic datasets have been used in the experi-

ments. The real dataset is:
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Fig. 3. Average run time per iteration with variable k

1) KDD04: A public dataset for protein homology predic-
tion task of KDDCUP 2004 [23]. It contains 145751
points in 74 dimensions which describe the sequence
alignment match between the native protein sequence
and the sequence that is tested for homology with size
of 63 MB (MB=Megabyte, GB=Gigabyte).
The next synthetic datasets were generated with well
separated spherical Gaussian clusters:

2) GaussianD-d: 10 datasets have been generated to test
the performance with variable dimensions d, where d
= 4, 8, 16, 32, 64, 128, 256, 512, 1024 and 2048, n
= 100,000 and k = 128, and the size ranges from 7
MB for GaussianD-4 to 3.7 GB for GaussianD-2048.
GaussianD-512 was used on testing the performance
with variable k.

3) GaussianN-n: Four datasets have been artificially gen-
erated to test the performance with variable number of
data points n, where n = 5× 105, 106, 5× 106 and 107,
in 64 dimensions and with the size ranges from 590 MB
for GaussianN-5× 105 to 11.5 GB for GaussianN-107.

C. Results

The dataset GaussianD-512 is used in testing the effect of
variable number of clusters k. Fig. 2 and 3 show the speedup
and the runtime per iteration for KMMR-BF and KMMR-
EV relative to KMMR-N with variable number of clusters
k. For low to medium k (4-32), KMMR-BF and KMMR-
EV run almost with the same speed as KMMR-N. However,
the gain in speed for both starts when k=64 and reaches the
peek when k=1024 (6.8x for KMMR-BF and 4.5x for KMMR-
EV) where the benefit from eliminating distance calculations
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operations with variable k

outweighs the overhead from computing distance matrix, and
reading/writing bounds. Both algorithms start to get slower
when k=2048 because the amount of overhead that increases
with respect to k. However, even with the large amount
of overhead, both algorithms are still faster than KMMR-N
because as the overhead time in KMMR-BF and KMMR-EV
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increases with respect to k, the time of computing distances
also increases in KMMR-N and the time consumed by the
overhead in KMMR-BF and KMMR-EV is compensated by
the saved time from eliminating distance computations.
Fig. 4 shows the average time of distance calculations

per iteration which is linear to k and dominates the runtime
in KMMR-N, while its insignificant and almost constant in

KMMR-BF and KMMR-EV. Fig. 5 shows the percentage of
the average skipped distance computations per iteration where
it reaches 99% for large k.
For lack of space in Fig. 6 and 7, KMMR-N, KMMR-EV,

and KMMR-BF are shortened to N, EV, and BF, respectively.
In Fig. 6, each bar represents the average iteration time
divided into: overhead time, and rest of operations time, where
the former does not apply to KMMR-N. The overhead time
consists of three major operation: 1) computing k2 centre-
centre distances, 2) reading bounds from HDFS and loading
them into memory (occurs in KMMR-BF only), and 3) writing
EVs and BFs to HDFS. The rest operations time includes:
the time to stup and distribute the job, point-centre distance
calculations, shuffle, reduce, data files replication, etc. Three
remarks can be noticed: 1) For large number of k (k > 512)
the overhead becomes the performance bottleneck instead
of distance calculations. 2) Despite the generated overhead,
both approaches run faster than KMMR-N because of the
gain in speed from skipping distance calculations. 3) For a
small number of k, the overhead in KMMR-EV dominates the
iteration run time which makes it slower than KMMR-N and
KMMR-BF.
Fig. 7 shows the average time of overhead per iteration

broken into three three major operations that were mentioned
previously. It can be seen that KMMR-EV struggles more
than KMMR-BF with the large overhead created from writing
EVs to HDFS even with small k. The time to compute the
matrix of centre-centre distances is obviously the same in both
approaches and can significantly affects the running time with
large values of k as can be notices in k = 2048. The time
to load BFs to memory is not significant in KMMR-BF even
with large values of k.
Fig. 8 shows the speedup relative to KMMR-N, and Fig.

9 shows the average time to write EVs and BFs to HDFS
in KMMR-BF and KMMR-EV per iteration. The datasets
GaussianD-d have been used in this test, where d varies from
4 to 2048, and k is fixed at 128 clusters. As the number
of d increases, KMMR-BF gains speedups (up to 3.7x when
d = 512), while KMMR-EV gains speedup up to 2.1x when
d = 256 and its performance drops as d increases (0.3x when
d=2048) because of the large overhead generated from writing
n
p (d+k+2) EVs per mapper in each iteration, where p is the
number of mappers. As can be seen in Fig. 9 that the time to
write EVs to HDFS increases dramatically as d increases in
KMMR-EV.
Fig. 10 shows the speedup of KMMR-EV and KMMR-

BF relative to KMMR-N using the datasets GaussianN-n for
variable number of n and fixed values for d=64 and k=100.
As the number of n increases, speedup for both approaches
reaches ≈ 2x when n=106 and declines when n = 107 because
the I/O overhead and the shuffle time become the dominant
costs. This is because as n increases to very large values,
the number of mappers also increases which, consequently,
increases the time to write EVs and BFs (which are replicated
over data nodes), and increases the communication between
mappers and reducers. Adding to these reasons, the limitation
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in KMMR-EV which makes the algorithm increases the initial
number of mappers assigned to the MapReduce job (see
section III-D1), testing KMMR-EV with n = 107 required
a large number of mappers (90 mappers), which made the test
hard to execute.
Fig. 11 shows the speedup for KMMR-BF and KMMR-

EV relative to KMMR-N for the real dataset KDD04. The
dataset has been tested with variable values of k = 50, 100,
500 and 1000. When k is 50 to 100, the speedup is ≈ 1.6x
for both algorithms. When 500 ≤ k ≤ 1000, KMMR-BF’s
speedup increases to 2x, while KMMR-EV’s decreases to ≈
1.3x for both k values. This is because the time to write
EVs in KMMR-EV is larger than the time to write BFs, and
KMMR-EV reaches the point where it cannot compensate the
time spent on reading/writing EVs with the time saved from
skipping distance computations.

V. CONCLUSION

This paper has presented the implementation of two new
techniques to introduce triangle inequality optimisations to
K-Means on MapReduce. The first approach, KMMR-EV,
appends the required bounds to the original input data vec-
tor and uses this extended vector (EV) as an input in the
next iteration. While in the second approach, KMMR-BF,
the bounds are stored on files called bounds files (BF) and
the required information are retrieved from these files. An
extensive experimental analysis has been carried out using
real world and synthetic datasets, to study the performance
and the overhead in a wide range of the input parameters,
such as variable n points, d dimensions, and k clusters. The
experimental results show that both approaches can decrease
the running time compared to KMMR-N with speedups of
4.5x for KMMR-EV and 6.8x for KMMR-BF. The trade-off
from using these two approaches has been examined in the
experimental work and explained in the overhead analysis.
KMMR-BF performs faster than KMMR-EV and KMMR-

N when applied to datasets with high dimensional space d,
where 128 ≤ d ≤ 2048, and large number of clusters k, where
256 ≤ k ≤ 2048. For large values of n, d and k (e.g. Fig 8 and
10), the overhead in KMMR-EV could outweighs the gained
time from eliminating distance computations and it becomes
slower than KMMR-N.
The future work will observe the effeciency of other K-

Means optimisations on MapReduce, such as Hamerly’s al-
gorithm [11] with only one lower-bound, and Compare-means
[24] using only triangle inequality with centre-centre distances.
Furthermore, the performance of these algorithms will be
examined and compared on different distributed frameworks
such as Spark and Twister.
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1 Introduction

The last two decades witnessed an exponential growth
of the data generated by many sources such as, scientific
experiments, social media Web sites, government
statistics, sensor networks, and many other. For
example, the Large Hadron Collider project (LHC),

which provides more knowledge about the universe
by accelerating particles and examining the results
from their collisions, is expected to produce around
50 petabytes of data in 2017, and the collected data
could reach 10 gigabytes per second (WLCG, 2017).
YouTube users eceeded 1 billion users, where 100 hours
of videos are uploaded every minute, and 135,000 hours
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are watched (YouTube, 2017). eBay stores and preocess
about 150 billion new records daily (Lin and Dyer, 2010).
In order to cope with this rapid increase in the data,
novel solutions are developed to manage and process
large-scale datasets known as big data.

Collecting, storing and managing the data is a crucial
process. However, the data itself is worthless unless
meaningful knowledge can be extracted from it. For
this reason, various innovative techniques were developed
over the years dedicated to knowledge discovery. One of
the essential approaches to unveil the hidden patterns
in a given set of observations is to divide these
observations into a number of groups (clusters), such
that observations in one group have more similarities
than observations in other groups. This process is
known as clustering or cluster analysis. Clustering
algorithms are developed and used in many fields
such as engineering, computer science, life and medical
sciences, astronomy and earth sciences, social sciences
and economics (Xu and Wunsch, 2009). Most clustering
algorithms, however, are computationally expensive or
iterative in nature. This made the clustering task
very challenging, especially when dealing with large
and high-dimensional datasets. Therefore, the focus
has been shifted lately to parallel clustering solutions
on distributed processing models to overcome these
challenges. One of the most popular and attractive
distributed processing models is known as MapReduce
(Dean and Ghemawat, 2008). Apache Hadoop (Apache,
2017) provides an open-source implementation of the
MapReduce programming model. The popularity of
MapReduce comes from its ability to offer a reliable and
fault-tolerant parallel programming paradigm without
the need to deal with the underlying details of the
distributed system, such as data distribution and tasks
scheduling.

Ranked as one of the top ten data mining algorithms
(Wu et al., 2008), K-Means takes the number of
clusters as an input and iterates over the input
data points until it converges. In each iteration, the
standard implementation of K-Means, known as Lloyd’s
algorithm (Lloyd, 1982), computes the distance from
each data point to all cluster centroids. This process
is a performance bottleneck in K-Means. Most of
these distance calculations, however, are redundant
and can be avoided using geometric approaches based
on triangle inequality. Although these approaches
could produce efficient versions of K-Means, most
of them require using extra information from the
previous iteration. This is not a straightforward task to
achieve under the MapReduce programming paradigm
that Hadoop implements. MapReduce does not have
the ability to cache any information between two
consecutive iterations. Therefore, this paper introduces
two approaches that allow Hadoop to pass intermediate
data from one iteration to the next in order to be able
to implement highly scalable and efficiently optimised
K-Means algorithms based on triangle inequality.

The aim of this paper is to improve the efficiency
and scalability of Lloyd’s K-Means on Hadoop while
maintaining the same deterministic clustering results
that Lloyd’s algorithm produces. Some K-Means variants
that are based on triangle inequality can be more efficient
and deterministically equivalent to Lloyd’s K-Means.
However, implementing such variants on Hadoop is a
challenging task. This is because most of these variants
require the use of some extra information (e.g. distance
bounds and cluster assignments) from the previous
iteration to be able to eliminate unnecessary distance
computations and Hadoop does not cache intermediate
data between two consecutive iterations. Therefore,
this work presents two techniques to store required
intermediate data in one iteration for it to be used in the
next. The first technique appends the extra information
to the original input data vector and forms an Extended
Vector (EV). The second technique stores the extra
information that corresponds to each data point into a
file called a Bounds File (BF).

To evaluate the effectiveness of the proposed
techniques, two optimised algorithms, Elkan’s algorithm
and Compare-means algorithm, are implemented using
each technique and tested with real and artificially
generated datasets. The performance of each optimised
algorithm is compared against the performance of
Lloyd’s K-Means on Hadoop, which is referred to in
the remaining of this work as Naive K-Means on
Hadoop (NKM-H). Furthermore, an implementation of
K-Means on Hadoop and Spark using the most basic
form of triangle inequality to skip distance computations
is introduced and also compared with the algorithms
mentioned earlier. The experimental work investigates
the impact of several important factors that influence
the performance of K-Means. These factors include
variable number of clusters (k), dimensions (d) and data
points (n). The results show that variants of K-Means
based on triangle inequality implemented on Hadoop
with the proposed techniques can achieve significant
speedups relative to NKM-H. For example, Elkan’s K-
Means and Compare-means on Hadoop using Bounds
Files outperform NKM-H by upto 7x and 33x speedups,
respectively.

The remainder of the paper is organised as follows:
Section 2 reviews the related work. Section 3 presents
a background about K-Means and how it can be
optimised using triangle inequality. A brief introduction
to MapReduce, Hadoop, and Spark is also presented in
Section 3. Section 4 explains the implementation of the
Naive K-Means on Hadoop. Section 5 Introduces the
new implementations of efficient K-Means on Hadoop.
Section 6 explains the implementation of two K-Means
implementations on Spark. Section 7 discusses the
experimental results. Finally, section 8 concludes the
paper and discusses the future work.

1.1 Contributions

The contributions of this paper are:
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• The design and the development of two techniques:
K-Means on Hadoop using an Extended Vector
(EV) and K-Means on Hadoop using a Bounds File
(BF). These techniques give Hadoop the ability to
pass information from one iteration to the next on
iterative algorithms;

• Parallel implementations of K-Means variants on
Hadoop using EVs and BFs to evaluate the
effectiveness of the proposed approaches;

• An extensive experimental analysis that tests the
scalability and efficiency of implementations of K-
Means on Hadoop using BFs and EVs with respect
to the number of clusters, dimensions, data points,
and mappers;

2 Realted Work

A parallel implementation of K-Means on distributed
memory multiprocessors based on Message Passing
Interface MPI was introduced by (Dhillon and Modha,
2002). The algorithm partitions the original dataset
into a number of subsets. Then, each processor works
on an independent subset where distance calculations
are performed and each point is assigned to its closest
centroid. Then, partial sums and SSE s are collected and
new centroids are calculated. This process is repeated
until the algorithm converges. (Judd et al., 1998)
introduced parallel K-Means based on MPI and used a
method called Spheres of Guaranteed Assignment which
follows the concept of pruning unnecessary distance
calculations per iteration based on triangle inequality
but without maintaining upper or lower bounds.

(Zhang and Qiu, 2013) presented a parallel K-
Means on Twister (Ekanayake et al., 2010), which
is an optimised implementation of the MapReduce
framework that supports iterative algorithms based on
publish/subscribe messaging infrastructure and caches
static data in memory to cluster high dimensional social
image data. Triangle inequality was used to reduce
distance computations based on (Elkan, 2003) work,
except that instead of keeping nk lower-bounds, a
fewer number of lower-bounds is maintained. The work
presented in this paper is different in terms of adopting
the standard unoptimised MapReduce programming
paradigm which is implemented by Hadoop.

K-Means++ (Arthur and Vassilvitskii, 2007) is a
variant of K-Means which carefully selects the initial
set of centroids that has a constant factor away from
the optimum solution. K-means‖ or Scalable K-mean++
(Bahmani et al., 2012) and Competitive K-Means
(Esteves et al., 2014), address a downside of the k-
means++ initialisation which is its inherently sequential
nature and provide solutions to make it work efficiently
on a parallel environment, specifically, MapReduce.

In (Li et al., 2014), K-Means was implemented on
MapReduce and its efficiency was improved by using

locality sensitive hashing LSH to divide points into
buckets where the original points are transformed into
weighted representative points. This method is used to
prune unnecessary distance computations by computing
the distance of a given point with only a small number
of centres that exist in the same bucket as the point.
The algorithm was tested with real datasets and shows
improvement in speed by 67% and 76% when k is
1500 and 3000 respectively, compared to scalable K-
Means++. However, the dimensionality of both datasets
is low (26 and 41 dimensions) which does not give a full
understanding of the algorithm’s behaviour with high
dimensional datasets.

The work in (Shi et al., 2015), compares MapReduce
and Spark in terms of three major architectural
components: shuffle, execution model, and caching. On
both frameworks, five algorithms were tested: Word
Count, Sort, K-Means, linear regression, and PageRank.
In K-Means, three artificially generated datasets were
used as input where each point has 20 dimensions and the
number of data points for each dataset are: 1 million, 200
million, and 1 billion. The results showed that K-Means
on Spark was 1.5x faster than K-Means on MapReduce in
the first iteration, and 5x faster in subsequent iterations.

3 Background

3.1 K-Means

Ranked as one of the top ten most influential data
mining algorithms (Wu et al., 2008), K-Means is a well-
known clustering algorithm that partitions data into
clusters of similar features. Simplicity, efficiency, and
straight-forward implementation made K-Means one the
most used algorithms in cluster analysis (Jain, 2010).
K-Means was proposed independently in different works
(Steinhaus, 1956); (Lloyd, 1982); (Ball and Hall, 1965);
(MacQueen, 1967) targeting different problems.

K-Means has been used in many fields to cluster
variant types of data. Some of the applications that K-
Means was applied to are:

• Colour quantisation where the pixels of an image
grouped into clusters (Celebi, 2011); (Kanungo
et al., 2002).

• Market segmentation (Kuo et al., 2002), where
markets are broken down into meaningful
segments, such as segmenting buyers habits based
on age groups.

• Analysis of gene expression data (Tavazoie et al.,
1999); (Yeung et al., 2003).

• Documents clustering (Effat et al., 2016);
(Steinbach et al., 2000), where similar documents
are grouped into one cluster while other documents
are assigned to other clusters.
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Algorithm 1: Sequential Naive K-Means(X, k)

1 select k initial cluster centroids randomly from X
2 while not converged and an early termination

condition is not met do
3 for i = 1 to n do
4 minDistance←∞
5 for j ← 1 to k do
6 d← d(xi, cj)
7 if d < minDistance then
8 minDistance← d
9 assign xi to cj

10 end

11 end

12 end
13 for j ← 1 to k do
14 cj ← 1

|cj |
∑

x∈cj
x //Compute the mean

15 end

16 end

Lloyd’s K-Means

The basic K-Means algorithm was independently
proposed by (Steinhaus, 1956); (Lloyd, 1982); (Ball
and Hall, 1965); and (MacQueen, 1967). The focus of
this paper is on Lloyd’s algorithm which is the most
commonly used version (Celebi et al., 2013); (Hamerly
and Drake, 2015). Lloyd’s algorithm is referred to in the
remainder of this paper as Naive K-Means.

Given a set X = {x1, x2, ..., xn}, where n is the
number of data points in a d-dimensional space Rd,
partitioned into k clusters C = {C1, C2, ..., Ck}, K-Means
aims to minimise the Sum of Squared Error SSE =∑k

j=1

∑
x∈cj

d(x− cj)
2, where j is the index of the j-th

C ∈ C, cj is the centroid (mean of points) of Cj , and d(.,.)
is the Euclidean distance between two points. Algorithm
1 describes the pseudo-code of the Naive K-Means where
it starts by randomly picking k initial cluster centroids.
Then, the distance from each x ∈ X to each cj ∈ C is
computed and x gets assigned to its closest cj . In line 14,
the location of each cj is updated by computing the mean
of all points assigned to each cluster, where |cj | is the
number of points assigned to cluster Cj . The algorithm
iterates until it converges where cluster centroids do
not move any more or an early termination condition is
met. K-Means finds a local minimum solution in O(ndk)
running time per iteration.

The next section explains how triangle inequality can
be used on eliminating redundant distance computations
from data points to centroids in the Naive K-Means.

3.2 Using Triangle Inequality to Accelerate
K-Means

The most expensive operation in K-Means is computing
the distance from each data point to all centres to
find the centre with the minimum distance. One of the
most important remarks in K-Means is that after a few

number of iterations, most data points do not change
their cluster assignment, especially with well-clustered
datasets. The reason behind this is that after a few
number of iterations the movement of cluster centroids is
insignificant (Elkan, 2003); (Hamerly and Drake, 2015).
Thus, most of the distance calculations from points
to centroids are redundant, and this is where triangle
inequality excels.

In general, the main goal of using triangle inequality
with K-Means is to prove that a given point in the input
dataset is closer to a certain centroid without the need
to calculate the distance to other centroids. Triangle
inequality was used in different ways to prune distance
calculations. For a point x and two cluster centroids a
and b, the following are some of the cases that triangle
inequality can be applied to K-Means (Elkan, 2003);
(Hamerly and Drake, 2015):

1. Show that x is closer to a than b, with calculating
only d(x, a) and d(a, b).

2. Form an upper-bound from x to its closest
centroid.

3. Form a lower-bound from x to one or more
centroid.

The following Lemma is used in finding the closest
centroid from a given point by using pre-calculated
centre-centre distances and the distance from the point
to its previously assigned centroid.

Lemma 1 Let x be a point, and p and q be two centroids,

if d(p, q) ≥ 2d(x, p) then d(x, q) ≥ d(x, p)

Proof. From the triangle inequality property, it is known
that:

d(p, q) ≤ d(x, p) + d(x, q)
d(p, q)− d(x, q) ≤ d(x, p).

The left hand side can be written as:

d(p, q)− d(x, q) ≥ 2d(x, p)− d(x, p) = d(x, p).

Hence:

d(x, p) ≤ d(x, q).

�

The usage of Lemma 1 was proposed by (Hodgson,
1988). Hodgson’s approach compared a given centroid
c with only its closest centroid c′, that is, if d(x, c) <
d(c, c′) then the distance calculation to only c′ is avoided.
In (Orchard, 1991), triangle inequality was used to
improve the search of the nearest-neighbor. For a given
point x and a candidate nearest-neighbor y, the author
showed that another point z cannot be closer to x if
Lemma 1 holds. The same approach was applied to
K-Means by (Phillips, 2002) on an algorithm called
Compare-means. (Elkan, 2003) algorithm uses Lemma 1
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with a set of upper and lower bounds on the distance
from each data point to cluster centroids to avoid a large
number of distance computations. The following sections
show how the scalability of Compare-means and Elkan’s
algorithms can be improved by implementing them on
distribution fashion on Hadoop.

3.3 MapReduce and Apache Hadoop

MapReduce is a programming paradigm that is designed
to store and process large-scale datasets efficiently
and reliably on large clusters of commodity machines.
MapReduce is designed to provide a high performance
parallel execution of programs without dealing with
underlying details of the distributed system such as
scheduling, distribution and fault-tolerance.

In the MapReduce paradigm, the input data is stored
on a distributed file system (e.g. Hadoop Distributed
File System (HDFS)). The input and output data are
in the form of key-value pairs. The computation process
is expressed by implementing two functions: map and
reduce from the MapReduce library, which are typically
implemented by the user.

Hadoop is a popular open-source implementation of
MapReduce that is widely used by many organisations
such as Yahoo!, Facebook, Twitter and IBM to manage
and analyse massive amounts of daily generated data
(White, 2012). The dataflow in Hadoop consists of three
phases: 1) map phase; 2) shuffle phase; and 3) reduce
phase.

In the map phase, as the input dataset loaded to
HDFS, it is split into what is known as input-splits.
The number of mappers equals the number of input-
splits and the size of each input-split can be modified
(default 128 MB). Each mapper processes one input-
split independently. The map function takes as an input
the records in each input-split in the form of key and
value (<K,V>) pairs and outputs a new <K2,V2> pair.
In the shuffle phase, each reducer uses HTTP protocol
to fetch its own partition from the mappers’ output
files that reside on the mappers’ nodes. The shuffle
starts as a predefined percentage (default is 5%) of
mappers complete their work. Finally, the reduce phase
starts after each reducer fetches its own partition from
the mapper’s output files. Before invoking the reduce
function, the reducer merges and sorts the the mappers’
output files fetched from different mappers and then the
reduce method is invoked and each reducer outputs the
resulted <K3,V3> pairs to HDFS.

Limitations: despite the advantages that Hadoop
offers to store, manage, and process large-scale datasets,
several limitations are addressed in many works (e.g.
(Mohebi et al., 2016); and (Grolinger et al., 2014)). Some
of the limitations that are specific to the support of
iterative Machine Learning algorithms such as K-Means
are:

• Absence of loop-aware task scheduling where each
iteration is a new MapReduce Job.

• Reload and reshuffle of static data which creates an
unnecessary I/O and communication overheads.

• Lack of support to cache and retrieve information
from previous iterations. This limitation imposes
extra complexities on iterative algorithms that
require information from previous iterations in
order to proceed their work efficiently. This paper
investigates this limitation in particular.

3.4 Apache Spark

Apache Spark (Zaharia et al., 2010) is a distributed
framework that is designed to process large-scale
working sets that are reused over multiple parallel
operations in-memory. The goal of Spark is to process
iterative machine learning algorithms and interactive
analytics problems faster than Hadoop MapReduce
while maintaining the fault tolerance and scalability
of MapReduce. Spark can operate on several clusters
managers (e.g. Hadoop YARN) or as a standalone
system.

Two main abstractions are provided by Spark
to process parallel applications, Resilient Distributed
Datasets (RDDs) and parallel operations. An RDD is a
collection of immutable (read-only) objects partitioned
among cluster nodes that can be rebuilt in case a
partition is lost. RDDs can be cached in-memory
once across worker nodes (executors) and reused by
applications that run on multiple parallel operations.
Parallel operations can be either transformations, where
an RDD can be transformed from a file on stable storage,
or from another existing RDD; or actions, where a value
is returned to the application driver, or stored on a data
storage.

4 Naive K-Means on Hadoop

This section explains the implementation of the Naive
K-Means on Hadoop (NKM-H). The implementation of
NKM-H consists of three main classes: Driver, Mapper
and Reducer.

Driver: The Driver starts by randomly selecting the
initial set of centroids from the input dataset and sends
the centroids file to the mappers. The Driver controls
the iterative process where a new MapReduce job is set
and initiated for each iteration. In case of having more
than one reducer, the Driver merges the centroid files
produced by each reducer into one file which becomes the
input centroids file in the following iteration. Algorithm
2 describes the pseudo-code of the Driver.

Mapper: Each mapper consists of three functions,
setup, map, and cleanup. While the map function is
invoked for each record in the input-split, setup and
cleanup are executed only once on each run of the
mapper class. As shown in Algorithm 3, setup reads
the set of centres and loads them to C. Then, the map
function takes as an input, key-value pairs where the
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Algorithm 2: Driver(X, k)

1 C ← select k initial cluster centroids from X
randomly

2 while not converged or an early termination
condition is not met do

3 send the set of centroids C to mappers
4 set mapper to NKM–H-Mapper
5 set reducer to NKM-H-Reducer
6 run a new MapReduce job
7 if numberOfReducers > 1 then
8 merge reducers output into one file
9 end

10 end

Algorithm 3: NKM-H-Mapper(k)

1 Function setup():
2 load centroids from HDFS to C
3 Function map(offset, value)
4 x← value minDistance←∞
5 a← −1
6 for j ← 1 to k do
7 d← d(x, cj)
8 if d < minDistance then
9 minDistance← d

10 a← j

11 end

12 end
13 output(a, x)

key is the offset of the data point in the input file, and
the value is the data point itself. Subsequently, the map
function iterates over C to find the centroid with the
minimum distance from the input data point. Finally,
the index of the closest centroid (a) is emitted to the
reducers with its assigned data point as a key-value pair.

Reducer: After each mapper outputs a key-value
pair, these pairs are grouped by key and sent to the
reducer in the form of (key, list(values)) pairs, where
key is the cluster index j and values are the data points
that were assigned to centroid cj by the mappers. In
Algorithm 4, the setup function initialises C ′ which holds
the set of updated centroids. In the reduce function,
the vector sum of all the points in the list is calculated
and stored in sum. The updated centroid, which is
represented by the mean of the data points in each
cluster, is calculated by dividing the sum over the count
of the points in each cluster. Finally, each reducer writes
the new centroids in C ′ to HDFS. Note that since the
Reducer’s implementation is identical in all the following
implementations of K-Means it implementation will not
be discussed in further section.

As discussed in section 3.3, Hadoop does not
support iterative algorithms, particularly, Hadoop does
not have the ability to cache intermediate data
between two consecutive MapReduce jobs. The following

Algorithm 4: NKM-H-Reducer

1 Function setup():
2 let C‘ be a list holds the new centroids
3 Function reduce(j, values):
4 pointsCounter ← 0
5 sum ← (0,0,...,0)
6 foreach x ∈ values do
7 sum← sum + x //vector sum
8 pointsCounter ← pointsCount + 1

9 end
10 c′j ← sum/pointsCounter

11 load c′ to C ′

12 Function cleanup():
13 write recodes in C ′ to HDFS

sections discuss the challenge of implementing K-Means
variants that use triangle inequality and require extra
information from the previous iteration and presents two
techniques to overcome such challenge.

5 Efficient K-Means based on Triangle
Inequality on Hadoop

As it was explained in section 3.3, one of Hadoop’s
limitations is its lack to cache intermediate data
between two consecutive MapReduce jobs. Several K-
Means variants, such as Elkan’s algorithm (Elkan,
2003), Hamerly’s algorithm (Hamerly, 2010), Adaptive
algorithm (Drake and Hamerly, 2012), and Compare-
means algorithm (Phillips, 2002), require information
from the previous iteration to use them in the
current iteration to avoid computing the exact distances
from data points to centroids. Therefore, this section
introduces two approaches: K-Means on Hadoop using
an Extended Vector (EV); and K-Means on Hadoop
using a Bounds File (BF). These approaches aim to
allow Hadoop to pass information from one iteration
to the next to efficiently accelerate the K-Means
algorithm. Furthermore, the implementation of two
optimised algorithms, Elkan’s algorithm and Compare-
Means algorithm, on Hadoop using each approach is
explained.

In general, the assignment of data points to
their closest centres in K-Means on Hadoop is the
responsibility of the mappers, while the reducers are
responsible for aggregating points belonging to each
centroid and producing the new set of centroids.
Therefore, the optimisation steps occur in the map phase
and, as a consequence, several mapper algorithms will
be discussed in the next sections. On the other hand,
the implementation of the reducer in all of the proposed
solutions is identical to the reducer in Algorithm 4.
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5.1 K-Means on Hadoop using an Extended
Vector (EV)

This section explains the use of a data structure called
Extended Vector (EV) to pass extra information from
one iteration to the next. The idea of the Extended
Vector is to append any required information in the
current iteration to the original input data vector to form
an EV. This EV will be the input in the next iteration
where the input data along with any extra information
associated to it can be read together. Therefore, the
Extended Vector can be defined as: a data structure that
stores the input data vector and any extra information
related to this data vector in a given iteration, in
order to be used in subsequent iterations. This can
be considered as the straight-forward solution to the
problem of passing information between iterations in
Hadoop. Two K-Means variants are implemented using
this approach, Elkan’s algorithm and Compare-means.
The following sections will explain the implementation
of each algorithm on Hadoop using an EV.

5.1.1 Elkan’s Algorithm on Hadoop using EVs
(ELK-H-EV)

The implementation of Elkan’s algorithm on Hadoop
using an Extended Vector is referred to as ELK-H-EV.
Elkan’s algorithm efficiently eliminates a large number
of unnecessary distance computations while maintaining
the same output as the Naive K-Means. In addition to
the need of computing the k2 centre-centre distances at
the beginning of each iteration, the algorithm needs to
cache the following information in one iteration and use
them in the next:

• n upper-bounds on the distance between each data
point and its assigned centroid.

• nk lower-bounds on the distance between each data
point and each centroid.

• n cluster assignments for each data point from the
previous iteration.

Figure 1: Structure of an Extended Vector in ELK-H-
EV.

EV Size: Since extra information is associated
with each data point, the required information will be
appended to the data point, which forms the Extended
Vector (EV). Figure 1 illustrates the structure of an
EV in ELK-H-EV. Each EV in ELK-H-EV consists of
a data point vector in d dimensions, one upper-bound
for the distance from the point to its closest centroid,
one cluster assignment index from the previous iteration

Notation Description

X Input dataset of size n
C The set of cluster centroids of size k
k Number of clusters
cj Cluster centroid, where cj ∈ C, with 1 ≤ j ≤

k
c′j New location for centroid cj
ca Closest centroid to data point x, where 1 ≤

a ≤ k
si,j Distance between centroids ci and ci, where

1 ≤ i, j ≤ k and i 6= j
hj Half minimum distance from cj to its closest

centroid
mj Distance that centroid cj has moved in the

last iteration, i.e. d(cj ,c
′
j)

u An upper-bound from data point x ∈ X to
its closest centroid ca

lj A lower-bound from data point x ∈ X to
centroid cj

w An ExtendedVector class object which stores
the data vector w.x (x ∈ X) and required
extra information

Table 1 Notations description

and k lower-bounds for the distances from the point to
each centre. Therefore, the size of each EV in ELK-H-
EV is d + k + 2. This means that each mapper writes
n
p (d + k + 2) EVs to HDFS per iteration.

Table 1 describes the notations that are used in the
pseudo-codes.

Algorithm

The implementation of each of the following algorithms
can be divided into three major phases:

1. A driver that initiates the MapReduce jobs
and controls the iterative process. Because the
implementation of the driver in all algorithms is
similar to the driver in section 4, Algorithm 2,
only significant changes will be highlighted to avoid
redundancy.

2. A map phase that assigns each point to its closest
centroid (distance computation elimination steps
occur in this phase).

3. A reduce phase that computes the means of points
assigned to each cluster centroid and produces new
set of centroids. The implementation of the reducer
is identical to the reducer in Algorithm 4, section
4.

Driver: The driver in ELK-H-EV and ELK-H-BF,
which will be explained later in section 5.2.1, is similar
to the driver’s implementation in Algorithm 2. One
exception is that because ELK-H’s implementation has
two mappers’ implementations, it runs the first mapper
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Algorithm 5: ELK-H-EV-Mapper-1(k)

1 Function setup():
2 load centroids C
3 compute si,j ← d(ci, cj) //for all 1 ≤ i, j ≤ k

4 Function map(offset, point)
5 let w be an Extended Vector
6 let t be a boolean list of size k
7 w.x ← point
8 for j ← 1 to k do
9 tj ← false

10 end
11 minDistance←∞
12 for j ← 1 to k do
13 if tj then continue
14 d← d(w.x, cj)
15 w.lj ← d
16 if d < minDistance then
17 minDistance← d
18 w.u← minDistance
19 w.a← j
20 for z ← j + 1 to k do
21 if sj,z ≥ 2 ∗ d then
22 tz ← true
23 end

24 end

25 end

26 end
27 write w to HDFS
28 output(w.a, w.x)

(Algorithm 5) in the first iteration, and the second
mapper (Algorithm 6) in subsequent iterations.

Map phase: ELK-H requires two mappers’
implementations, the first mapper is executed in the
first iteration, and the second mapper is executed
in subsequent iterations. This is because in the first
iteration distance bounds and cluster assignments are
not initialised yet. Therefore, the first mapper runs in
the first iteration and initialises the distance bounds
and cluster assignments, and the second mapper runs
in subsequent iterations and performs the techniques for
eliminating unnecessary distance computations.

First Mapper: The first mapper initialises
the distance bounds and the cluster assignments.
Furthermore, the algorithm uses Lemma 1 to skip
some distance computations where information from
the previous iteration is not required. The pseudo-code
in Algorithm 5 shows how upper and lower bounds
associated to each input data point x are initialised in
ELK-H-EV. w represents an ExtendedVector (EV) class
object with the index of the assigned cluster centroid
(a), the upper-bound (u), the lower-bound (l), and the
data point (x), as members of w. First, a new Extended
Vector (w) is declared in line 5, then, the input data
point is assigned to w.x. The distance from the input
data point w.x to the closest centroid is assigned to the
upper-bound w.u. The lower-bound w.lj is set to the

distance from point w.x to any centroid cj . Lemma 1
states that: given two centres p and a, and a point x,
if d(p, a) ≥ 2d(x, p) then d(x, a) ≥ d(x, p). This Lemma
can be used to skip the distance computation from w.x
to the next centroid in the centroids list. To achieve
this, t holds the skip status of each centroid, that is, if
the distance computation from w.x to centroid cj can
be skipped, cj ’s status in tj will be true, otherwise, it is
false. Line 13 tests the status of the currently processed
centroid. The distance computation to this centroid is
avoided if its status is true. Lines 14-19 find the closest
centroid from w.x. Then in line 20 the distance from the
current centroid to the next centroid is extracted from
structure s, and line 21 tests Lemma 1 to check if the
distance to the next centroid can be eliminated. If the
test holds, the skip status of the next centroid is set to
true and the distance computation to it is skipped. In
line 27 w is written to HDFS. EVs that are written by
each mapper will be the input for the mappers in the
next iteration. Finally, the mapper outputs data point
(w.x) and its assigned cluster index (w.a) to reducers as
a key-value pair.

Second Mapper: Algorithm 6 illustrates the
pseudo-code of the second mapper in ELK-H-EV, which
is executed on iterations > 1. The second mapper takes
as input key-value pairs, where each value represents
an EV that was stored by a mapper in the previous
iteration. In lines 9-12, the lower and upper bounds are
updated. The distance (mj) that centroid cj has moved
in the previous iteration is added to the upper-bound
and subtracted from each lower-bound. The centroid’s
movement is part of the data structure that holds the
centroid’s vector and is computed and stored at the
end of the reduce stage. If the test in line 15 holds,
all distance calculations associated to the currently
processed point are skipped. Furthermore, if any of the
three tests in lines 14-16 does not hold, the distance
computation to currently processed centroid is avoided.
The distance from the point w.x to any centroid other
than the one assigned to the it does not get calculated
until line 29, where the tests at line 28 repeats the tests
at lines 18 and 19 but with an updated upper-bound
w.u. At this point w acquires updated values for the
assigned cluster index a, the upper-bound u, and the
lower-bounds lj (1 ≤ j ≤ k) and can be written to HDFS
at line 39. Finally, the mapper outputs the point w.x
with the index of its closest centroid w.a to the reducers.

5.1.2 Compare-means on Hadoop using EVs
(CMP-H-EV)

Compare-means (Phillips, 2002) is a variant of K-Means
that also uses triangle inequality to skip redundant
distance computations. While Elkan’s algorithm uses a
combination of distance bounds and triangle inequality
to eliminate unnecessary distance computations,
Compare-means uses only triangle inequality without
any distance bounds. The only required information
from the previous iteration is the cluster assignment for
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Algorithm 6: ELK-H-EV-Mapper-2(k)

1 Function setup():
2 load centroids to C
3 compute si,j ← d(ci, cj), for all 1 ≤ i, j ≤ k
4 compute hj ← minj 6=j′d(cj , cj′) ∗ 0.5, for all

1 ≤ j, j′ ≤ k

5 Function map(offset, value):
6 let w be an Extended Vector
7 w ← value
8 //update k lower-bounds
9 for j ← 1 to k do

10 w.lj ← max[w.lj −mj , 0]
11 end
12 w.u← w.u + mw.a //update upper-bound
13 g ← true //flag to check if u is updated
14 d1, d2← 0
15 if w.u ≤ h(w.a) then continue
16 for j ← 1 to k do
17 if (j 6= w.a)
18 &(w.u > w.lj)
19 &(w.u > sw.a,j ∗ 0.5) then
20 if g then
21 d1← d(w.x, cw.a)
22 w.u← d1
23 w.lw.a ← d1
24 g ← false

25 else
26 d1← w.u
27 end
28 if d1 > w.lj or d1 > sw.a,j ∗ 0.5 then
29 d2← d(w.x, cj)
30 w.lj ← d2
31 if d2 < d1 then
32 w.a← j
33 w.u← d2
34 g ← false

35 end

36 end

37 end

38 end
39 write w to HDFS
40 output(w.a, w.x)

each data point. The implementation of Compare-means
on Hadoop using an Extended Vector is referred to as
CMP-H-EV.

As in ELK-H-EV, CMP-H-EV needs to compute k2

centre-centre distances at the beginning of each mapper.
In addition, the algorithm needs to cache one cluster
assignment for each data point from last iteration. Each
EV in CMP-H-EV consists of a data point vector of size
d dimensions, and one cluster assignment index from
the previous iteration. Therefore, the size of each EV
in CMP-H-EV is d + 1. This means that each mapper
writes n

p (d + 1) EVs to HDFS per iteration.

Algorithm 7: CMP-H-EV-Mapper(k)

1 Function setup():
2 load centroids to C
3 compute si,j ← d(ci, cj) //for all 1 ≤ i, j ≤ k

4 Function map(offset, value)
5 let w be an Extended Vector
6 if iteration == 1 then
7 w.x← value
8 w.a← 1

9 end
10 minDistance← d(w.x, cw.a)
11 d← 0
12 for j ← 1 to k do
13 if sj,w.a ≥ 2 ∗minDistance or j == w.a

then
14 continue
15 end
16 d← d(w.x, cj)
17 if d < minDistance then
18 minDistance← d
19 w.a← j

20 end

21 end
22 write w to HDFS
23 output(w.a, w.x)

Algorithm

Map phase: Unlike ELK-H-EV, CMP-H-EV has only
one mapper because it does not need to initialise any
distance bounds. As mentioned previously in this section,
the only extra information CMP-H-EV needs from the
previous iteration is the index (a) of the assigned cluster
to each data point, which needs to be initialised in the
first iteration. In this situation, a is initialised to 1 in the
first iteration for all data points, which is the index of
the first centroid in the centroids list C.

The pseudo-code in Algorithm 7 describes the steps
of the mapper in CMP-H-EV. First, it can be observed
that CMP-H-EV’s algorithm is simpler than ELK-
H-EV with regards to the method each algorithm
eliminates distance computations. This simplicity makes
the algorithm lighter than ELK-H-EV in terms of I/O
overhead, but this come on the cost of the amount of
skipped distance computation.

In the first iteration, the map function receives the
byte-offset of the input record and the data point vector
as a key-value pair. A new Extended Vector (w) is
declared in line 5 and the received value (data point)
is assigned to w.x. The index for the cluster centroid
that was assigned to w.x in the previous iteration is
initialised to one for all data points, which is the index
of the first centroids in the centroids list. Consequently,
minDistance in line 10 will be the distance from w.x
to the first centroid in the centroids list. Distance
computations are avoided if the test in line 13 holds. The
test in line 13 uses Lemma 1, which states that: for two
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centres c1 and c2, and a data point x, if we know that
d(c1, c2) ≥ 2d(x, c1) then d(x, c2) ≥ d(x, c1), and d(x, c2)
can be avoided. CMP-H-EV performs this test at line 13
using the last centroid that point w.x was assigned to
in the previous iteration (w.a). If the test does not hold,
the distance to the centroid is computed as in NKM-H.
Finally, w is written to HDFS, and the pair (w.a,w.x) is
emitted to the reducers.

In iterations > 1, the map function receives the value
as an EV that contains the data point w.x and cluster
index for the centroids that point w.x was assigned to in
the previous iteration. The algorithm then attempts to
skip distance computations at line 13.

5.2 K-Means on Hadoop using a Bounds File
(BF)

This section introduces the second approach called K-
Means on Hadoop using a Bounds File (BF). The idea
behind this approach is motivated by the large overhead
EVs create when processing large number of clusters and
dimensions. Thus, BFs attempt to reduce the overhead
from writing EVs to HDFS in each iteration.

A Bounds File (BF) can be defined as a flat file that
is written to HDFS in the each mapper, where each
record in this file represents an extra information that
is associated to a data point in the input dataset. In
other words, in a given iteration, each mapper stores
the desired extra information related to each input data
point on a file on HDFS, this file is called a Bounds File.
Unlike implementations that use EVs, each record in a
BF stores only the extra information without the data
point. These files can then be read by the mappers in
subsequent iterations and each point is joined with its
corresponding extra information.

The following sections explain the implementations of
two K-Means variants: Elkan’s algorithm, and Compare-
means on Hadoop using BFs. Sections 5.1.1 and 5.1.2
explained the implementation steps of both algorithms
on Hadoop using EVs (ELK-H-EV and CMP-H-EV)
with an explanation of the method each algorithm
follows to eliminate distance computations. Therefore,
the following sections will focus on how to store extra
information in one iteration and retrieve it in the next
using BFs.

5.2.1 Elkan’s Algorithm on Hadoop using BFs
(ELK-H-BF)

In a given iteration, each mapper in Elkan’s algorithm
on Hadoop using a Bounds File (ELK-H-BF) writes
one upper-bound, k lower-bounds, and one cluster
assignment, which are associated to each data point
to a BF on HDFS. In the following iteration, each
mapper finds the BF that corresponds the input-split
that was assigned to that mapper and loads all the extra
information in the BF to memory. At this point, each
mapper acquires the extra information that each data
point needs to proceed with the elimination process.

How to identify which BF corresponds to
which input-split? Hadoop splits the original input
dataset into a number of input-splits where each
mapper processes an individual input-split. The splitting
mechanism does not change from one iteration to
another, that is, each input-split contains the same data
points in the same order from one iteration to the next.
However, the input-split processed by a given mapper in
one iteration could be processed by a different mapper
on different node in the next iteration. This issue causes
a difficulty in associating each BF to its corresponding
input-split. To solve this issue, the BF’s name is set to be
the starting byte offset of the currently processed input-
split. Hence, in given iteration, the mapper searches
HDFS for the BF with the name that matches the
starting byte offset of the input-split assigned to this
mapper in the current iteration. The contents of the BF
are then loaded the memory of the mapper’s node. Since
the order of the records in the input-split does not change
from one iteration to another, the order of the records
on the input-split will match the order of records in the
corresponding BF.

BF Size: In a given iteration, each mapper in
ELK-H-BF writes the following extra information for
each data point to a BF: one upper-bound for the
distance from the point to its closest centroid, one cluster
assignment index from the previous iteration, and k
lower-bounds for the distances from the point to each
centre. Therefore, each record in a BF in ELK-H-BF is
of size: K + 2, which makes the size of each BF n

p (k + 2)
per iteration, where n is the total number of data points,
and p is the number of mappers.

Algorithm

Map phase: Similar to ELK-H-EV (section 5.1.1),
ELK-H-BF requires two mappers’ implementations, the
first mapper runs in the first iteration and initialises
the distance bounds and cluster assignments, while
the second mapper runs in subsequent iterations and
performs the techniques for eliminating unnecessary
distance computations.

First mapper: Algorithm 8 shows the pseudo-code
of the first mapper in ELK-H-BF, where most of the
steps are similar to the steps in Algorithm 5, except that
ELK-H-BF stores and reads extra information to/from
BFs.

Each time the distance from the input data point to
a given centroid cj is calculated (line 13), the the lower-
bound b.lj is set to that distance in line 14. Additionally,
when the distance to the closest centroid is determined,
the upper-bound (b.u) is set to that distance in line 17,
and the index of this closets centroid is assigned to b.a in
line 18. At this point all the extra information for point
x are acquired and can be written to a BF in line 26.

Second mapper: The pseudo-code of ELK-H-BF’s
second mapper is shown in Algorithm 9. ELK-H-BF
follows the same method that ELK-H-EV uses on
eliminating distance computations, which was illustrated
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Algorithm 8: ELK-H-BF-Mapper-1(k)

1 Function setup():
2 load centroids to C
3 compute si,j ← d(ci, cj) //for all 1 ≤ i, j ≤ k

4 Function map(offset, value)
5 x← value
6 let b be a collection that stores the extra

information for x
7 for j ← 1 to k do
8 tj ← false
9 end

10 minDistance←∞
11 for j ← 1 to k do
12 if tj then continue
13 d← d(x, cj)
14 b.lj ← d
15 if d < minDistance then
16 minDistance← d
17 b.u← minDistance
18 b.a← j
19 for z ← j + 1 to k do
20 if sj,z ≥ 2 ∗ d then
21 tz ← true
22 end

23 end

24 end

25 end
26 write b to a BF on HDFS
27 output(b.a, x)

in Algorithm 6. The two algorithms differ in the method
of reading and writing cluster assignments and distance
bounds from/to HDFS. The second mapper assumes that
the extra information was stored to a BF by a mapper in
the previous iteration. Therefore, each mapper searches
HDFS for the BF that corresponds to the input-split
that is assigned to this mapper (line 6). When the BF is
located, each record in the BF is parsed to a collection
structure called b in the algorithm, where the size of b is
k + 2 (k lower-bounds, one upper-bound, and one cluster
assignment). All b’s are then loaded to the list f . The
map function reads each b from f that corresponds to
each data point and uses the information in b to eliminate
distance computations. Before sending the output to the
reducers, each b is written to a BF on HDFS in line
41. This BF is then read by a mapper in the following
iteration.

5.2.2 Compare-means on Hadoop using BFs
(CMP-H-BF)

The detailed explanation of the method Compare-means
follows to eliminate accelerate K-Means is discussed in
section 5.1.2. Therefore, the focus of this section is on
how Compare-means on Hadoop writes and reads the
cluster assignment for each data point from the previous
iteration using Bounds Files.

Algorithm 9: ELK-H-BF-Mapper-2(k)

1 Function setup():
2 load centroids from DistributedCache to C
3 compute si,j ← d(ci, cj), for all 1 ≤ i, j ≤ k
4 compute hj ← minj 6=j′d(cj , cj′) ∗ 0.5, for all

j ∈ k
5 let f be a list that stores the cluster

assignments for all data point
6 find the BF that corresponds to the

input-split assigned to this mapper and load
its records to f

7 Function map(offset, value):
8 x← value
9 let b be a collection that stores the cluster

index assigned to x
10 b← f(pointsCounter)
11 //update k lower-bounds
12 for j ← 1 to k do
13 b.lj ← max[b.lj −mj , 0]
14 end
15 b.u← b.u + mb.a //update upper-bound
16 g ← true //flag to check if u is updated
17 d1, d2← 0
18 if b.u 6 hb.a then continue
19 for j ← 1 to k do
20 if (j 6= b.a) &(b.u > b.lj)

&(b.u > sb.a,j ∗ 0.5) then
21 if g then
22 d1← d(x, cb.a)
23 b.u← d1
24 b.lb.a ← d1
25 g ← false

26 else
27 d1← b.u
28 end
29 if d1 > b.lj or d1 > sb.a,j ∗ 0.5 then
30 d2← d(x, cj)
31 b.lj ← d2
32 if d2 < d1 then
33 b.a← j
34 b.u← d2
35 g ← false

36 end

37 end

38 end

39 end
40 pointsCounter ← pointsCounter + 1
41 write b to a BF on HDFS
42 output(b.a, x)

BF Size: In a given iteration, each mapper in CMP-
H-BF writes the index for the cluster assigned to each
data point in the previous iteration to a BF. Therefore,
each mapper writes a BF of size: n

p per iteration, where
n is the total number of data points, and p is the number
of mappers.
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Algorithm

Map phase: The pseudo-code in Algorithm 10
illustrates the implementation steps of the mapper in
CMP-H-BF. In the first iteration, the index of the
assigned cluster to point x from previous iteration is
initialised to one, which is the first centroid in the
centroids list C. If the test at line 20 holds, the distance
computation to centroid cj is skipped. After assigning
x to its closest centroids cj , index j is assigned to b.a
which is then written to a BF on HDFS. This process is
repeated on subsequent iterations where previous cluster
assignments can be read from BFs. Therefore, in the
setup function, the records of the BF that corresponds
the input-split that is assigned to the mapper is loaded
to f . The map function can read updated cluster
assignments (line 15) from the previous iteration for each
data point.

5.3 Triangle Inequality K-Means on Hadoop
(TIKM-H)

This section explains the implementation of Triangle
Inequality K-Means on Hadoop (TIKM-H). As
illustrated in Algorithm 11, TIKM-H uses the most
basic form of triangle inequality to skip redundant
distance computations from points to cluster centroids.
That is why it was named after triangle inequality. By
the most basic form of triangle inequality we mean that
this approach does not require any information from
the previous iteration to skip distance computations.
This approach needs to compute only the intra centre
distances at the start of each mapper. In fact, the
method TIKM-H follows to skip distance computations
is the same as the one used in the first mapper of
ELK-H-EV (Algorithm 5), and ELK-H-BF (Algorithm
8), where the centre-centre distances are computed at
the setup function of each mapper and the map function
tests the inequality in Lemma 1 to check if the distance
to the next centroids in the list can be skipped (see
Algorithms 5 or 8 for a detailed explanation).

This approach does not have the potential to prune
lots of distance computations compared to ELK-H and
CMP-H. However, its very small overhead could make it
a good competitor to ELK-H and CMP-H on situations
where the overhead becomes the dominant cost.

6 K-Means on Spark

Two versions of K-Means are implemented on Spark.
The first version implements the Naive K-Means on
Spark (NKM-S), and the second implements the Triangle
Inequality K-Means on Spark (TIKM-S).

6.1 Naive K-Means on Spark (NKM-S)

The driver caches the input dataset in-memory for both
algorithms in the first iteration as an RDD (RDD-1).

Algorithm 10: CMP-H-BF-Mapper(k)

1 Function setup():
2 load centroids to C
3 compute si,j ← d(ci, cj) //for all 1 ≤ i, j ≤ k
4 if iteration > 1 then
5 let f be a list that stores the cluster

assignments for all data point
6 locate the BF that corresponds to the

input-split assigned to this mapper and
load its records to f

7 pointsCounter ← 1

8 end

9 Function map(offset, value)
10 x← value
11 let b be a collection that stores the cluster

index assigned to x
12 if iteration == 1 then
13 b.a← 1 //initialise cluster assignment
14 else
15 b← f(pointsCounter)
16 end
17 minDistance← d(x, cb.a)
18 d← 0
19 for j ← 1 to k do
20 if sj,b.a ≥ 2 ∗minDistance or j == b.a

then
21 continue
22 end
23 d← d(x, cj)
24 if d < minDistance then
25 minDistance← d
26 b.a← j

27 end

28 end
29 if iteration > 1 then
30 pointsCounter ← pointsCounter + 1
31 end
32 write b to a BF on HDFS
33 output(b.a, x)

RDD-1 is partitioned and distributed over a number of
worker nodes (executors) where each executor finds the
closest centroid from each data point and returns the
index of the cluster centroid associated with the data
point as a pair to driver. The driver creates a new RDD
(RDD-2) of size n composed of pairs of data points
and the index of their assigned centroids. To update
the location of each centroid, the vector sum of points
assigned to each centroid and the count of these points
are required to compute the mean of points in each
cluster. Therefore, RDD-2 is reduced by key (key is the
centroid’s index) to compute the vector sum and the
number of points in each cluster is counted. Finally,
the mean of points in each cluster (represents the new
centroid) is computed in the driver. The old and new
centroids are compared in the driver and new a iteration
starts in case of failed convergence.
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Algorithm 11: TIKM-H-Mapper(k)

1 Function setup():
2 load centroids to C
3 compute si,j ← d(ci, cj) //for all 1 ≤ i, j ≤ k

4 Function map(offset, value)
5 x ← value
6 //initialise all values in t
7 for j ← 1 to k do
8 tj ← false
9 end

10 minDistance←∞
11 for j ← 1 to k do
12 if tj then
13 continue
14 end
15 d← d(x, cj)
16 if d < minDistance then
17 minDistance← d
18 a← j
19 for z ← j + 1 to k do
20 if sj,z ≥ 2 ∗ d then
21 tz ← true
22 end

23 end

24 end

25 end
26 output(a, x)

6.2 Triangle Inequality K-Means on Spark
(TIKM-S)

TIKM-S uses the same approach used in TIKM-H
(section 5.3). A basic triangle inequality optimisation
based on Lemma 1 is used to eliminate unnecessary
distance computations where the only required
information is the centre-centre distances before
computing the distance from each point to each centroid.

TIKM-S was implemented because it has a light
overhead compared to Elkan and Compare-means
algorithms. This gives TIKM-S the potential to gain
speedup with a relatively small overhead.

7 Experimental Work

7.1 Software and Hardware

Hardware: Apache Hadoop and Apache Spark are
deployed on the same cluster which consists of 1 master
node and 16 worker nodes. The master node has 2 AMD
CPUs running at 3.1GHz with 8 cores each, and 8x8GB
DDR3 RAM, and 6x3TB Near Line SAS disks running
at 7200 rpm. Each worker node has 1 Intel CPU running
at 3.1 GHz with 4 cores, 4x4GB DDR3 RAM, and a
1x1TB SATA disk running at 7200 rpm. All the nodes
run CentOS-6 (x86 64) operating system.

Software: The cluster uses Hadoop version 2.2.0 to
run MapReduce on YARN. HDFS is configured with
128 MB default block size, and a replication factor of 3
replicas for each file. The default JVM heap size is 1 GB
per task.

Apache Spark 2.1.1 is deployed on the same cluster
as Hadoop, where YARN is used as the cluster manager,
and HDFS as the distributed file system.

All algorithms were implemented in Java and
compiled using JDK 1.7.0 79.

7.2 Datasets

The datasets used in the experimental work are either
artificially generated datasets or real-world datasets.

Artificial datasets: Table 2 describes the
characteristics of each artificial and real-world dataset
in terms of its number of data points (n), number
of dimensions (d), and the size in megabytes (MB).
The data points in datasets DS[1-6] and DS[8-
12] are normally distributed around 128 centres to
form 128 well-separated clusters. This was done by,
first, generating 128 centre vectors with a uniform
distribution in Rd. Then, an equal number of data
points was generated and assigned to each centre with
an independent univariate Gaussian distribution for
each dimension. Except for dataset DS7, datasets DS[1-
12] have a constant standard deviation SD = 0.02.
This low SD generates clusters with high density
around the centre vectors which creates well-separated
clusters. The data points in dataset DS7 are generated
with a uniformly random distribution where there
is no underlying structure in the data. Dataset DS7
was generated to test the worst performance for the
optimised algorithms where there are no meaningful
clusters to be found.

Real-world datasets: To observe the practicality
of the proposed algorithms on real-world settings, two
naturally-clustered datasets haven been used in the
experimental work.

The first dataset covertype, contains collected
observations of trees from four areas of the Roosevelt
National Forest in Colorado. The dataset contains
581,012 observations, where each observation has
55 integer attributes. The collected data represent
information about the types of soil, the wilderness
areas, elevation, slop, forest cover type, and several
other characteristics. The dataset is publicly available at
the UCI Machine Learning Repository (Blackard et al.,
1998).

The second dataset mnist contains images of
handwritten digits. Each image is represented by a 28×
28 array. This array is flattened to form a 784 (28× 28 =
784) dimensional vector, where each number in each
dimension describes the darkness level of a specific pixel.
The total number of images in this dataset is 60,000
images. The dataset is available online at (LeCun et al.,
1998).
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Name Points (n) Dimensions (d) Size (MB)

DS1

100,000

8 15

DS2 32 28

DS3 128 235

DS4 512 941

DS5 1024 1884

DS6 2048 3788

DS7 512 947

DS8 1,000,000

128

1638

DS9 3,000,000 3584

DS10 5,000,000 5836

DS11 7,000,000 8192

DS12 9,000,000 10588

covertype 581,012 55 72

mnist 60,000 784 104

Table 2 Characteristics of artificial and real-world
datasets.

7.3 Evaluation Metrics

Each iteration of K-Means on Hadoop consists of three
major phases: map, shuffle, and reduce. The major
operations that consumes the majority of K-Means
running time occur in the map phase. Therefore, to fully
understand the time consumed by each operation in the
map phase, the map time is broken down into three
major operations: 1) the average time to compute centre-
centre distances, 2) the average time to compute point-
centre distances, and 3) the average time to write extra
information to HDFS. The shuffle time and reduce time
are also reported.

The following is a detailed description of the
evaluation metrics that are used to evaluate the
performance of each algorithm.

• Average iteration time is the average running
time per iteration over the total number of
iterations that an algorithm has executed. This
time includes: the CPU time, the I/O time, and
the communication time. To compute the average
time per iteration, the time for each iteration is
obtained from Hadoop’s job history log files at the
end of each iteration. After all iterations complete
running, the average time spent by each iteration
is computed by dividing the sum of all iterations’
times over the total number of iterations. The
iteration time dose not include the time to initialise
cluster centroids because it is a one time cost that
occurs only once in each test.

• Speedup: In general, speedup measures the
improvement in speed for an enhanced algorithm
over a baseline algorithm (Grama et al., 2003).
In this work, the performance of an optimised
algorithm is reported as the speedup relative to
NKM-H algorithm, where speedup is defined as the

ratio of the average iteration time in NKM-H to the
average iteration time of an optimised algorithms.
For each algorithm, the average speedup over 10
trials is reported.

• Average number of distance calculations
is the average number of point-centre distance
calculations per iteration over the total number of
iterations.

• Average time to compute point-centre
distances: To obtain the time to compute
point-centre distances, in a given mapper, the
total consumed time by point-centre distance
computations for points assigned to this mapper
is computed. After the completion of all mappers,
the average time per mapper over the number
of mapper is computed. After that, The total of
these averages is divided by the total number of
iterations to obtain the average time per iteration.

• Average time to compute centre-centre
distances: The average time to compute centre-
centre distances per mapper over the total number
of mappers is computed in each iteration. Then,
the average time to compute these distances per
iteration over the total number of iterations is
reported.

• Average shuffle time: The average shuffle time
per reducer over the total number of reducers is
computed. This time is then averaged over the
total number of iterations.

7.4 Comparative Analysis of All Implementations
on Hadoop

The aim of this section is to investigate the scalability
and efficiency of K-Means implementations using EVs
and BFs with a wide range of number of clusters (k)
and dimensions (d). Another aim is to determine the
best and worse range of k and d for each algorithm. To
accomplish these aims, algorithms: ELK-H-EV, CMP-
H-EV, ELK-H-BF, and CMP-H-BF are tested against
variable number of clusters k and dimensions d.

7.4.1 Variable Number of Clusters

This experiment uses dataset DS4 as input to test
the performance of each algorithm with a variable
number of clusters (k). Note that the number of
distance computations in ELK-H-EV and CMP-H-EV is
equivalent to ELK-H-BF and CMP-H-BF respectively.
As shown in Figure 2(a) ELK-H-BF efficiently eliminates
a large number of distance computations with all
variations of k. ELK-H-BF eliminates around 76% when
k = 8, and around 98% when k = 512 and 2048. CMP-
H-BF works best with large number of clusters on well-
separated clusters where it eliminates 98% and 99%
when k = 512 and 2048, but skips only 13% and 11%
distance computations with k = 8 and 32 respectively.
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Since TIKM-H implements the simplest approach to
avoid distance computations, it does not prune many
computations with small k. For instance, only 0.3% and
5% of the distance computations are skipped when k =
8 and 32, respectively. However, the skipped distance
computations rises to up to 78% when k = 512, and 94%
when k = 2048.

It can be noticed from Figure 2(b) that, in general,
the speedup for algorithms implemented with BFs is
higher than the ones implemented using EVs. When
8 ≤ k ≤ 128, ELK-H-EV and CMP-H-EV perform the
same or worse than NKM-H. This is because the time
to write EVs to HDFS in each iteration outweighs the
time gained by skipping distance computations. When
k = 512 and 2048, the speedups of ELK-H-BF are 6.6x
and 5.4x, while ELK-H-EV achieves speedups of 3.4x and
4.4x. CMP-H-BF, on the other hand, is 9.3x and 9.6x
faster than NKM-H when k = 512 and 2048, while CMP-
H-EV is 3.8x and 6.6x faster with the same numbers of
k. The speedup in ELK-H-BF drops from 6.6x when k =
512 to 5.4x as k in creases to 2048 due to the increase
in the time to write BFs which is dependent on k. As
the number of clusters gets larger than 32, TIKM-H
starts to benefit from the pruned distance computations
combined with the light computational overhead from
centre-centre computations. The algorithm gains more
speedups as the number of clusters increases.

7.4.2 Variable Number of Dimensions

It can be observed from Figure 2(b) in the previous
experiment that the speedup of ELK-H-EV, CMP-H-
EV, CMP-H-BF, and TIKM-H started to increase when
k = 128. In order to measure the ability to accelerate
with higher dimensions, each algorithm is tested with
variable number of dimensions (8 ≤ k ≤ 2048), while the
number of clusters is fixed at k = 128. Datasets DS[1-6]
are used as input in this experiment.

In Figure 3(b), the speedup of ELK-H-EV reaches
the peek when d = 128 (2.2x) and starts to decline as
d gets larger than 128. Although ELK-H-EV eliminates
most distance computations (see Figure 3(a)) with all
variations of d, the speedup of ELK-H-EV drops to 0.3x
when d = 2048. This drop in speed is caused by the
dramatic increase in the overhead from writing EVs to
HDFS (see Figure 3(c)).

7.5 Detailed Analysis of Implementations using
BFs

It can be observed from the previous experiments that
using BFs to implement K-Means variants has more
potential to scale with increasing numbers of k and d
than variants implemented with EVs. Therefore, further
tests were carried on with BF implementations on
various datasets with various number of clusters (k),
dimensions (d) and data points (n).

7.5.1 Variable Number of Clusters and
Dimensions

This section aims to investigate the impact of the number
of clusters (k) and the number of dimensions (d) on
the performance of ELK-H-BF, CMP-H-BF, and TIKM-
H compared with NKM-H. The values of k and d
varies from small, medium and large where 8 ≤ k ≤
2048 and 8 ≤ d ≤ 512. The number of data points is
fixed at n = 100, 000, and the number of reducers r =
1. While datasets DS[1-4] are used as input to test
the performance of each algorithm with clustered data,
dataset DS7 is used as an input to test each algorithm
with uniform random data, which is the worst case for
the optimised K-Means implementations presented here.
The real dataset covertype is used to test each algorithm
with a real-world dataset.

From Figure 4 to Figure 7, it can be observed that,
in general, CMP-H-BF outperforms NKM-H, ELK-H-
BF, and TIKM-H when 512 ≤ k ≤ 2048 for all the tests
on variations of d. The highest speedup that CMP-H-
BF achieves relative to NKM-H is 21.2x where d = 128
and k = 2048 (Figure 6(b)). This can be attributed to
two reasons: 1) CMP-H-BF eliminates larger number of
distance computations that is close to ELK-H-BF and
larger than TIKM-H, which can be observed in Figures
4(a), 5(a), 6(a) and 7(a); and 2) the small overhead
CMP-H-BF generates compared to ELK-H-BF, as can
be seen in Figures 4(c), 5(c), 6(c) and 7(c).

The best performance for ELK-H-BF with artificial
datasets is when 128 ≤ d ≤ 512 and 128 ≤ k ≤ 2048,
as shown in Figures 6(b) and 7(b). This is because
distance computations become the dominant cost in
NKM-H and ELK-H-BF eliminates more than 95%
of these computations. Furthermore, the time gained
from pruning distance computations outweighs the time
wasted on reading and writing distance bounds and
cluster assignments. Although ELK-H-BF eliminates the
largest number of distance computations compared to
the other two algorithms, the overhead it generates
affects the performance greatly.

For small numbers of clusters and dimensions where
8 ≤ k, d ≤ 32, no significant improvements in speed are
reported for all the optimised algorithms. This is because
even though the optimised algorithms eliminate some
distance computations, the time that NKM-H spends
on distance computations is already small, and the time
gained from eliminating distance computations does not
compensate the time spent on reading and writing the
extra information.

The results of tests on uniformly random dataset
DS7 is illustrated in Figure 8(b). Figure 8(b) shows
that there is no gain in speedup for CMP-H-BF and
TIKM-H relative to NKM-H. This is caused by the small
number of eliminated distance calculations, which is
bellow 1% of the total number of distance computations
in both algorithms (see Figure 8(a)). ELK-H-BF, on
the other hand, eliminates up to 82% (when k = 2048)
distance computations from the total number of distance
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Figure 2: Average distance computations per iteration over the total number of iterations shown in Figure 2(a), and
speedup relative to NKM-H shown in Figure 2(b). Each algorithm is tested against variable number of clusters (k).
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Figure 4: Average distance computations per iteration (Figure 4(a)), speedup relative to NKM-H (Figure 4(b)), and
average time to write EVs and BFs (Figure 4(c)). (Dataset: DS1, d = 8)

computations. This is reflected on the speedup where
ELK-H-BF was 2.8x times faster than NKM-H when the
number of clusters are in the range of 128 ≤ k ≤ 512.

To study the performance of each algorithm with
real-world settings, the real dataset covertype is used as
an input for each algorithm and tested against variable
number of clusters (8 ≤ k ≤ 2048). In general, CMP-
H-BF and TIKM-H achieve high speedups relative to
NKM-H as the number of clusters increases, as it can
be observed from Figure 9(b). The speedups for CMP-

H-BF and TIKM-H, relative to NKM-H, are 33x and
15x, respectively, where k = 2048. ELK-H-BF, on the
other hand, achieves a speedup of 7.2x when k = 128
then the speedup starts to drop as the number of clusters
gets larger until it reaches 3x when k = 2048. This drop
in speed in ELK-H-BF is due to the increase of the
overhead that is generated from writing distance bounds
and cluster assignments to HDFS as Figure 9(c) shows.
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Figure 5: Average distance computations per iteration (Figure 5(a)), speedup relative to NKM-H (Figure 5(b)), and
average time to write EVs and BFs (Figure 5(c)). (Dataset: DS2, d = 32)
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Figure 6: Average distance computations per iteration (Figure 6(a)), speedup relative to NKM-H (Figure 6(b)), and
average time to write EVs and BFs (Figure 6(c)). (Dataset: DS3, d = 128)
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Figure 7: Average distance computations per iteration (Figure 7(a)), speedup relative to NKM-H (Figure 7(b)), and
average time to write EVs and BFs (Figure 7(c)). (Dataset: DS4, d = 512)

7.5.2 Variable Number of Data Points

This section aims to test the performance of each
algorithm against a variable number of data points (n),
where 1, 000, 000 ≤ n ≤ 9, 000, 000. Each algorithm is
tested against five clustered datasets, DS[8-12], each with
a variable number of data points and constant number
of clusters k = 128, and dimensions d = 128.

Figure 10(a) illustrates the average number of
distance computations per iteration and Figure 10(b)
plots the average running time per iteration over the
total number of iterations for each algorithms. The
impact of the reduction in distance computations can

be clearly observed in these two figures. When the
number of data points is in the range of 1, 000, 000 ≤
n ≤ 7, 000, 000, CMP-H-BF and TIKM-H skip around
40% and 70% distance computations, respectively. The
number of skipped distance computations increases for
both algorithms when n = 9, 000, 000 to about 85% for
CMP-H-BF and 80% for TIKM-H, which in return
reduces the iteration time for both algorithms (see
Figure 10(b)). Although ELK-H-BF eliminates most of
the distance computations (about 95%), the time to
write BFs to HDFS, illustrated in Figure 10(c), makes
the algorithm runs at almost the same speed as TIKM-
H, except when n = 9, 000, 000, where TIKM-H is faster.
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Figure 8: Average distance computations per iteration (Figure 8(a)), speedup relative to NKM-H (Figure 8(b)), and
average time to write EVs and BFs (Figure 8(c)). (Dataset: DS7 (uniform), d = 512)
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Figure 9: Average distance computations per iteration (Figure 9(a)), speedup relative to NKM-H (Figure 9(b)), and
average time to write EVs and BFs (Figure 9(c)). (Dataset: covertype, d = 55)
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Figure 10: Results of tests on variable number of points (n). Average distance computations per iteration (Figure
10(a)), average iteration time (Figure 10(b)), and average time to write EVs and BFs (Figure 10(c)). (Dataset:
DS[8-12], d = 128, k = 128)

This is because TIKM-H takes advantage of the light
overhead and the large amount of skipped distance
computations compared to the number of distance
computations that was skipped where n < 9, 000, 000.

7.5.3 Comparative Analysis of K-Means
Implementations on Hadoop and Spark

This section presents the results obtained from the
experimental work on Apache Spark and compares these
results against experimental work on Apache Hadoop.
The goal of this experiment is to provide a comparative

analysis between the performances of NKM-H, ELK-H-
BF, CMP-H-BF, TIKM-H, NKM-S, and TIKM-S.

The experiments are executed on the real dataset
mnist, and tested against variable number of clusters
where 32 ≤ k ≤ 2048, with fixed d = 748 and n = 60000.
It can be observed from Figure 11(b) that NKM-S is
faster than all K-Means implementations on Hadoop
for 32 ≤ k ≤ 128. This is attributed to the caching
mechanism in Spark where input data is distributed
over the cluster executer nodes and cached in-memory
in the first iteration and reused in subsequent iterations
in the form of Resilient Distributed Datasets (RDDs).
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Figure 11: Results of testing algorithms on Hadoop using BFs and algorithms on Spark on real dataset mnist with
variable number of clusters (k). Average distance computations per iteration illustrated in Figure 11(a) and speedup
relative to NKM-H illustrated in Figure 11(b). (Dataset: mnist, d = 748, n = 60000)

This feature, unlike Hadoop, reduces the I/O and
communication overheads. However, as k increases,
distance computations become the bottleneck and the
speedup of NKM-S starts to decline to the point where
it becomes very close to the running time of CMP-H-BF
and TIKM-H when k = 2048.

TIKM-S, on the other hand, outperforms all
algorithms including NKM-S when 128 ≤ k ≤ 2048. This
is because TIKM-S skips around 17%, 33%, and 45%
of distance computations when k = 128, 512 and 2048,
respectively, as can be seen in Figure 11(a), with a small
overhead from computing k2 centre-centre distances
performed by each executer. CMP-H-BF and TIKM-H
were able to reduce the large gap in speedup between
them and NKM-S when k = 2048. That is, when k =
2048, CMP-H-BF and TIKM-H achieve 1.4x speedups,
while NKM-S achieves and 1.9x. This makes CMP-H-BF
and TIKM-H compete with NKM-S when the number of
clusters is large.

8 Conclusion

The aim of this paper was to improve the efficiency
and scalability of K-Means. To achieve this aim efficient
variants of K-Means were implemented on Hadoop and
Spark. The variants used triangle inequality to reduce
the number of distance computations in each iteration.
Some of these variants required extra information from
the previous iteration, which Hadoop does not support.
Therefore, two techniques , Extended Vectors (EVs) and
Bounds Files (BFs), were proposed to allow Hadoop
to pass required extra information from one iteration
to the next. Furthermore, the performance of several
optimisations of K-Means was investigated on Hadoop
and Spark.

The comparative analysis of EV and BF approaches
showed that significant speedups could be achieved
by implementations using both approaches. However,
implementations that use BFs are more efficient and

scalable than those that use EVs to pass information
to subsequent iterations. As the number of clusters and
dimensions increases, the overhead that is generated
from writing EVs to HDFS increases dramatically.

It was found through the use of clustered and
uniform random datasets that the best performance of
the optimised algorithms that use triangle inequality is
with datasets that have well-separated clusters. This is
because more distance computations can be avoided with
well-clustered datasets.

The optimised algorithms did not achieve any
significant speedups relative to NKM-H with low number
of dimensions and clusters. The number of distance
computations must be large enough to compensate the
time spent on writing/reading extra information by the
gained time from skipping distance computations in the
optimised algorithms.

The comparison between the performances of
algorithms that were implemented on Hadoop using
BFs and the two implementations of K-Means on
Spark showed the superiority of TIKM-S over all the
implementations on Hadoop and Spark as the number
of clusters was increased. Combining the in-memory
caching mechanism that Spark employs with the simple
triangle inequality optimisation gave TIKM-S the ability
to outperform all the other implementations.

In the future work it would be interesting to
compare these implementations with implementations
of K-Means on other distributed computing frameworks
such as Twister (Ekanayake et al., 2010) and Piccolo
(Power and Li, 2010). In addition, implementations
of other variants based on triangle inequality such as
Hamerly’s algorithm (Hamerly, 2010), and Adaptive K-
Means (Drake and Hamerly, 2012) could be tested and
compared on Hadoop and Spark.
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