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Abstract

The aim of this thesis is to study the properties of multiplicative Toeplitz operators

with an emphasis on boundedness and spectral points. In particular, we consider these

operators acting on the sequence space `p and the Besicovitch function space B2
N, in

which case the operator is denoted by Mf and MF respectively.

First, we present conditions for Mf to be bounded when acting from `p to `q for

1 ≤ p ≤ q ≤ ∞. From this investigation, a surprising connection with multiplicative

number theory emerges; namely, that for a particular class of f , the operator norm is

attained at the multiplicative elements in `p. Furthermore, through the Bohr lift, we

consider the implication of these results in the setting of classical Toeplitz operators.

Secondly, we seek to establish the spectral properties of MF : B2
N → B2

N. For a

certain class of F , we present a new result which describes the spectrum (and point

spectrum). In the case of general symbols, this is much more challenging. During

the investigation we illustrate how, despite their similar construction, many of the

mathematical tools used to establish the spectrum of Toeplitz operators cannot be

used in this multiplicative setting.
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Introduction

Toeplitz operators and their corresponding matrices were notably studied in [52] by Otto

Toeplitz in 1911 and have been extensively researched by many authors in the decades

since. Their applications stretch far and wide, appearing in many mathematical areas

such as control theory, differential operators, physics and probability theory to name a

few, [11], [10]. Toeplitz operators are also interesting mathematical objects in their own

right, and there is a vast literature on their properties as operators. The aim of this

thesis is to study a class of operators that are a generalisation of Toeplitz operators,

known as multiplicative Toeplitz operators. Although studied less than their classical

counterparts, it is clear that many of the mathematical tools that are successfully

used to study classical Toeplitz operators can no longer be applied in the generalised

setting. As such, many open questions and connections to other areas of mathematics,

such as analytic number theory, have fuelled recent research. In particular, the inspired

observation of Harold Bohr, known as the Bohr lift, allows Dirichlet series to be written

as functions on the infinite torus. This has allowed harmonic and functional analysis

to be deployed in the study of Dirichlet series.

We primarily investigate the operator theoretic properties of multiplicative Toeplitz

operators. First, we seek to establish a criterion for boundedness between the sequence

spaces `p → `q. Utilising the Bohr lift, we also state results regarding the boundedness of

Toeplitz operators. A further connection to the field of multiplicative number theory is

also observed and discussed. Secondly, we study the spectral properties of multiplicative

Toeplitz operators on the Besicovitch function space, describing the spectrum for a class

of multiplicative Toeplitz operators. We highlight comparisons with classical Toeplitz

operators and present some consequences in the classical setting of the results proven.
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Outline of thesis

Chapter 1 surveys relevant background mathematics from both functional analysis and

number theory which we use throughout the thesis.

In Chapter 2, we primarily discuss two linear operators and their corresponding

matrix mappings. First, we define Toeplitz operators and Toeplitz matrices. Secondly,

multiplicative Toeplitz operators are introduced on both the sequence space `p and

the Besicovitch space B2
N, denoted by Mf and MF respectively. We then describe the

interplay between these two operators. Namely, we explore how, using the Bohr lift,

multiplicative Toeplitz operators generalise Toeplitz operators to infinite dimensions.

A review of the literature regarding the boundedness and spectral behaviour of

these operators follows. From this, the following open questions are formulated. These

questions form the basis of Chapters 3 and 4 respectively. Lastly, the chapter con-

cludes with the statement of a new result regarding matrix mappings which preserve

multiplicativity.

Chapter 3 focuses on the boundedness of multiplicative Toeplitz operators. We

present a new sufficient condition for the boundedness of a multiplicative Toeplitz op-

erator between `p → `q, and, for certain symbols, show that this is also necessary. In

addition, we see how this can be used in the classical Toeplitz setting. To investigate

whether this condition is also necessary in general, we consider a simpler class of mul-

tiplicative Toeplitz operators, known as Dirichlet convolution operators. A connection

with the multiplicative elements of `p and Dirichlet convolution operators is discovered.

This connection leads to a further new result which suggests that, in general, the suf-

ficient condition may not be necessary. We conclude this chapter with some further

speculation and open problems.

Chapter 4 investigates the spectral properties of multiplicative Toeplitz operators.

We present a result which describes the spectrum of the simpler class of Dirichlet

convolution operators. Thereafter, we attempt to establish the spectrum of general

multiplicative Toeplitz operators. We present results echoing the surrounding literature

which show that many of the mathematical tools used to describe the spectrum of a

Toeplitz operator, cannot be utilised in the multiplicative setting. Indeed, throughout

this chapter, we compare these findings and state results in the additive setting.
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Chapter 1

Preliminaries

In this chapter, we cover the relevant background mathematics which are required

throughout the thesis. Much of the material covered in this chapter can be found in [2]

and [37]. We review theory from functional analysis in Sections 1.1 to 1.3, and concepts

from number theory in Sections 1.4 and 1.5.

1.1 Banach and Hilbert Spaces

Let F denote either R or C. A set, X equipped with vector addition and scalar mul-

tiplication, which satisfy the following properties for all a, b in F, and x, y, z in X is

called a vector space ;

1. x+ y ∈ X and ax ∈ X

2. (x+ y) + z = x+ (y + z) and x+ y = y + x

3. ∃ 0 ∈ X such that ∀x ∈ X , x+ 0 = x

4. ∀x ∈ X , ∃ − x ∈ X such that x+ (−x) = 0

5. a(x+ y) = ax+ ay and (a+ b)x = ax+ bx

6. 1x = x, where 1 denotes the multiplicative identity in F.

We call a vector space, X , an algebra when X is also equipped with a bilinear 1 vector

multiplication map from X × X → X satisfying x(yz) = (xy)z, for all x, y, z ∈ X .

1In general f : X × X → X is a bilinear vector map if it satisfies f(x + y, z) = f(x, z) + f(y, z),
f(z, x+ y) = f(z, x) + f(z, y), f(ax, y) = af(x, y) and f(x, ay) = af(x, y) for all a ∈ F and x, y, z ∈ X

3



Definition 1.1. A basis of a vector space X is a linearly independent subset of X
which spans X .

Definition 1.2. Let X be a vector space. The dimension of X , denoted by dimX ,

is the cardinality of a basis of X .

Note that all bases of a vector space will have the same cardinality, and therefore

the dimension of X is well defined. In particular, we are interested in separable2 spaces,

in which case the basis is countable, say {χn : n ∈ N}.

Normed and Banach Spaces

We now proceed to consider vector spaces equipped with a norm.

Definition 1.3. Let X be a vector space. A normed space is a pair (X , ‖ · ‖), where

‖ · ‖, which is referred to as a norm, is a real-valued function which satisfies

1. ‖x‖ ≥ 0 for all x ∈ X and ‖x‖ = 0 ⇐⇒ x = 0,

2. ‖cx‖ = |c| ‖x‖ for any scalar c ∈ F,

3. ‖x+ y‖ ≤ ‖x‖+ ‖y‖ for any x, y ∈ X .

We say xn in X is convergent to x with respect to ‖ · ‖, denoted by xn → x, if

lim
n→∞

‖xn − x‖ = 0.

Definition 1.4. Let X be a normed space. We say X is a Banach space if X is

complete with respect to ‖ · ‖. That is, if every Cauchy sequence3 is convergent in X .

Definition 1.5. Let X be an algebra. A Banach algebra is a pair (X , ‖ · ‖) such

that X is also a Banach space with respect to the norm and such that ‖xy‖ ≤ ‖x‖‖y‖
is satisfied for all x, y ∈ X .

For convenience, we simply write X to denote either the normed space or Banach

algebra (X , ‖ · ‖) which will be clarified to the reader in the case of ambiguity.

Definition 1.6. The dual of a Banach space X is the set of all bounded linear func-

tionals L : X → F, which we shall denote by X ∗.
2A separable space is one which contains a countable dense subset.
3We say a sequence xn ∈ X is Cauchy if for every ε > 0, there exists N > 0 such that for all

n,m > N , ‖xn − xm‖ < ε.
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Through the dual space, the notion of weak convergence emerges. We say xn in X
is weakly convergent to x, denoted by xn ⇀ x, if for every f ∈ X ∗,

lim
n→∞

f(xn) = f(x).

Inner Product and Hilbert Spaces

We turn our attention to vector spaces equipped with an inner product.

Definition 1.7. Let X be a vector space. An inner product space is a pair (X , 〈·, ·〉),
where 〈·, ·〉 is a complex-valued function which satisfies the following conditions for all

x, y, z ∈ X ;

1. 〈x, y〉 = 〈y, x〉, where · is the complex conjugate,

2. 〈cx, y〉 = c〈x, y〉 where c ∈ C,

3. 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉,

4. 〈x, x〉 ≥ 0 and 〈x, x〉 = 0 ⇐⇒ x = 0.

Observe that any inner product gives rise to a norm defined by ‖x‖ =
√
〈x, x〉 and,

therefore, an inner product space is simultaneously a normed space.

Definition 1.8. Let (X , 〈·, ·〉) be a inner product space. We say X is a Hilbert space

if X is complete with respect to the norm induced by the inner product.

Again for ease, we shall write X to denote (X , 〈·, ·〉). We say two elements in X ,

say x and y, are orthogonal if 〈x, y〉 = 0. Furthermore, we say a basis for which

〈χn, χn〉 = 1, and 〈χn, χm〉 = 0 for all n,m ∈ N whenever n 6= m is an orthonormal

basis .

For more information on Banach and Hilbert spaces, see Chapters 2 and 3 in [37].

We now review three examples of Banach spaces, which will play an important role in

this thesis.

1.1.1 The `p sequence spaces

Let A be the set of arithmetical functions , f : N → C. We use the terms “se-

quences” and “arithmetical functions” interchangeably, as we can write any arithmetical

function f(n) as a sequence indexed by the natural numbers, which is written as (fn)n∈N.

5



Definition 1.9. For 1 ≤ p < ∞ and p = ∞ respectively, the sequence space `p is

given by

`p =

{
f ∈ A :

∑
n∈N

|f(n)|p <∞

}
, `∞ =

{
f ∈ A : sup

n∈N
|f(n)| <∞

}
.

When equipped with the norm,

‖f‖p =

(∑
n∈N

|f(n)|p
) 1

p

and ‖f‖∞ = sup
n∈N
|f(n)| ,

respectively, the spaces `p are known to be Banach spaces; see Examples 1.5-2 and 1.5-4

in [37]. Moreover, in the case when p = 2, `2 is a Hilbert space with inner product

〈f, g〉 =
∑
n∈N

f(n)g(n).

We now discuss some properties of `p spaces. First, observe that the size of each `p

space increases with p, i.e. `1 ⊂ `p ⊂ `q ⊂ `∞ for 1 ≤ p ≤ q ≤ ∞. As a result for p < q,

we have ‖f‖q ≤ ‖f‖p. Secondly for p < ∞, as discussed in Section 2.3 in [37], the set

{en : n ∈ N} forms a basis4 in `p, where en ∈ A is defined by en(n) = 1, and en(m) = 0

when m 6= n. In the case when p = 2, the basis is orthonormal. In addition to the

basis, the dual of `p is known.

Proposition 1.10. The dual of `p (for 1 < p < ∞), denoted by (`p)∗, is `q where

1 = 1
p

+ 1
q
. Moreover, for any h ∈ (`p)∗, there exists y = (yn)n∈N ∈ `q such that for

x = (xn)n∈N ∈ `p,

h(x) =
∑
k∈N

x(k)y(k) where y(k) = h(ek).

Proof. See Example 2.10-7 in [37].

It is worth mentioning that the dual of `1 is `∞. Finally, we state a result that will

be used throughout the thesis. Let N0 = N ∪ {0}.

Theorem 1.11 (Hölder’s Inequality). Let a1, . . . , ak be positive real numbers and f1, . . . , fk

4Note that this is not a basis in `∞.
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be positive arithmetical functions in `1. If a1 + · · ·+ ak = 1, then

∑
n∈N

f1(n)a1 . . . fk(n)ak ≤

(∑
n∈N

f1(n)

)a1

. . .

(∑
n∈N

fk(n)

)ak

.

Proof. See Section 1.2 in [37].

In the case when k = 2 and a1 = a2 = 2, we obtain the Cauchy-Schwarz inequality.

That is, for arithmetical functions f and g ∈ `2,∣∣∣∣∣∑
n∈N

f(n)g(n)

∣∣∣∣∣
2

≤
∑
n∈N

|f(n)|2
∑
n∈N

|g(n)|2 .

We can also extend the notation of `p to those functions indexed by a countable set,

say S.

Definition 1.12. For 1 ≤ p <∞ and p =∞ respectively, the space `p(S) is given by

`p(S) =

{
f : S → C :

∑
n∈S

|f(n)|p <∞

}
, `∞(S) =

{
f : S → C : sup

n∈S
|f(n)| <∞

}
.

‖f‖p,S =

(∑
n∈S

|f(n)|p
) 1

p

and ‖f‖∞,S = sup
n∈S
|f(n)| .

In the case when p = 2, `2(S) is a Hilbert space with the inner product

〈f, g〉 =
∑
n∈S

f(n)g(n).

Two examples we refer to within this thesis are S = Z and S = Q+, the set of positive

rationals.

1.1.2 Lp and Hardy spaces

Let T denote the unit circle in the complex plane.

7



Definition 1.13. For 1 ≤ p < ∞, we define Lp(T) to be the space of measurable

complex-valued functions on T, Φ : T→ C, such that∫
T
|Φ|p =

1

2π

∫ π

−π

∣∣Φ(eiθ)
∣∣p dθ <∞.

In the case when p =∞, L∞(T) is the space of all measurable complex-valued functions

such that there exists a positive constant, C, with |Φ| ≤ C almost everywhere (a.e.) 5

For convenience, we shall simply use Lp to denote Lp(T). It is known that Lp is a

Banach space 6 when equipped with

‖Φ‖Lp =

(∫
T
|Φ|p

) 1
p

or ‖Φ‖∞ = ess sup Φ,

respectively, where ess sup Φ = inf {C : |Φ| ≤ C a.e.}.
Of particular interest is the case when p = 2. In this case, as described in Section

3.1-5 in [37], L2 is a Hilbert space with the inner product and resulting norm,

〈Φ,Γ〉 =

∫
T

ΦΓ and ‖Φ‖L2 =

(∫
T
|Φ|2

) 1
2

.

Let χn(t) = tn for t ∈ T and n ∈ Z. The set {χn : n ∈ Z} forms an orthonormal basis

in L2. As shown in [16], every Φ ∈ L2 can be represented by a Fourier series. That

is,

Φ(t) ∼
∑
n∈Z

φ(n)χn(t),

where φ(n) are the Fourier coefficients of Φ given by

φ(n) =

∫
T

Φχn.

Functions in L2 can be associated with sequences in `2(Z) through the Fourier

coefficients which we describe now. There exists an isometric isomorphism between L2

5A property P in a measure-space X holds almost everywhere if there exists Y ⊂ X such that the
measure of Y is 0, and P holds for all x ∈ X \ Y .

6Note that ‖Φ‖Lp = 0 does not imply Φ = 0. Indeed, Lp is, strictly speaking, the set of equivalence
classes, in which Φ and Γ are equivalent if Φ = Γ a.e.

8



and `2(Z) given by the mapping τ : L2 → `2(Z), where

Φ
τ7→ (φ(n))n∈Z.

Moreover, due to the Parseval relation, it follows that for Φ,Γ ∈ L2 (where φ(n) and

γ(n) are the Fourier coefficients respectively),

‖Φ‖2
L2 =

∑
n∈Z

|φ(n)|2 = ‖φ‖2
2 and 〈Φ,Γ〉 =

∑
n∈Z

φ(n)γ(n) = 〈φ, γ〉.

We now review two important subspaces of Lp which are used throughout this thesis.

First, we consider the algebra formed of absolutely convergent Fourier series.

Definition 1.14. The Wiener algebra is defined by

W =

{
Φ =

∑
n∈Z

φ(n)χn : φ ∈ `1(Z)

}
.

Under point-wise multiplication, W forms a Banach algebra with the norm

‖Φ‖W =
∑
n∈Z

|φ(n)| .

Secondly, we consider the Hardy subspace of Lp.

Definition 1.15. For 1 ≤ p ≤ ∞, the Hardy space is given by

Hp = {Φ ∈ Lp : φ(n) = 0 if n < 0} .

Furthermore, we define

Hp = {Φ ∈ Lp : φ(n) = 0 if n ≥ 0} .

Functions in Hp are called analytic since the corresponding Fourier series

Φ(t) ∼
∑
n∈N0

φ(n)χn(t)

is holomorphic for all |t| < 1. We also say functions in Hp are anti-analytic. The

9



space Hp, for 1 ≤ p ≤ ∞ is a Banach space with the norm

‖Φ‖Hp =

(∫
T
|Φ|p

) 1
p

or ‖Φ‖∞ = ess sup Φ.

In the case of p = 2, H2 assumes the Hilbert space properties of L2 with the inner

product and norm

〈Φ,Γ〉 =

∫
T

ΦΓ =
∑
n∈N0

φ(n)γ(n) and ‖Φ‖L2 =

(∫
T
|Φ|2

) 1
2

=

(∑
n∈N0

|φ(n)|2
) 1

2

.

Moreover, the set {χn : n ∈ N0} is an orthonormal basis and there exists an isometric

isomorphism between H2 and `2(N0) given by Φ 7→ φ(n)n∈N0 .

Wiener’s Lemma

One key theorem in the study of Fourier series is known as Wiener’s Lemma and

characterises the invertibility of functions in W .

Theorem 1.16. (Wiener’s Lemma)

1. Let Φ ∈ W. If Φ(t) 6= 0 for t ∈ T then Φ−1 ∈ W.

2. Let Φ ∈ W ∩H2. Then Φ is invertible in W ∩H2 if and only if Φ(t) 6= 0 for all

t ∈ D.

Proof. See Lemma IIe in [55] for proof of 1. Item 2 follows from the properties of

analytic functions on the complex plane.

1.1.3 Besicovitch space

Let S be the set of Dirichlet polynomials, F : R→ C, of the form

F (t) =
n∑
k=1

ake
ibkt,

10



where ak ∈ C and pairwise distinct bk ∈ R. The space S is an inner product space

when equipped with the inner product

〈F,G〉 = lim
T→∞

1

2T

∫ T

−T
F (t)G(t)dt.

The resulting norm is given by

‖F‖ =

(
lim
T→∞

1

2T

∫ T

−T
|F (t)|2 dt

) 1
2

.

By taking the closure of S with respect to the above norm, we obtain a Hilbert space7

known as the Besicovitch space which is denoted by B2. Let χλ(t) = λit for t ∈ R
and λ > 0. As described in Section 3.2 in [30], we define the Dirichlet Fourier

coefficients of F to be

f(λ) = lim
T→∞

1

2T

∫ T

−T
F (t)χλ(t)dt.

Given F ∈ B2, f(λ) exists for all λ > 0, and the f(λ) are non-zero for at most a

countable set, say (λk)k∈N. Furthermore, Parseval’s relation holds; that is, for F,G ∈
B2,

〈F,G〉 =
∑
k∈N

f(λk)g(λk) = 〈f, g〉 and ‖F‖ =

(∑
k∈N

|f(λk)|2
) 1

2

= ‖f‖2.

Given f ∈ `2 and λk > 0, there exists F ∈ B2, such that

F ∼
∑
k∈N

f(λk)χλk

We call this series the Dirichlet Fourier series of F . By setting the support of λk

to be Q+ and N, we obtain two Hilbert spaces which are used within this thesis.

Definition 1.17. The Q+-restricted Besicovitch space , B2
Q+ , is the space of all

7Strictly speaking B2 is the set of equivalence classes for which we say F = G if ‖F −G‖ = 0.
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F ∈ B2 whose Dirichlet Fourier coefficients are supported on Q+. In other words,

B2
Q+ =

{
F ∈ B2 : f(q) = 0 if q /∈ Q+

}
.

Definition 1.18. The N-restricted Besicovitch space , B2
N, is the space of all F ∈ B2

whose Dirichlet Fourier coefficients are supported on N. In other words,

B2
N =

{
F ∈ B2 : f(n) = 0 if n /∈ N

}
.

We have the following induced norms respectively,

‖F‖B2
Q+

=

∑
q∈Q+

|f(q)|2
1/2

and ‖F‖B2N =

(∑
n∈N

|f(n)|2
)1/2

The set {χq : q ∈ Q+} forms an orthonormal basis in B2
Q+ , and for B2

N, it is the set

{χn : n ∈ N} which forms an orthonormal basis.

We now consider some further subspaces which form Banach algebras.

Definition 1.19. Let the Besicovitch-Wiener algebras , WQ+ and WN be defined

respectively by

WQ+ =

∑
q∈Q+

f(q)qit : f ∈ `1(Q+)

 and WN =

{∑
n∈N

f(n)nit : f ∈ `1

}
.

It is of use to define the algebra constructed from functions supported on the recip-

rocals of the natural numbers. Let N =
{
q ∈ Q+ : q = 1

n
where n ∈ N

}
.

Definition 1.20. Let WN be defined by

WN =

∑
n∈N

f(n)nit : f ∈ `1(N)

 .

Note here that given F ∈ WN, the complex conjugate of F is∑
n∈N

f(n)n−it =
∑
m∈N

f(1/m)mit.

12



Therefore, F ∈ WN ⇐⇒ F ∈ WN.

For more information on Besicovitch spaces, [7] is recommended. We conclude

this section on example Banach spaces with the observation that the space B2
N can be

thought of as an analogous space of `2, and in turn H2. Indeed there exists an isometric

isomorphism, τ , between B2
N → `2, given by F

τ7→ (f(n))n∈N. In particular, the basis of

B2
N which is given by {χn(t) = nit : n ∈ N} corresponds with the basis of `2 {en : n ∈ N}

since, for all n ∈ N, ∑
k∈N

en(k)χk = χn. (1.1)

Similarly the basis of H2, {χn(t) = tn : n ∈ N0} corresponds to that of `2(N0).

1.2 Linear operators on Banach Spaces

Definition 1.21. Let X ,Y be Banach spaces over C. Then L : X → Y is said to be a

linear operator from X to Y if for every x ∈ X , y ∈ Y and all scalars a ∈ C,

L(x+ y) = Lx+ Ly

L(ax) = aLx.

Definition 1.22. A linear operator L : X → Y is called bounded if for some c ≥ 0,

‖Lx‖Y ≤ c‖x‖X for all x ∈ X .

Definition 1.23. The operator norm of a bounded linear operator is defined to be

‖L‖X ,Y = sup
x 6=0

‖Lx‖Y
‖x‖X

.

For the purposes of this thesis, linear operators acting from X → X are of interest.

We denote the set of all bounded linear operators acting from X → X by B(X ). The

space B(X ) is itself a Banach algebra where the norm is the operator norm given in

Definition 1.23, and multiplication is given by the composition of the operators.

Definition 1.24. Let L ∈ B(X ). Then L is said to be compact if, for every bounded

subset S of X , the image of L(S) is relatively compact, i.e. the closure, L(S) is compact.

13



We are particularly interested in operators acting upon Hilbert spaces. First, as

described in [4], for any L ∈ B(H), where H is a separable Hilbert space, there exists

a corresponding matrix representation with respect to a basis, denoted by AL. Let

(χn)n∈N be a basis8 of H. The i, jth entry of AL, denoted as ai,j, is given by

ai,j = 〈Lχj, χi〉.

Secondly, the adjoint and projection operators are two key mappings on Hilbert spaces.

Definition 1.25. For every L ∈ B(H), where H is a Hilbert space, there exists a

unique L∗ ∈ B(H) such that 〈Lx, y〉 = 〈x, L∗y〉. The operator L∗ is called the adjoint

operator .

Proposition 1.26. Let L ∈ B(H) with the adjoint L∗. Then,

1. L∗∗ = L

2. (aL)∗ = aL∗ for a ∈ C

3. (L+G)∗ = L∗ +G∗, and (LG)∗ = G∗L∗ for G ∈ B(H).

Proof. See section 4.5 in [37].

We say that an operator is self-adjoint if L = L∗. One important self-adjoint

operator which we will encounter is a projection.

Definition 1.27. We say P ∈ B(H), where H is a Hilbert space, is a projection if

P 2 = P and P is self-adjoint.

1.3 Invertibility of bounded linear operators

Definition 1.28. An element of a Banach algebra, x ∈ X is called invertible if there

exists y ∈ X such that xy = yx = e, where e is the multiplicative identity element of

X .

Let X be a Banach space. For L ∈ B(X ), we define the kernel and the image of

L to be ker(L) = {x ∈ X : Lx = 0} and im(L) = {Lx ∈ X : x ∈ X} respectively. Note

here that if L ∈ B(X ) then the following are equivalent,

8We assume H to be separable
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1. L is invertible

2. L has a bounded bijective inverse.

3. ker(L) = {0} and im(L) = X .

1.3.1 Spectrum of a bounded linear operator

Definition 1.29. Let L ∈ B(X ). The spectrum of L is the set

σ (L) = {λ ∈ C : L− λI is not invertible }

where I is the identity operator.

The spectrum of a linear operator generalises the concept of eigenvalues to operators

acting upon an infinite dimensional space (see section 1.1 in [3]).

Definition 1.30. The point spectrum , σp(L), is the set of eigenvalues of L.

The point spectrum is contained within the spectrum i.e. σp(L) ⊂ σ (L). Indeed,

given λ ∈ C that satisfies λx = Lx for some non-zero x ∈ X , then (L − λI)x = 0 for

some x 6= 0. Hence, ker(L− λI) 6= {0} and so, L− λI is not invertible.

For some classes of operators, the form of the spectrum is known. If, for example,

X has finite dimension then σp(L) = σ(L). As described in Theorem 8.3-1 in [37], on

an infinite dimensional space, the spectrum of a compact operator, say K, is given by

σ (K) = {λn : n ∈ N} ∪ {0} where λn are eigenvalues and λn → 0.

1.3.2 Fredholm operators

For this thesis, we shall consider Fredholmness of operators acting over separable Hilbert

spaces. Let the co-kernel of L ∈ B(H), denoted as co ker(L), be the quotient space

H/im(L).

Definition 1.31. Let L ∈ B(H). Then L is called Fredholm if dim co ker(L) < ∞
and dim ker(L) <∞. The index of a Fredholm operator is

ind(L) = dim ker(L)− dim co ker(L).

15



Fredholmness can be thought of as a measure of how “badly” an operator fails to be

invertible. As explained in Section 3.2 in [3], dim ker(L) and dim co ker(L) gives insight

into the solutions, x, of Lx = y. Indeed, the dimension of the co-kernel is a measure

of how many x fail to satisfy Lx = y. Moreover, the dimension of the kernel measures

how many non-unique solutions there are.

Definition 1.32. Let L ∈ B(H). The essential spectrum of L is the set σe (L) =

{λ ∈ C : L− λI is not Fredholm}.

Observe that σe (L) ⊂ σ (L). For λ /∈ σ (L), we know

ker(L− λI) = {0} and im(L− λI) = H.

Therefore, L − λI is Fredholm by definition, and thus λ /∈ σe (L). Moreover, if L is

invertible, it follows that the index of L must be zero as both the kernel and co-kernel

are the trivial set. In addition, from the identity

im(L)⊕ ker(L∗) = H,

it follows that ker(L∗) = {0}.
Equivalently, one can define Fredholm operators in terms of compact operators. As

described in Section 1.3 in [10], L is Fredholm if and only if there exists G ∈ B(H)

such that LG− I and GL− I are both compact. In this case, we say L is invertible

modulo compact operators.

For an introduction to invertibility and spectral theory, [3] is recommended.

1.4 Arithmetical functions

We now turn our attention to concepts from number theory. Recall that A is the set

of arithmetical functions.

Definition 1.33. We say that f ∈ A is of order g ∈ A and write f = O(g) if, for some

constant, |f(n)| ≤ C |g(n)| as n→∞. We also write f � g to mean f = O(g).
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1.4.1 Multiplicative functions

Definition 1.34. Let f ∈ A be not identically 0. We say f is multiplicative , and

write f ∈M, if

f(mn) = f(m)f(n), (1.2)

for every m,n ∈ N that are co-prime i.e. (m,n) = 1.

Further, we call f completely multiplicative and write f ∈Mc if (1.2) holds for all

m,n ∈ N.
In addition, we call a sequence constant multiplicative if for some c ∈ R,

f(n) = cg(n),

where g(n) is multiplicative.

Example 1.35. Let µ(n) denote the Möbius function , which is defined as µ(1) = 1,

µ(n) = 0 if n is divisible by the square of a prime number, otherwise µ(n) = (−1)k,

where k is the number of prime factors of n. As discussed in Section 2.9, Example

3 of [2], the Möbius function is multiplicative but not completely multiplicative. For

example, µ(4) = 0, but µ(2)µ(2) = 1.

We proceed by discussing some properties of sequences which have a multiplicative

structure. First, it follows that for f ∈M, f(1) = 1, as f(m) = f(m)f(1) and f cannot

be identically zero. Secondly, multiplicative functions are governed by their behaviour

on prime powers. Let P denote the set of prime numbers . Let f ∈M and suppose

pα1
1 · pα2

2 · pα3
3 · · · p

αk
k is the prime decomposition of n ∈ N where pi ∈ P and αi ∈ N for

1 ≤ i ≤ k. Then, as each pαii is co-prime to p
αj
j for all 1 ≤ j ≤ k where j 6= i, we have

f(n) = f(pα1
1 ) . . . f(pαkk ).

Moreover, given f ∈Mc, we can write f (pαii ) = f (pi)
αi and thus

f(n) = f(p1)α1 . . . f(pk)
αk .

From this, it follows that a series of an arithmetical function can be formulated as an

infinite product ranging over the primes, see Theorem 11.6 in [2].
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Proposition 1.36 (Euler Product). Let f ∈M such that f ∈ `1. Then

∑
n∈N

f(n) =
∏
p∈P

(∑
k∈N0

f
(
pk
))

.

Furthermore, if f ∈Mc,

∑
n∈N

f(n) =
∏
p∈P

(
1

1− f(p)

)
.

The notion of multiplicativity can be extended to sequences indexed by Q+.

Definition 1.37. A function f : Q+ → C is multiplicative if f(1) = 1 and for all

distinct primes, pi,

f(pα1
1 . . . pαkk ) = f(pα1

1 ) . . . f(pαkk )

(respectively), where αi ∈ Z.

The Euler product also holds; that is, for f ∈ `1(Q+) multiplicative, we have

∑
q∈Q+

f(q) =
∏
p∈P

(∑
k∈Z

f
(
pk
))

.

1.4.2 Set of multiplicative functions

Definition 1.38. Let Mp and Mp
c denote the subsets of `p which consisting of multi-

plicative and completely multiplicative elements respectively. Namely,

Mp = `p ∩M and Mp
c = `p ∩Mc.

Here we give two results relating to these multiplicative subsets. It is worth not-

ing that to avoid confusion with `p, we sometimes use t to denote a prime. First,

observe that if f ∈ Mp
c , for 1 ≤ p < ∞, then by complete multiplicativity, we have

supt∈P |f(t)| < 1. Moreover,
∑

t∈P |f(t)|p < ∞. Secondly, the linear span of Mp is

dense in `p.

Proposition 1.39. Let Sp =
{(

1
nα

)
n≥1

: α > 1
p

}
. The subspace of `p defined by span(Sp)

is dense in `p.
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Proof. From [37] Theorem 3.6-2, it is sufficient to show that for all f ∈ (`p)∗, f(x) = 0

is satisfied for all x ∈ `p whenever9 f |Sp = 0. We start by letting f ∈ (`p)∗. By the

description of the dual of `p, as given in Proposition 1.10, we have a unique represen-

tation,

f(x) =
∑
k∈N

x(k)γ(k), where γ(k) = f(ek).

Now assume for all x ∈ Sp that

f(x) =
∑
k∈N

x(k)γ(k) =
∑
k∈N

γ(k)

kα
= 0

As this holds for all α > 1
p
, it follows from the properties of Dirichlet series (see Section

1.5) that γ(k) = 0 for all k ∈ N. Therefore,

f(x) =
∑
k∈N

x(k)γ(k) = 0 as γ(k) = 0 for all k ∈ N.

Corollary 1.40. The subspace defined by span(Mp
c) is dense in `p.

Proof. As Sp ⊂Mp
c , it follows that span(Mp

c) is dense in `p.

1.4.3 Divisibility

For d, n ∈ N, we say d is a divisor of n, written as d | n, if there exists m ∈ N such that

n = md. Furthermore, let (n,m) and [n,m] denote the greatest common divisor

and the least common multiple of n and m respectively. We say d is a unitary

divisor of n, if d is a divisor of n such that d and n/d are co-prime i.e. (d, n/d) = 1.

Proposition 1.41. For n, c, d ∈ N

1. c, d | n =⇒ [c, d] | n

2. [c, d](c, d) = cd

3. d | (c, n) =⇒ d | c and d | n
9f |Sp

is the restriction of f to the set Sp
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4. (c, d) = n =⇒ there exists l, k ∈ N such that c = ln and d = kn where (l, k) = 1.

Proof. See Section 1 in [2].

The divisor counting function ,
∑

d|n 1, is denoted by d(n). Note that this is a

multiplicative function and as such

d(n) =
∏

1≤i≤k

(αi + 1) (1.3)

where n = pα1
1 . . . pαkk is the prime decomposition of n. The order of d(n) is also known.

Proposition 1.42. For every ε > 0,

d(n) = O(nε)

Proof. See Theorem 13.12 in [2].

In addition, we make use of the divisor series of the Möbius function,
∑

d|n µ(d)

which has the following property as proven in Theorem 2.1 in [2]:

Theorem 1.43. Let n ∈ N. Then,

∑
d|n

µ(d) =

1 if n = 1

0 if n > 1.

1.4.4 Dirichlet convolution

Definition 1.44. Let f, g ∈ A. We define their Dirichlet convolution by

(f ∗ g) (n) =
∑
d|n

f
(n
d

)
g(d).

Observe here that A is an algebra when equipped with ∗ and the usual point-wise

addition and scalar multiplication. We proceed by reviewing some key properties of the

Dirichlet convolution.

Proposition 1.45. Let f, g ∈ A. Then

1. f ∗ g = 0 ⇐⇒ f = 0 or g = 0.
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2. The Dirichlet convolution inverse of f exists if and only if f(1) 6= 0.

Proof. See section 2.6 in [2].

Proposition 1.46. Let f, g ∈M. Then f ∗ g ∈M.

Proof. See Theorem 2.14 in [2].

It is worth noting that f, g ∈Mc does not imply f ∗g ∈Mc. Consider, for example,

f(n) = 1 for all n ∈ N, which is certainly inMc. However, (f ∗ f) (n) =
∑

d|n 1 = d(n)

which is multiplicative but not completely multiplicative. In addition f, g ∈ M2 does

not imply f ∗g ∈M2, see for example, Example 2 in the appendix of [32]. The following

theorem is a generalisation of Lemma 2.2 in [33].

Lemma 1.47. Let f, g, h, j be arithmetical functions belonging to M2
c. Then,

〈f ∗ g, h ∗ j〉 = 〈g, j〉〈f, h〉〈f, j〉〈g, h〉
〈fg, hj〉

(1.4)

Proof. We start by computing the LHS of (1.4):

〈f ∗ g, h ∗ j〉 =
∑
n∈N

(f ∗ g)(n)(h ∗ j)(n) =
∑
n∈N

∑
c,d|n

f(c)g
(n
c

)
h(d)j

(n
d

)
=
∑
c,d∈N

∑
n∈N
c,d|n

f(c)g
(n
c

)
h(d)j

(n
d

)
=
∑
c,d∈N

∑
n∈N

[c,d]|n

f(c)g
(n
c

)
h(d)j

(n
d

)
,

since c, d|n ⇐⇒ [c, d]|n from Proposition 1.41. As [c, d]|n ⇐⇒ n = [c, d]m for some

m ∈ N,

∑
c,d∈N

∑
n∈N

[c,d]|n

f(c)g
(n
c

)
h(d)j

(n
d

)
=
∑
c,d∈N

∑
m∈N

f(c)g

(
m[c, d]

c

)
h(d)j

(
m[c, d]

d

)

=
∑
m∈N

g(m)j(m)
∑
c,d∈N

f(c)g

(
[c, d]

c

)
h(d)j

(
[c, d]

d

)
,

since the functions are completely multiplicative. From Proposition 1.41, we have
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[c, d](c, d) = cd and therefore, the above is equal to

〈g, j〉
∑
c,d∈N

f(c)g

(
d

(c, d)

)
h(d)j

(
c

(c, d)

)
= 〈g, j〉

∑
k∈N

∑
c,d∈N

(c,d)=k

f(c)g

(
d

(c, d)

)
h(d)j

(
c

(c, d)

)
.

Note that if (c, d) = k, then c = c′k, d = d′k where (c′, d′) = 1. Therefore,

〈f ∗ g, h ∗ j〉 = 〈g, j〉
∑
k∈N

∑
c′,d′∈N

(c′,d′)=1

f(c′k)g(d′)h(d′k)j(c′),

and, by complete multiplicativity, is equal to

〈g, j〉〈f, h〉
∑
c′,d′∈N

(c′,d′)=1

f(c′)g(d′)h(d′)j(c′). (1.5)

We now consider the RHS of (1.4). Observe

〈f, j〉〈g, h〉 =
∑
c,d∈N

f(c)j(c)g(d)h(d) =
∑
k∈N

∑
c,d∈N

(c,d)=k

f(c)j(c)g(d)h(d)

=
∑
k∈N

∑
c′,d′∈N

(c′,d′)=1

f(c′k)j(c′k)g(d′k)h(d′k).

By complete multiplicativity, we have∑
k∈N

∑
c′,d′∈N

(c′,d′)=1

f(c′k)j(c′k)g(d′k)h(d′k) =
∑
k∈N

f(k)j(k)g(k)h(k)
∑
c′,d′∈N

(c′,d′)=1

f(c′)j(c′)g(d′)h(d′)

= 〈fg, hj〉
∑
c′,d′∈N

(c′,d′)=1

f(c′)j(c′)g(d′)h(d′). (1.6)

Hence, by comparing (1.5) with (1.6) we obtain (1.4).

Corollary 1.48. Let f, g be arithmetical functions belonging to M2
c. Then,

‖f ∗ g‖2
2 =
‖g‖2

2‖f‖2
2 |〈f, g〉|

2

‖fg‖2
2
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Proof. The result follows immediately by taking h = f and j = g.

For more information on arithmetical functions and Dirichlet convolution, see [2],

[24] .

1.5 Dirichlet series

Definition 1.49. Let f ∈ A. For s ∈ C, a Dirichlet series is of the form,

F (s) =
∑
n∈N

f(n)

ns
.

Observe that if <s > σ, then |f(n)n−s| = |f(n)|n−<s < |f(n)|n−σ. Therefore, if

F (s) converges absolutely for <s = σ then F (s) converges absolutely for all s such that

<s > σ. This observation leads to the existence of a half-plane of absolute convergence,

see Theorem 11.1 in [2].

Theorem 1.50. There exists σa such that F (s) converges absolutely for <s > σa and

diverges for <s ≤ σa. In the case when F converges absolutely everywhere, we define

σa = −∞. Similarly, in the case where F does not converge absolutely anywhere, we

define σa =∞.

In addition, as given in Theorem 11.8 in [2], there also exists a half-plane of conver-

gence i.e. there exists σc such that F (s) converges if <s > σc but does not if <s ≤ σc.

Proposition 1.51. Let f ∈ A such that f(1) 6= 0 and let g = f−1, the Dirichlet

inverse of f . Then in any half-plane where both series F (s) =
∑

n∈N f(n)ns and G(s) =∑
n∈N g(n)ns converge absolutely, we have F (s) 6= 0 and G(s) = F (s)−1.

Proof. See [2] Example 2, page 229.

Some properties

An absolutely convergent Dirichlet series with f ∈ M can be reformulated through

Euler products. Namely, if
∑

n∈N f(n)n−s converges absolutely for <s > σa then for

f ∈M and for f ∈Mc respectively,

F (s) =
∏
p∈P

∑
k∈N0

f(pk)

pks
for <s > σa, and F (s) =

∏
p∈P

1

1− f(p)p−s
for <s > σa.
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Proposition 1.52. Let two Dirichlet series F (s) and G(s) be absolutely convergent for

<s > σa. If F (s) = G(s) for all s with sufficiently large <s, then f(n) = g(n) for all

n ∈ N.

Proof. See Theorem 11.3 in [2].

This above result leads to the existence of a half-plane in which F is never zero.

Proposition 1.53. Suppose that F (s) 6= 0 for some s with <s > σa. Then there is a

half-plane α > σa in which F (s) 6= 0 for <s ≥ α.

Proof. See Theorem 11.4 in [2].

Furthermore, when F (s) is zero for all s such that <s > σa, f must be identically

zero.

Proposition 1.54. If F (s) =
∑

n∈N
f(n)
ns

= 0 for all s with <s > σa, then f(n) = 0 for

all n ∈ N.

Proof. See (3) in Section 17.1 in [24].

1.5.1 Riemann zeta function

Perhaps the most notable Dirichlet series is the Riemann zeta function.

Definition 1.55. For s ∈ C, the Riemann zeta function is given by

ζ(s) =
∑
n∈N

1

ns
, for <s > 1.

Alternatively, by using Euler products, we can view the Riemann zeta function as

a product over primes given by

ζ(s) =
∏
p∈P

1

1− p−s
.

It is clear that the series ζ(s) is absolutely convergent in the half-plane <s > 1 i.e.

σa = 1. Furthermore, as described in Chapter 12 in [2], ζ(s) has an analytic continuation

to the whole complex plane apart from a simple pole at s = 1. The Riemann zeta

function also satisfies a functional equation which reveals that the behaviour of ζ(s) is
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symmetric about the line <s = 1
2
, known as the critical line. Named after Bernhard

Riemann, the function has been heavily studied for over 200 years, and perhaps most

notably on this line, as the Riemann hypothesis states that the (non-trivial) zeros of

ζ(s) all lie on it.

For the purposes of our discussions, we are interested in the maximal order of the

Riemann zeta function for 1/2 < <s < 1, a region referred to as the critical strip. Let

Zα(T ) = max
t∈[0,T ]

|ζ(α + it)| .

In [41], the author shows that

logZα(T ) ≥ cα
(log T )1−α

(log log T )α
for

1

2
< α < 1, (1.7)

where cα is an explicit constant dependent on α. In the case when α = 1/2, the above

holds if the Riemann Hypothesis is assumed to hold. Moreover, the author conjectures,

apart from the constant term which may differ, this is the correct order of logZα(T ).

In the more recent work [38], it is shown that

logZα(T ) ≥ Cα
(log T )1−α

(log log T )α
for

1

2
< α < 1,

where Cα is improved constant. It is also conjectured that this is in fact the order

of logZα(T ). There are many texts available on the Riemann zeta function. See for

example [2], [24], [36] and [51] to name a few.
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Chapter 2

Two linear operators and matrix

mappings

In this chapter, we primarily discuss two closely related linear operators, classical

Toeplitz operators and multiplicative Toeplitz operators. We explore the relationship

between these two classes of operators, exploring how, due to the Bohr lift, multiplica-

tive Toeplitz operators can be seen as Toeplitz operators on the infinite torus. This

is followed by a discussion on the literature regarding boundedness, invertibility and

spectral theory of these operators from which open questions (that form the focus of

Chapters 3 and 4) are established. The chapter is then concluded with the statement

of a new result regarding linear operators that preserve multiplicativity.

2.1 Toeplitz operators

As described in the introduction, Toeplitz operators have been extensively studied

over many decades, and have a wide range of applications throughout mathematics,

engineering, physics, and many other areas. In the field of operator theory, for example,

Toeplitz operators have been studied on a variety of spaces such as the Hardy space

Hp, the Bergman and the Fock spaces (see [11], [58] and [57]). For the purpose of this

discussion, we shall consider Toeplitz operators acting on the Hardy space H2 and on

complex-valued `p sequence spaces.
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Toeplitz operators acting on H2.

As described in Section 1.3 in [10], let P denote the projection from L2 → H2 given by

P

(∑
n∈Z

φ(n)χn

)
=
∑
n∈N0

φ(n)χn.

Definition 2.1. Let Φ ∈ L∞. The Toeplitz operator , denoted by TΦ, is the linear

mapping from H2 → H2, which sends X to P (ΦX). The function Φ is called the

symbol .

The corresponding Toeplitz matrix , with respect to the basis χn(t) = tn for t ∈ T
and n ∈ N0, is characterised by constant diagonals and is of the form

φ(0) φ(−1) φ(−2) φ(−3) · · ·
φ(1) φ(0) φ(−1) φ(−2) · · ·
φ(2) φ(1) φ(0) φ(−1) · · ·
φ(3) φ(2) φ(1) φ(0) · · ·

...
...

...
...

. . .


. (2.1)

Indeed, for Φ ∈ L∞ and j ∈ N, we have

TΦχj = P (Φχj) = P

(∑
n∈Z

φ(n)χn+j

)
= P

(∑
n∈Z

φ(n− j)χn

)
=
∑
n∈N0

φ(n− j)χn.

Therefore, by using the fact that the set of χn(t) forms an orthonormal basis in H2, the

matrix entries are

ai,j = 〈TΦχj, χi〉 =

∫
T

∑
n∈N0

φ(n− j)χnχi =
∑
n∈N0

φ(n− j)〈χn, χi〉 = φ(i− j),

as required.

Toeplitz operators acting on `p.

Equivalently, we can define the Toeplitz operator acting on the sequence space. Note

that Tφ is used to denote Toeplitz operators acting on sequences, rather than TΦ which

is used to denote Toeplitz operators acting on H2.
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Definition 2.2. Let φ be a function from Z → C. The Toeplitz operator , denoted

by Tφ, is the linear mapping from A0 → A0 which sends (xn)n∈N0 to (yn)n∈N0 where

yn =
∑
k∈N0

φ(n− k)xk. (2.2)

For the purposes of this thesis, we are interested in the case when Tφ : `2(N0) →
`2(N0) as this is the same operator as TΦ : H2 → H2. To see this, firstly recall that

the spaces H2 and `2(N0) are isometrically isomorphic and that the basis {χn : n ∈ N}
corresponds with the basis {en : n ∈ N0} by (1.1). Secondly, we consider the matrix of

Tφ with respect to the basis {en : n ∈ N0},

ai,j = 〈Tφej, ei〉 =
∑
n∈N0

φ(n− j)ei(n) = φ(i− j),

since,

Tφej =
∑
k∈N0

φ(n− k)ej(k) = φ(n− j).

Convolution operators.

Of particular interest will be one class of Toeplitz operators constructed by restricting

the support of the symbols. Namely, we only consider Φ analytic, i.e. those functions

with Fourier coefficients supported on N0. Observe that in this case, the projection P

has no effect on the operator TΦ,

P (Φχj) = P

(∑
n∈N0

φ(n)χn+j

)
=
∑
n∈N0

φ(n)χn+j.

Therefore, the operator TΦ is given by the multiplication of ΦX.

Definition 2.3. Let Φ ∈ H∞. The convolution operator , denoted by CΦ, is the

linear mapping from H2 → H2, which sends X to ΦX.

Equivalently, for Tφ, we consider sequences φ(n) supported on N0, which means

(2.2) is given by the standard convolution
∑n

k=0 φ(n− k)xk.

Definition 2.4. Let φ be a function from N0 → C. The convolution operator ,

denoted by Cφ, is the linear mapping from A0 → A0 which sends (xn)n∈N0 to (yn)n∈N0
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where

yn =
n∑
k=0

φ(n− k)xk.

The matrix representation of CΦ and Cφ is given by the following lower triangular

matrix, 

φ(0) 0 0 0 · · ·
φ(1) φ(0) 0 0 · · ·
φ(2) φ(1) φ(0) 0 · · ·
φ(3) φ(2) φ(1) φ(0) · · ·

...
...

...
...

. . .


.

To see this, consider

ai,j = 〈CΦχj, χi〉 =

∫
T

∑
n∈N0

φ(n)χn+jχi =
∑
n≥j

φ(n− j)〈χn, χi〉 = φ(i− j).

Equivalently,

〈Cφej, ei〉 =
∑
n∈N0

(∑
k≤n

φ(n− k)ej(k)

)
ei(n) =

∑
n≥j

φ(n− k)ei(n) = φ(i− j).

2.2 Multiplicative Toeplitz operators

In this section, we introduce the reader to multiplicative Toeplitz operators. First, we

define multiplicative Toeplitz operators acting on A, and secondly over the function

space B2
N.

Multiplicative Toeplitz operators on `p.

Definition 2.5. Let f be a function from Q+ → C. The multiplicative Toeplitz

operator , denoted by Mf , is the linear mapping from A → A which sends (xn)n∈N to

(yn)n∈N where

yn =
∑
k∈N

f
(n
k

)
xk. (2.3)
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We are interested in studying Mf as a mapping between the sequence spaces, `p → `q

where 1 ≤ p ≤ q ≤ ∞, and, in particular, when p = q = 2. In this case, the

multiplicative Toeplitz matrix representation, with respect to the basis (en)n∈N, is

characterised by constants on skewed diagonals and is of the form

f(1) f (1/2) f (1/3) f (1/4) · · ·
f(2) f(1) f (2/3) f (1/2) · · ·
f(3) f (3/2) f(1) f(3/4) · · ·
f(4) f (2) f(4/3) f(1) · · ·

...
...

...
...

. . .


.

For j ∈ N, Mfej is given by yn =
∑

k∈N f(n/k)ej(k) = f(n/j). Hence, the matrix

representation of Mf is indeed

ai,j = 〈Mfej, ei〉 =
∑
n∈N

f(n/j)ei(n) = f(i/j).

Of notable interest is the class of operators obtained by considering f supported on N
i.e. f(n/k) = 0 if k does not divide n. In this case, yn =

∑
k|n f (n/k)xk = (f ∗ x) (n),

where ∗ is Dirichlet convolution.

Definition 2.6. Let f be a function from N → C. The Dirichlet convolution

operator , denoted as Df , is the linear mapping which sends (xn)n∈N → (yn)n∈N, where

x 7→ f ∗ x; that is,

yn =
∑
d|n

f
(n
d

)
xd.

The matrix representation is now given by ai,j = f(i/j) if j | i and 0 otherwise.

This leads to a lower triangular matrix, which is of the form

f(1) 0 0 0 · · ·
f(2) f(1) 0 0 · · ·
f(3) 0 f(1) 0 · · ·
f(4) f (2) 0 f(1) · · ·

...
...

...
...

. . .


. (2.4)
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As the name may suggest, the operators Mf and Df can be thought of as the

multiplicative analogue of Toeplitz and convolution operators. In particular, the entries

of the corresponding matrices are given by f(i/j) as opposed to those given in (2.2)

and (2.1) which have an additive structure φ(i− j).

Multiplicative Toeplitz operators on B2
N.

In this thesis, we shall consider the function space B2
N. Let f be the Dirichlet Fourier

coefficients of F ∈ B2
N, and recall that the functions χq(t) = qit, for t ∈ R and q ∈ Q+,

form an orthonormal basis in B2
Q+ . We define P to be the projection from B2

Q+ → B2
N

given by

P

∑
q∈Q+

f(q)χq

 =
∑
n∈N

f(n)χn.

Definition 2.7. Let F ∈ WQ+ . The multiplicative Toeplitz operator , denoted by

MF , is the linear mapping from B2
N → B2

N which sends X 7→ P (FX). We call F the

symbol of MF .

Note that MF is used to denote the operator acting on B2
N as opposed to Mf which

is used in the sequence space case. To see how MF equates with Mf , first recall

that there exists an isometric isomorphism which identifies X ∈ B2
N with the sequence

x ∈ `2. In particular, note that {χn : n ∈ N} corresponds to the basis {en : n ∈ N}.
Secondly, observe that MF : B2

N → B2
N has the same matrix representation with respect

to (χn)n∈N as the matrix representation of Mf : `2 → `2 with respect to (en)n∈N. Indeed,

for F ∈ WQ+ and j ∈ N, we have

MFχj = P (Fχj) = P

∑
q∈Q+

f(q)χqχj

 = P

∑
q∈Q+

f(q)χjq


= P

∑
q∈Q+

f(q/j)χq

 =
∑
n∈N

f(n/j)χn.
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Therefore, the matrix representation of MF is given by

ai,j = 〈MFχj, χi〉 = lim
T→∞

1

2T

∫ T

−T

∑
n∈N

f(n/j)χn(t)χi(t)dt =
∑
n∈N

f(n/j)〈χn, χi〉 = f(i/j),

if i, j ∈ N.

Now, note that the projection P has no effect on functions in B2
N, that is for F ∈ B2

N

P

(∑
n∈N

f(n)χn

)
=
∑
n∈N

f(n)χn.

Therefore, by restricting the symbol of MF to functions in WN, we obtain a multiplica-

tion operator leading to the following definition.

Definition 2.8. Let F ∈ WN. The Dirichlet convolution operator , denoted by

DF , is the linear mapping from B2
N → B2

N, which sends X to XF .

This mapping is the same as Df : `2 → `2, as the entries of the matrix representation

of DF : B2
N → B2

N are equal to those given in (2.4). This follows from computing

〈DFχj, χi〉 =
∑
j|n

f(n/j)〈χn, χi〉 =

f(i/j) if j/i,

0 otherwise,

as

DFχj = Fχj =
∑
n∈N

f(n)χnχj =
∑
n∈N

f(n)χjn =
∑
j|n

f(n/j)χn.

2.3 From Toeplitz operators to multiplicative Toeplitz

operators; the Bohr lift

We start this section by making the observation that the mapping MF is defined by

the same operation as TΦ but over a different function space. As such, one can indeed

think of MF and DF as the multiplicative versions of the classical TΦ and CΦ, and view

the space B2
N as the multiplicative analogue of H2.

In this section, we explore the connection between the two classes of operators

further by considering how, in fact, multiplicative Toeplitz operators provide a gener-
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alisation of Toeplitz operators and, moreover, that they are Toeplitz operators acting

on an infinite number of variables.

Generalisation of classical Toeplitz operators.

Assume that the Dirichlet Fourier coefficients of a symbol F are supported only on

powers of a fixed prime p i.e. f(q) = 0 if q 6= pk for k ∈ Z. Then

F (t) =
∑
k∈Z

f(pk)pkit =
∑
k∈Z

f(pk)(eit log p)k

By defining φ(n) = f(pn) and writing θ = t log p, the above can be written as a classical

Fourier series as follows

Φ(θ) =
∑
k∈Z

φ(k)eikθ (2.5)

Therefore, any Fourier series can be associated with a Dirichlet Fourier series whose

coefficients are supported on the powers of a prime. Moreover, Toeplitz operators

are unitarily equivalent to multiplicative Toeplitz operators through the mapping τ :

`2(N0)→ `2, where, for i ∈ Z

φ(i) 7−→

φ(pi)

0 otherwise,

where now we can write MF = τTΦτ
−1.

The Bohr lift.

The two operators are in fact much more connected than a reduction from multiplicative

to additive Toeplitz operators. Harald Bohr made the inspired observation in [8] that

one could utilise the fundamental theorem of arithmetic to write any Dirichlet series as

a function acting upon infinitely many variables. In particular, let p = (pk)k∈N denote

the sequence such that pk is the k-th prime, and define

N∞0 := {α = (α1, α2, . . . ) ∈ N0 × N0 × . . . s.t. ∃K ∈ N with αk = 0,∀k ≥ K}

Z∞ := {α = (α1, α2, . . . ) ∈ Z× Z× . . . s.t. ∃K ∈ Z with αk = 0, ∀ |k| ≥ K}
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Now for any n ∈ N, we may write

n = pα =
∏
k∈N

pαkk , where α ∈ N∞0 .

With this notation, it follows that∑
n∈N

f(n)n−s =
∑
α∈N∞0

fp(α)p−αs,

where fp is the corresponding coefficient to f .

The process described above is referred to as the Bohr lift . Now consider the two

numbers, n,m ∈ N; Bohr’s lift allows us to write n = pα and m = pβ, where α, β ∈ N∞0 .

It follows that

n

m
=
pα

pβ
= pα−β.

Therefore, by applying the Bohr lift to (2.3), we obtain

yn = ypα =
∑
β∈N∞0

φ
(
pα−β

)
xpβ =

∑
β∈N∞0

φp (α− β)xβ,

where now φp : Z∞ → C and x ∈ `p(N∞0 ). This is of the form of a Toeplitz operator, and

therefore one can transform a multiplicative Toeplitz operator into a Toeplitz operator

acting upon infinitely many variables. The discussion given in the previous section is

in fact the Bohr lift on a just a single prime i.e. αk 6= 0 for only one k ∈ N .

The spaces on the infinite torus and the space of Dirichlet series.

Let T∞ := {t = (z1, z2, . . . ) ∈ T× T× . . .}. We call T∞ the infinite torus . Occa-

sionally, we will refer to the n-dimensional torus , by which we mean

Tn := {t = (z1, . . . , zn) ∈ T× · · · × T}.

Definition 2.9. For t ∈ T∞, let

Φ(t) =
∑
α∈N∞0

φ(α)tα.
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We define the Hardy space of the infinite torus by

H2(T∞) =

Φ :
∑
α∈N∞0

|φ(α)|2 <∞

 .

We can also consider those functions with absolutely convergent coefficients.

Definition 2.10. The Wiener algebra on the infinite torus is defined as

W (T∞) =

Φ :
∑
α∈N∞0

|φ(α)| <∞

 .

The seminal publication [25] has sparked a surge in the study of these spaces. Within

the article, the authors introduce the space D2.

Definition 2.11. Let D2 denote the space of Dirichlet series for which∑
n∈N

|f(n)|2 <∞.

We observe here that functions in D2 are analytic in the half plane <s > 1/2.

Indeed, by the Cauchy-Schwarz inequality, we have

∑
n∈N

∣∣∣∣f(n)

ns

∣∣∣∣ ≤
(∑
n∈N

|f(n)|2
)1/2(∑

n∈N

1

n2<s

)1/2

,

which converges absolutely for all <s > 1/2. The recent increase in interest is primarily

due to the observation that by utilising the Bohr lift, the space of D2 can be seen as

the same as H2(T∞). This allows Dirichlet series to be studied in a new way, through

techniques and concepts from functional and harmonic analysis, and vice versa.

In addition, we note that there also exists an isometric isomorphism τ , between B2
N

and D2, given by

F (t) ∼
∑
n∈N

f(n)nit
τ→ F̃ (s) =

∑
n∈N

f(n)n−s. (2.6)

Another key finding from [25], which we shall require later within this thesis, concerns

the set of multipliers of D2.
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Theorem 2.12. Let F (s) be a function which is analytic in the half-plane <s > 1/2.

If FG ∈ D2 for all G ∈ D2, then

F (s) =
∑
n∈N

f(n)n−s,

is a convergent Dirichlet series for <s > σ for some σ > 0, which extends to a bounded

analytic function of C+.

Proof. See Theorem 3.1 in [25].

We refer the reader to [46] and [48] for an overview of the field including an ex-

ploration of these connections, open questions and, most relevant for this thesis, the

operators which act upon these spaces. One such example is the Hankel operator. A

Hankel matrix is of the form

φ(0) φ(1) φ(2) φ(3) · · ·
φ(1) φ(2) φ(3) φ(4) · · ·
φ(2) φ(3) φ(4) φ(5) · · ·
φ(3) φ(4) φ(5) φ(6) · · ·

...
...

...
...

. . .


.

Definition 2.13. Let φ : N0 → C. The Hankel operator , denoted by Hφ, is the

linear mapping from A0 → A0 which sends (xn)n∈N0 to (yn)n∈N0 where

yn =
∑
k∈N0

φ(n+ k)x(k)

As described in Section 2.10 in [11], one can equivalently define the Hankel operator

on the Hardy space. Let Q be the operator defined by I − P and let J denote the

operator given by (JX)(t) = 1
t
X
(

1
t

)
for t ∈ T.

Definition 2.14. Let Φ ∈ L∞. The Hankel operator , denoted by HΦ, is the mapping

from H2 → H2 which sends X 7→ P (ΦX̂), where X̂ = QJX.

Much like we explored for Toeplitz operators, one can consider multiplicative Hankel

operators.
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Definition 2.15. Let φ : N0 → C. The multiplicative Hankel operator , denoted

by Hφ, is the linear mapping from A → A which sends (xn)n∈N to (yn)n∈N where

yn =
∑
k∈N0

φ(nk)x(k) (2.7)

Observe that by the Bohr lift, we can write (2.7) as

yn = ypα =
∑
β∈N∞0

φ
(
pα+β

)
xpβ =

∑
β∈N∞0

φp (α + β)xβ,

which is a Hankel operator acting on infinitely many variables. Sometimes referred to as

Helson operators, multiplicative Hankel operators were initially considered in [26],[28],

and [27]. Several publications followed, and considered key operator properties such as

compactness, boundedness, spectrum and eigenvalues, [46], [9], [12], [13], [14], [40], [43],

and [45] to name a few. Another notable operator is the composition operator, see for

example [21], [47], [39], [5], [6]. In this series of papers, properties of the operator such

as invertibility, compactness, boundedness and normality are considered.

Through the Bohr lift, our investigation within this thesis into multiplicative Toeplitz

operators and Dirichlet convolution operators will also yield research into Toeplitz op-

erators and the multiplication operator acting on H2(T∞). Many of the publications

listed above highlight how the mathematical tools fail when moving from single dimen-

sions (i.e. the classical case) to infinite dimensions. We explore in Section 2.4 how some

well-known results for Toeplitz operator fail even when considering the two dimensional

case, i.e. on the space H2(T2).

Tensor products.

In the special case where f is multiplicative, we note that the function f can be written

as a product over prime powers. As such, it is also possible to formulate multiplicative

Toeplitz operators as products of Toeplitz operators in this case. The following example

highlights this on two primes.

Example 2.16. Let f ∈ A be such that f(1) = f(2) = f(3) = f(6) = 1 and 0

otherwise, which is a multiplicative sequence. Then F (t) = 1 + 2it + 3it + 6it = (1 +

2it)(1 + 3it). By letting Φ and Γ be of the form given in (2.5) for p = 2 and p = 3

respectively, we have F = ΦΓ. Therefore, we can write MF as a Toeplitz operator
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acting on two dimensions where symbols are given by Φ and Γ.

This is further explored in [35], where f is assumed to be multiplicative on the

positive rationals. In this case, the author shows that a multiplicative Toeplitz matrix10

can be written as an infinite tensor product of Toeplitz matrices.

Namely, let Fp(t) =
∑

k∈Z f(pk)pkit ∈ WQ+ and let Φp : T→ C denote the function

Φp(e
iθ) = Fp

(
θ

log p

)
. Observe that

Fp

(
θ

log p

)
=
∑
k∈Z

f(pk)p
ikθ
log p =

∑
k∈Z

f(pk)eikθ,

i.e. Φp ∈ W . As such, the matrix representation of MFp is the same as that of TΦp .

Namely, ai,j = f(pi−j) for i, j ∈ N0. From this the author shows that, for f ∈ `1(Q+)

such that f is multiplicative,

MF =
⊗
p∈P

TΦp ,

where
⊗

denotes the tensor product.

2.4 Literature Review

In its infancy in comparison to classical Toeplitz operators, the field of multiplicative

versions of well-known operators is a growing area. In recent years, research into mul-

tiplicative Toeplitz operators has been fueled by connections to number theory and in

particular to the Riemann zeta function, see for example [20], [32], [30], [31], [33] and

[50].

In this section, we shall review known literature regarding multiplicative Toeplitz

operators, exploring the fascinating connection between these operators with multi-

plicative number theory. We also state theorems on Toeplitz operators on H2 in both

higher and infinite dimensions. These discussions lead to two topics of interest and

open questions which form the primary focus of Chapters 3 and 4.

10Recall a multiplicative Toeplitz matrix is given by ai,j = f(i/j)
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2.4.1 Boundedness

Boundedness of Toeplitz operators

We start our discussion by considering the following theorem attributed to Otto Toeplitz,

after who the operators are named. The theorem was also independently proved in [15]

some decades later.

Theorem 2.17. (Toeplitz) The Toeplitz matrix generates a bounded operator on `2 if

and only if there is a function in Φ ∈ L∞ whose sequence of Fourier coefficients is the

sequence φ(n).

Proof. See footnote in [52].

The boundedness of Toeplitz operators is also well understood in the case TΦ : Hp →
Hp, where p ∈ (1,∞).

Theorem 2.18. Let p ∈ (1∞). The operator TΦ : Hp → Hp is bounded if and only if

Φ ∈ L∞. Moreover,

‖TΦ‖ = ‖Φ‖∞.

However, it is difficult to establish when Tφ is bounded on `p, and in general, no

sufficient and necessary condition is known. The boundedness of Toeplitz operators on

weighted sequence spaces `pµ is considered in Chapter 6 of [11]. Let `pµ denote the space

of x ∈ A such that

‖x‖`pµ =

(∑
n∈N

(n+ 1)pµ |an|p
) 1

p

<∞.

Note that the usual `p space we defined in Chapter 1 is contained with the weighted

space by letting µ = 0. In [11], the authors state that if f lies within a set of multipliers

then Tφ : `p → `p is bounded. It remains an open question if this is also a necessary

condition.

Boundedness of multiplicative Toeplitz operators.

As well as the additive operator, Toeplitz, in [53], also considered matrices with mul-

tiplicative form. Namely, the author investigates properties, such as the limiting be-
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haviour and asymptotic growth, of the n × n truncation of the matrix ai,j = f(j/i) if

i | j and 0 otherwise. That is, an upper triangular matrix of the form

f(1) f(2) f(3) f(4) f(5) 0 · · ·
0 f(1) 0 f(2) 0 f(3) · · ·
0 0 f(1) 0 0 f(2) · · ·
0 0 0 f(1) 0 0 · · ·
...

...
...

...
...

...
. . .


.

More recent works have considered the boundedness of Mf and Df . We state a

result from [32] which examines the boundedness of Df : `p → `q for f(n) = n−α,

α > 0, which we shall denote as Dα.

Theorem 2.19. Let 1 ≤ p ≤ q ≤ ∞. Define r ∈ [1,∞] such that 1
r

= 1− 1
p

+ 1
q

where
1
∞ = 0. If α > 1

r
then Dα is bounded between `p → `q. Moreover, if p = 1 with any q,

or q =∞ with any p, or p = q, then Dα is bounded if and only if α > 1
r
, in which case

‖Dα‖p,q = ζ(αr)
1
r .

Proof. See Theorem 1.1 in [32].

The boundedness of Df : `p → `p has also been considered. The following theo-

rem, which is given in [20], utilises smooth numbers, a number which has small prime

factors11.

Theorem 2.20. If f ∈ `1 is such that f = gh, where g ∈ Mc and h ∈ A is non-

negative. Then ‖Df‖p,p = ‖f‖1.

Proof. See Theorem 1 in [20].

More generally, the boundedness of Mf is examined in [30], though only on `2.

Theorem 2.21. Let f ∈ `1(Q+), then Mf : `2 → `2 is bounded and the operator norm

is given by

‖Mf‖2,2 = sup
t∈R

∣∣∣∣∣∣
∑
q∈Q+

f(q)qit

∣∣∣∣∣∣ . (2.8)

11We say a positive integer is n-smooth if its prime factors are all less than or equal to n.
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Proof. See Theorem 3.1 in [30]

Unlike Theorems 2.19 and 2.20, there is no condition on the positivity of f in the

above theorem. Observe by taking g(n) = 1 for all n ∈ N in Theorem 2.20, we obtain the

operator norm of Df for any non-negative f . Additionally, in Theorem 2.19, f(n) = n−α

is, of course, positive for all n ∈ N. An example of how the operator norm differs for f

not strictly positive, is given in [20] as follows. Let f(1) = 1, f(2) = −1, f(4) = −1 and

f(n) = 0 otherwise. Then ‖Df‖2,2 =
√

5, whereas ‖f‖1 = 3. Theorem 2.21 removes any

restriction on f , and reveals a more general operator norm. By assuming f : N→ C is

non-negative, the supremum of (2.8) is attained when t = 0 and so the operator norm

coincides with that given in Theorem 2.19 and Theorem 2.20.

Although the boundedness of Mf has been discussed in existing literature, there is

not a fully known criterion for boundedness. Even the boundedness of Dα is not fully

understood.

2.4.2 Spectral theory, invertibility and factorisation.

Spectrum of Toeplitz Operators

The spectrum of Toeplitz operators has been extensively studied over many spaces,

however describing the spectrum of TΦ is a challenging problem and is unknown for

general symbols as discussed in [3] and [10].

As previously mentioned in Section 1.3.1, the spectrum of compact operators can be

characterised. However, as stated in Theorem 4.2.4 in [3], TΦ is never compact except

in the trivial case when Φ = 0. The main difficulty of computing σ (TΦ) stems from the

fact that the product of two Toeplitz operators, TΦTΓ, is not in general equal to another

Toeplitz operator. In particular, TΦΓ − TΦTΓ is not zero. This operator is called the

semi-commutator . For analytic symbols, so TΦ is given by CΦ, observe that

CΦCΓX = CΦΓX = ΦΓX = CΦΓX.

Hence, in this case, the semi-commutator is zero. As a result, the spectrum of CΦ is

known.

Theorem 2.22. Let Φ ∈ H∞. Then σ (CΦ) = Φ̃(D), where D is the unit disc, and Φ̃

is the harmonic extension of Φ to the unit disc.
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Proof. See Theorem 7 in [54].

To establish the spectrum of TΦ where the symbol is not analytic, more work is

required. As shown in Proposition 1.13 in [10], if Φ ∈ H∞, Γ ∈ L∞ and Ψ ∈ H∞, then

TΦΓΨ = TΦTΓTΨ. (2.9)

Moreover, let Φ− ∈ H∞ and Φ+ ∈ H∞ be invertible. If Φ = Φ−Φ+, then TΦ = TΦ−Φ+

is invertible since TΦ− and TΦ+ are invertible as, by12 (2.9),

TΦ+TΦ−1
+

= TΦ+Φ−1
+

= I = TΦ−1
+ Φ+

= TΦ−1
+
TΦ+ ,

and similarly for Φ−. We ask therefore which symbols in L∞ can be factorised in terms

of analytic and anti-analytic functions. The proceeding theorem, referred to as the

Wiener-Hopf factorisation, states that many symbols in the Wiener algebra can in fact

be factorised in this way. Before we state the theorem, we require a few definitions. Let

W+ and W− denote the subspaces of H∞ and H∞ for which
∑∞

n=1 |φ(n)| <∞. For Φ

continuous13 on T, such that Φ(t) 6= 0 for all t ∈ T, the winding number of Φ around

the point a ∈ T is defined by

wind(Φ, a) =
θ(1)− θ(0)

2π
,

where a+ r(t)eiθ(t) is the polar coordinates system of Φ. One can think of the winding

number as the total number of times that a closed curve winds around a given point.

Theorem 2.23 (Wiener-Hopf factorisation). Let Φ ∈ W such that Φ(t) 6= 0 for all

t ∈ R and wind(Φ, 0) = k. Then, there exists Φ− ∈ W−, and Φ+ ∈ W+ such that

Φ = Φ−χkΦ+.

Proof. See Theorem 1.14 in [10].

The Wiener-Hopf factorisation leads to the description of the Fredholmness and

index of Toeplitz operators with symbols in the Wiener algebra.

12Note that the inverse of a function in H∞ need not be in H∞ and similarly for functions in H∞
13Observe that symbols in the Wiener algebra are continuous, and so the winding number can be

defined for Φ ∈ W.
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Theorem 2.24. Let Φ ∈ W. Then TΦ is Fredholm ⇐⇒ Φ ∈ W such that Φ(t) 6= 0

for all t ∈ R. In that case, ind(TΦ) = −wind(Φ, 0).

Proof. See Theorem 1.15 in [10].

From this, we have that σe (TΦ) = Φ(T), since TΦ − λI = TΦ−λ is Fredholm if

and only if Φ − λ = 0 i.e. λ 6= Φ(t) for any t ∈ T. One key result, known as

Coburn’s lemma which we state below, connects the problem of invertibility to that of

Fredholmness. Note that the adjoint of TΦ is given by TΦ. This follows from writing14

TΦ = PΦ = PΦP . By Proposition 1.26,

(PΦP )∗ = (ΦP )∗P ∗ = P ∗Φ∗P ∗ = P (Φ)∗P = PΦ∗.

Thus, we consider the adjoint of multiplication by15 Φ,

〈ΦX, Y 〉 =

∫
T

ΦXY =

∫
T
XΦY = 〈X,ΦY 〉.

Theorem 2.25 (Coburn’s Lemma). For Φ ∈ L∞ not identically zero, either

ker(TΦ) = {0} or ker(TΦ) = {0} .

Proof. See [18]

We have already seen in Section 1.3.2, how invertible operators are Fredholm opera-

tors with index zero. Now suppose TΦ is Fredholm with index zero. Then, dim ker(TΦ) =

dim co ker(TΦ) where both are finite. By Coburn’s lemma, it follows that ker(TΦ) = {0}
and im(TΦ) = H2, i.e. TΦ is invertible. This leads to the following result.

Theorem 2.26. Let Φ ∈ W. Then TΦ is invertible ⇐⇒ TΦ is Fredholm of index zero.

Therefore,

σ (TΦ) = σe (TΦ) ∪ {λ ∈ C \ σe (TΦ) : ind (TΦ − λI) 6= 0} .

Proof. See Theorem 1.15 in [10]

14By this we mean, TΦX = P (ΦX). It is, however, convenient to consider solely the operators in
this case. Therefore, we briefly use Φ to denote the multiplication by Φ.

15We now revert back to Φ as a function.
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From Theorem 2.24, the spectrum of TΦ can be formulated.

Theorem 2.27. Let Φ ∈ W. Then

σ (TΦ) = Φ(T) ∪ {λ ∈ C \ Φ(T) : wind(Φ− λ, 0) 6= 0} .

Coburn’s Lemma allows for the description of the spectrum of more general symbols.

Recall, from Section 1.3.2, that an operator is Fredholm if and only if it is invertible

modulo compact operators. Therefore, one can ask when TΦTΓ = I +K, where K is a

compact operator. The answer comes in the form of the semi-commutator.

Theorem 2.28. If Φ,Γ ∈ L∞, then

TΦΓ − TΦTΓ = HΦHΓ̃,

where H is the Hankel operator, and Γ̃(t) = Γ
(

1
t

)
.

Proof. See Proposition 2.14 in [11].

For continuous symbols, H is a compact operator, see Theorem 1.16 in [10]. There-

fore, for some compact operator K, TΦTΦ−1 = I + K and TΦ−1TΦ = I + K i.e TΦ is a

Fredholm operator. As a result, the essential spectrum and index of TΦ is described.

Moreover, by applying Coburn’s Lemma, the spectrum emerges.

Theorem 2.29. For Φ continuous on T, TΦ − λI is Fredholm ⇐⇒ λ 6∈ Φ(T).

Moreover, when TΦ − λI is Fredholm, we have

ind(TΦ − λI) = −wind(Φ, λ),

Furthermore, for Φ continuous on T, we have that

σ (TΦ) = Φ(T) ∪ {λ ∈ C \ Φ(T) : wind(Φ, λ) 6= 0} .

Proof. See Theorem 1.17 in [10].

Spectrum of multiplicative Toeplitz operators

In comparison, literature surrounding the spectral properties of multiplicative Toeplitz

operators is sparse.
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First, an analogous factorisation of (2.9) was given in [30].

Theorem 2.30. Let F ∈ WN, G ∈ WQ+ and H ∈ WN. Then,

MFGH = MFMGMH .

Proof. See Theorem 3.3 in [30].

Corollary 2.31. If F ∈ WN and G ∈ WQ+, or if F ∈ WQ+ and G ∈ WN, then

MFMG = MFG.

Proof. Take H = 1 and F = 1 respectively in Theorem 2.30.

Secondly, in [30] the invertibility of MF is characterised when the symbol is fac-

torisable by which we mean

F = F−χqF+,

where F− ∈ WN and F+ ∈ WN are invertible and χq(t) = qit for t ∈ R and q ∈ Q+. We

shall denote the set of factorisable F ∈ WQ+ by FWQ+ . Let w(F ) denote the average

winding number of F which is defined by

w(F ) = lim
T→∞

θ(T )− θ(−T )

2T
,

where θ(T ) is the argument of F (T ) in polar coordinates.

Theorem 2.32. Let F ∈ FWQ+. Then MF is invertible ⇐⇒ w(F ) = 0.

Proof. See Theorem 3.4 in [30].

Moreover, symbols whose Dirichlet Fourier coefficients are multiplicative (see Defi-

nition 1.37) are also factorisable. By above, it then follows that the invertibility of MF

is also known.

Theorem 2.33. Let F ∈ WQ+ with multiplicative coefficients i.e. f is multiplicative

on Q+. If F has no zeros and w(F ) = 0 then MF is invertible.

Proof. Theorem 3.5 in [30].

However, given a general F ∈ WQ+ , it remains an open question to establish when

F is factorisable.
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Spectrum of Toeplitz operators on higher dimensions

We now turn our attention to the spectral properties of Toeplitz operators on higher

dimensions. Echoing the literature surrounding operators on the infinite torus, there

are significant differences between the classical case and Toeplitz operators on higher

dimensions.

In [22] for example, the product of Toeplitz operators on the Hardy space of the

n-dimensional disc Dn is studied. The authors in [22] show that for TΦ acting on

H2(Dn),

TΦTΓ = 0 if and only if Φ = 0 or Γ = 0.

Moreover, a criterion for when the product of two Toeplitz operators is itself a Toeplitz

operator, is given.

The semi-commutator of Toeplitz operators on the two-dimensional case is discussed

in [23]. Although not compact in general, the authors find a necessary condition for

the semi-commutator to be compact. By doing so, they show that for a large class of

symbols, the semi-commutator is compact if and only if it is zero. Recall this contrasts

with Theorem 2.28 in the one dimensional case for which there are symbols that yield

a non-zero, compact, semi-commutator. It remains an open problem to find which,

if any, symbols yield a compact semi-commutator for Toeplitz operators on infinite

dimensions.

In [17], Coburn’s Lemma in two dimensions is also considered. The authors show

how, in contrast to the classical case, Coburn’s Lemma fails in general on the bidisc by

finding a symbol for which simultaneously

kerTΦ 6= {0} and kerT ∗Φ 6= {0} .

However, they do prove a Coburn’s Lemma type theorem for Toeplitz operators with

particular symbols. We refer the reader to [11] for further discussions and details on

the two dimensional case.

2.4.3 Application in number theory.

We previously eluded to the interplay between multiplicative Toeplitz operators and

the field of number theory. In particular, how harmonic and functional analysis can be
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utilised to study mathematical objects arising in number theory. Primarily, motivation

for this is to understand the behaviour of Dirichlet series, and in particular the Riemann

zeta function, which we discuss now.

The study of the Riemann Zeta function

Recall from Section 1.5.1 that the behaviour of the Riemann zeta function is well-known

in the half-plane <s > 1. The behaviour of ζ(s) in the critical strip (<s ≤ 1) is less

understood. Observe from Theorem 2.19, in the case where p = q = 2, it follows that

Dα is unbounded ⇐⇒ α ≤ 1 . Remarkably, the author of [32] relates the unbounded

mapping Dα for α ≤ 1, to ζ in the critical strip. This is achieved by restricting the

range of the mapping when α ∈ (1
2
, 1] and considering the truncated norm

Yα(N) = sup
‖x‖2=1

(
N∑
n=1

|yn|2
) 1

2

.

It is shown that Yα(N) is a lower bound for the maximal order of the Riemann zeta

function. Specifically, for α ∈ (1
2
, 1)

Zα(T ) := max
t∈[0,T ]

|ζ(α + it)| ≥ Yα
(
T 2/3(α−1/2)−ε) ,

for all ε > 0 and for sufficiently large T . Moreover, the author gives an approximation

of Yα(N) which leads to

logZα(T )� (log T )1−α

log log T
for

1

2
< α < 1,

a known estimate for the maximal order of ζ in the critical strip (see Section 1.5.1).

Interestingly, similar methods have since been utilised to give improvements upon this,

and also for the case α = 1/2, new approximations have been found, see [1] and [9]

respectively.

As discussed in [33], instead of restricting the range of the unbounded operator, one

can instead consider Dα acting upon a restricted domain. Specifically, the domain of

the operator is chosen to be the set of multiplicative sequences in `2. By doing so, the
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author evaluates the following “quasi”-norm over M2,

sup
x∈M2

‖x‖=T

‖Dαx‖
‖x‖

,

where T is constant. For large T , this is shown to be equal to

exp

(
cα (log T )1−α

(log log T )α

)
,

for 1
2
< α < 1, where cα is a constant dependent on α. This clearly has a strong

resemblance to the conjectured maximal order of ζ as given in (1.7). However, the

author notes, that despite the similarity, this norm has not been shown to be a lower

bound of Zα(T ).

We refer the reader to [48] for an overview of the connections between analytic

number theory and these operators.

2.4.4 Open Questions

We end this section by highlighting some of open questions which have emerged from

the literature that will be addressed in the latter chapters of this thesis.

Boundedness

1. Let 1 ≤ p ≤ q ≤ ∞. For which f : Q+ → C, is Mf : `p → `q a bounded operator?

Even for the case when f(n) = n−α, this is an open problem for 1 < p < q <∞.

2. Is there a sufficient and necessary condition for Tφ : `p → `p to be bounded for

1 ≤ p ≤ ∞ where p 6= 2?

Spectral Theory

1. For which F , if any, is the operator MF compact?

2. What is the spectrum of MF ? Can we describe the spectrum for a class of MF ?

For example, can we find the spectrum of DF ?

3. Given general F ∈ WQ+ when is F factorisable?
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4. When is the semi-commutator of TΦ on the infinite torus compact? Can we find

a class of symbols for which it is compact?

2.5 Operators acting on M.

As previously mentioned, in [33] for example, it can be fruitful to study mappings on

the multiplicative subset of `p; we later present findings on how Df : Mp → Mq are

closely connected to the boundedness of Df : `p → `q in Chapter 3. We ask therefore

which linear mappings preserve multiplicativity; that is, given a linear operator L, when

is Lx = y ∈M given x ∈M?

Theorem 2.34. Let L : A → A be a linear operator. We denote the matrix represen-

tation16 of L, AL = (ai,j). Then L preserves multiplicativity if and only if the following

conditions hold for all (n,m) = 1:

anm,r = an,dam, r
d

for some d which is a unitary divisor of r (2.10)

an,ram,s = 0 ∀r, s ∈ N such that (r, s) ≥ 2. (2.11)

Proof. We write for convenience ai,j = ai(j). First, assuming that L maps M to M,

we show that (2.10) and (2.11) hold for (n,m) = 1. Fix n,m ∈ N such that (n,m) = 1.

As y ∈M, we know y(nm) = y(n)y(m), and so∑
r∈N

anm(r)x(r) =
∑
s∈N

an(s)x(s)
∑
t∈N

am(t)x(t). (2.12)

Let K ∈ N and suppose x is supported on a fixed, arbitrary, finite product of prime

powers,

x(n) =

x(pα1
1 . . . pαkk ), if n = pα1

1 . . . pαkk for α1, . . . , αk ≤ K.

0, otherwise

Since x ∈M, we have

x (pα1
1 . . . pαkk ) = x (pα1

1 ) . . . x (pαkk ) .

16with respect to the basis (en)n∈N
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For convenience, we shall denote λi(αi) = x (pαii ) where λi(0) = 1 and λi(αi) = 0

if αi > K, for each i = 1, . . . , k. By writing r = pα1
1 . . . pαkk , s = pβ11 . . . pβkk and

t = pδ11 . . . pδkk , (2.12) can be reformulated as

K∑
α1,...,αk=0

anm (pα1
1 . . . pαkk )λ1(α1) . . . λk(αk) =

K∑
β1,...,βk=0

an

(
pβ11 . . . pβkk

)
λ1(β1) . . . λk(βk)

K∑
δ1,...,δk=0

am

(
pδ11 . . . pδkk

)
λ1(δ1) . . . λk(δk).

(2.13)

The proof proceeds by equating coefficients of the above equation, noting that λi (αi)

are free variables.

• Choose βi = δi ≥ 1, for all i ≤ k. Then the RHS of (2.13) is given by

K∑
β1,...,βk=0

an

(
pβ11 . . . pβkk

)
am

(
pβ11 . . . pβkk

)
λ1(β1)2 . . . λk(βk)

2,

while on the LHS, there are no square terms. Thus, we equate coefficients of the form

λ1 (β1)2 . . . λk (βk)
2, giving

an

(
pβ11 . . . pβkk

)
am

(
pβ11 . . . pβkk

)
= 0. (2.14)

• Choose βi 6= δi, with βi, δi ≥ 1 for all i ≤ k. Now, we equate coefficients of the form

λ1 (β1)λ1 (δ1) . . . λk (βk)λk (δk). This gives

an

(
pβ11 . . . pβkk

)
am

(
pδ11 . . . pδkk

)
+ an

(
pδ11 . . . pδkk

)
am

(
pβ11 . . . pβkk

)
= 0,

By multiplying through by am

(
pβ11 . . . pβkk

)
, it follows from (2.14) that,

0 + an

(
pδ11 . . . pδkk

)
am

(
pβ11 . . . pβkk

)2

= 0,

and therefore

an

(
pδ11 . . . pδkk

)
am

(
pβ11 . . . pβkk

)
= 0.
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As this is true for any arbitrary set of primes, where βi, δi ≥ 1 for any i ∈ N (i.e. they

share a common factor greater than 1), we must have

an(r)am(s) = 0 ∀(n,m) = 1 and (r, s) ≥ 2,

giving us (2.11).

• Now choose βi and δi such βi 6= 0 =⇒ δi = 0 for all i ≤ k , i.e. (s, t) = 1. We equate

coefficients of the form λ(α1) . . . λ(αk), which yields

anm (pα1
1 . . . pαkk ) = an(1)am (pα1

1 . . . pαkk ) + an

(
pβ11

)
am (pα2

2 . . . pαkk ) + . . .

+ an

(
pβ11 . . . p

βk−1

k−1

)
am (pαkk ) + an

(
pβ11 . . . pβ1k

)
am(1)

=
∑

d|pα11 ...p
αk
k

d unitary

an(d)am

(
pα1

1 . . . pαkk
d

)
.

As this is true for an arbitrary set of prime powers, we have that

anm(r) =
∑
d|r

d unitary

an(d)am

(r
d

)
∀(n,m) = 1, r ∈ N.

We now show that this summation is only ever one term. In other words, given a unitary

divisor d such that an (d) am
(
r
d

)
6= 0, then for all other unitary divisors an(d)am

(
r
d

)
= 0.

We proceed by contradiction. Fix r ∈ N, and let r have the prime decomposition

r = pα1
1 . . . pαkk for α1, . . . , αk ∈ N. Suppose that for two unitary divisors, of r, d1 and

d2 where d1 6= d2, we have

an (d1) am

(
r

d1

)
6= 0 and an (d2) am

(
r

d2

)
6= 0.

Therefore,

an (d1) am

(
r

d1

)
an (d2) am

(
r

d2

)
6= 0, (2.15)
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and hence,

an (d1) am

(
r

d2

)
6= 0 and an (d2) am

(
r

d1

)
6= 0.

Without loss of generality, let d1 = pα1
1 . . . pαll for some l ≤ k and as such r

d1
=

p
αl+1

l+1 . . . pαkk . From (2.11), we must have (d2,
r
d1

) = 1. Hence, d2 = pβ11 . . . p
βj
j for some

j ≤ l and βj = αj or 0. Therefore d2 | d1. In the same manner, we can show that

d1 | d2 and hence, d1 = d2, which is a contradiction. This shows that (2.10) and (2.11)

hold for (n,m) = 1 as required.

We now show that the converse is true. Fix n,m ∈ N such that (n,m) = 1. We

start by using (2.15)17 to obtain

y(nm) =
∑
r∈N

anm(r)x(r) =
∑
r∈N

∑
d|r

(d, rd)=1

an(d)am

(r
d

)
x(r) =

∑
c,d∈N

(d,c)=1

an(d)am (c)x(dc),

since d | r ⇐⇒ dc = r for c ∈ N. Now,

y(n)y(m) =
∑
r,s∈N

an(r)am(s)x(r)x(s)

=
∑
r,s∈N

(r,s)=1

an(r)am(s)x(r)x(s) +
∑
r,s∈N

(r,s)≥2

an(r)am(s)x(r)x(s).

It follows from (2.11), the above is equal to∑
r,s∈N

(r,s)=1

an(r)am(s)x(r)x(s) =
∑
r,s∈N

(r,s)=1

an(r)am(s)x(rs),

as x ∈M. Hence, y(nm) = y(n)y(m) for all (n,m) = 1, as required.

We make some further observations from Theorem 2.34. First, by taking r = 1

in (2.10), we obtain anm(1) = an(1)am(1). In other words, the first column of A is

multiplicative and gives a1(1) = 1. Secondly, the first row of A must be equal to

e1 = (1, 0, 0, . . . ). Indeed, it follows from (2.11) that a1(r) = 0 for all r ≥ 2 by taking

n = m = 1 and r = s ≥ 2.

17Observe that we have already shown this is equivalent to (2.10) but as the unitary divisors may
change for each r ∈ N, we use (2.15)
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Example 2.35. Fix p ∈ P. Let L : A → A be the operator defined by Lx = y, where

y = y(n) is given by

y(n) =


x(1) if n = 1∑∞

i=1 an(i)x(i) if n = pk, k ∈ N

0 otherwise

By setting p = 2, for example, we obtain the matrix

A =



1 0 0 · · ·
a2(1) a2(2) a2(3) · · ·

0 0 0 · · ·
a4(1) a4(2) a4(3) · · ·

...
...

...
. . .

a8(1) a8(2) a8(3) · · ·
...

...
...

. . .


Example 2.36. Let f ∈M. Let L : A → A be the operator defined by Lx = y, where

y = y(n) is given by

y(n) =

x(1) if n = 1

f(n)x(1) otherwise

gives the following matrix

A =


1 0 0 · · ·

f(2) 0 0 · · ·
f(3) 0 0 · · ·

...
...

...
. . .


From these two examples, we make the observation that matrices which satisfy

(2.10) and (2.11) may even map non-multiplicative elements to M. We have already

seen in Section 1.4.4 that Df preserves multiplicativity. Moreover, Df is an example

of an operator which maps only multiplicative elements to M. It remains an open

problem to establish when a linear operator maps only M to M.
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Chapter 3

Bounded multiplicative Toeplitz

operators on sequence spaces

In this chapter, we investigate the first of the topics discussed in Chapter 2. That is,

we seek to determine when Mf is a bounded operator.

In section 3.1, the main results of this chapter are presented. We give a sufficient

condition for Mf to be bounded in Theorem 3.1, and Theorem 3.3 shows that, for some

values of p and q, this is also a necessary condition. This is followed by observations on

how these theorems relate to the additive setting.

In an attempt to establish whether the condition given in Theorem 3.1 is necessary

for all values of p and q, we consider the simpler case of Df . In doing so, a relationship

with multiplicative number theory emerges. Namely, we see that for certain values of

p and q, the operator norm of Df is attained at multiplicative sequences in `p for f

multiplicative.

As such, we firstly investigate the n-dimensional additive convolution operator with

multiplicative symbols. Secondly, the infinite dimensional case, that is, Df :Mp
c →Mq

c

is considered. This is followed by a discussion on how the operator on multiplicative

sequences reflects the behaviour of the operator on `p and we consider the possible

existence of a counterexample.

We end the chapter with a summary of the open problems that arise within. The

majority of the results proven in this chapter have been published in [50].
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3.1 Criterion for boundedness

In this section, we present two new results which extend theorems from [20] and [31] as

stated in Theorems 2.19 and 2.20.

Theorem 3.1. For 1 ≤ p ≤ q ≤ ∞, define r ∈ [1,∞] by 1
r

= 1− 1
p

+ 1
q

where 1
∞ = 0.

If f ∈ `r(Q+) then Mf : `p → `q is bounded. More precisely, we have

‖Mfx‖q ≤ ‖x‖p‖f‖r,Q+ for all x ∈ `p.

Proof of Theorem 3.1. Let y = Mfx. The proof proceeds by considering separate cases.

• 1 ≤ p ≤ q <∞

By Hölder’s inequality,

|y(n)| ≤
∑
k∈N

∣∣∣f (n
k

)
x(k)

∣∣∣ =
∑
k∈N

∣∣∣f (n
k

)∣∣∣r(1− 1
p)
∣∣∣f (n

k

)∣∣∣ rq |x(k)|
p
q |x(k)|1−

p
q

≤

(∑
k∈N

∣∣∣f (n
k

)∣∣∣r)1− 1
p
(∑
k∈N

|x(k)|p
) 1

p
− 1
q
(∑
k∈N

∣∣∣f (n
k

)∣∣∣r |x(k)|p
) 1

q

≤ ‖f‖
r(1− 1

p)
r,Q+ ‖x‖

1− p
q

p

(∑
k∈N

∣∣∣f (n
k

)∣∣∣r |x(k)|p
) 1

q

.

Hence,

∑
n∈N

|y(n)|q ≤ ‖f‖
rq(1− 1

p)
r,Q+ ‖x‖q−pp

∑
n∈N

∑
k∈N

∣∣∣f (n
k

)∣∣∣r |x(k)|p .

Considering only the summation on the RHS of above,∑
n∈N

∑
k∈N

∣∣∣f (n
k

)∣∣∣r |x(k)|p ≤
∑
s∈Q+

|f(s)|r
∑
k∈N

|x(k)|p = ‖f‖rr,Q+‖x‖pp.

Therefore,

‖Mfx‖qq =
∑
n∈N

|y(n)|q ≤ ‖f‖
qr(1− 1

p)+r

r,Q+ ‖x‖q−p+pp = ‖f‖qr,Q+‖x‖qp.

• p = 1 and q =∞ (so r =∞)
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By the triangle inequality,

|y(n)| ≤
∑
k∈N

∣∣∣f (n
d

)
x(k)

∣∣∣ ≤ ‖f‖∞,Q+

∑
k∈N

|x(k)| ≤ ‖f‖∞,Q+‖x‖1.

Hence, ‖Mfx‖∞ ≤ ‖f‖∞,Q+‖x‖1.

• q =∞ with 1 < p <∞ (so r = p
p−1

)

By Hölder’s inequality, we have

|y(n)| ≤
∑
k∈N

∣∣∣f (n
k

)
x(k)

∣∣∣ ≤ (∑
k∈N

∣∣∣f (n
k

)∣∣∣r) 1
r
(∑
k∈N

|x(k)|p
) 1

p

≤ ‖f‖r,Q+‖x‖p.

Thus, ‖Mfx‖∞ ≤ ‖f‖r,Q+‖x‖p.

• p = q =∞ (so r = 1)

We now have |y(n)| ≤ ‖x‖∞
∑

k∈N

∣∣f (n
k

)∣∣ ≤ ‖x‖∞‖f‖1,Q+ , which gives the desired

inequality ‖Mfx‖∞ ≤ ‖x‖∞‖f‖1,Q+ .

By taking the support of f on positive powers of 2, Theorem 3.1 reduces to the

well-known Young’s convolution inequality, see [56], which we state below.

Theorem 3.2 (Young’s convolution inequality). For 1 ≤ p ≤ q ≤ ∞, define r ∈ [1,∞]

by 1
r

= 1− 1
p

+ 1
q

where 1
∞ = 0. If f ∈ `r then Cφ : `p → `q is bounded. More precisely,

we have

‖Cφx‖q ≤ ‖x‖p‖f‖r for all x ∈ `p.

Theorem 3.1 can be equivalently written in terms of the sets `p as `r ∗ `p ⊂ `q for

r defined as in Theorem 3.1. Further to Young’s inequality, in the classic setting it is

also known that `p ∗ `r 6⊂ `s for any s < p. The same is true for Dirichlet convolution.

That is, there exists f ∈ `r and x ∈ `p such that f ∗ x does not lie within `s for s < q.

However, this does not reveal that, if given x ∗ f ∈ `p where x ∈ `p, whether f ∈ `r is

also a necessary condition. In other words, Theorem 3.1 gives only a partial criterion

for the boundedness of Mf between `p and `q; partial in the sense that f ∈ `r(Q+) is

a sufficient condition. It is natural to ask whether this is also a necessary condition.

Moreover, can we find the operator norm, ‖Mf‖p,q? Theorem 3.1 gives the upper bound

‖Mf‖p,q ≤ ‖f‖r,Q+ . Therefore, we can ask when is this a sharp bound?
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Necessary condition for boundedness.

For certain f , these questions can be answered by Theorem 3.3 for the cases where

p = q, or p = 1 with any q, or q =∞ with any p. We refer to these as the “edge” cases

as they be can visualised as the edges of a right-angled triangle.

Theorem 3.3. Let us define r as in Theorem 3.1. For the following cases:

1. p = 1 with any q,

2. p = q with f ∈ `r(Q+) non-negative,

3. q =∞ with any p and with f ∈ `r(Q+) non-negative,

‖Mf‖p,q = ‖f‖r,Q+ .

Proof. Observe that ‖Mf‖p,q ≤ ‖f‖r,Q+ follows from Theorem 3.1. We wish to show,

therefore, that this bound is sharp. We consider each edge case separately.

1. We first embark on the case when p = 1 with any q.

• Let q ∈ [1,∞), so that r = q.

Fix c ∈ N and let x(n) = 1 if n = c and 0 otherwise. Then ‖x‖1 = 1 and so,

|y(n)|q =

∣∣∣∣∣∑
k∈N

f
(n
k

)
x(k)

∣∣∣∣∣
q

=
∣∣∣f (n

c

)∣∣∣q .
Therefore,

‖Mfx‖qq =
∑
n∈N

|y(n)|q =
∑
n∈N

∣∣∣f (n
c

)∣∣∣q =
∑
d|c

∑
n∈N

(n,c)=d

∣∣∣f (n
c

)∣∣∣q

=
∑
d|c

∑
m∈N

(m, c
d

)=1

∣∣∣∣f (mdc
)∣∣∣∣q ,

where n = md. Now, by writing c
d
7→ d, the above is equal to

∑
d|c

∑
m∈N

(m,d)=1

∣∣∣f (m
d

)∣∣∣q . (3.1)
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Note that we can write

‖f‖qq,Q+ =
∑
s∈Q+

|f (s)|q =
∑
v∈N

∑
u∈N

(u,v)=1

∣∣∣f (u
v

)∣∣∣q . (3.2)

By computing the difference between (3.2) and (3.1), we shall show that ‖Mfx‖q can

be made arbitrarily close to ‖f‖q,Q+ . We have∑
v∈N

∑
u∈N

(u,v)=1

∣∣∣f (u
v

)∣∣∣q −∑
d|c

∑
m∈N

(m,d)=1

∣∣∣f (m
d

)∣∣∣q =
∑
u,v∈N

(u,v)=1
v-c

∣∣∣f (u
v

)∣∣∣q .

Now, choose c = (2 · 3 · 5 · · ·T )k where k ∈ N and T is prime. If v - c then v > T for k

large enough. Therefore, for every ε > 0, we can choose T such that

‖f‖qq,Q+ − ‖Mfx‖qq =
∑
u,v∈N

(u,v)=1
v-c

∣∣∣f (u
v

)∣∣∣q =
∑
u,v∈N

(u,v)=1
v>T

∣∣∣f (u
v

)∣∣∣q < ε.

Hence, ‖Mf‖1,q = ‖f‖q,Q+ as required.

• Let q =∞, so r = q =∞.

Fix c ∈ N. Like before, choose x(n) = 1 if n = c and 0 otherwise. Again ‖x‖1 = 1.

Now,

‖Mfx‖∞ = sup
n∈N
|y(n)| = sup

n∈N

∣∣∣f (n
c

)∣∣∣ .
Note here that for every ε > 0, there exists u, v ∈ N with (u, v) = 1 such that

‖f‖∞,Q+ − ε <
∣∣∣f (u

v

)∣∣∣ .
Simply choose n = u and c = v. Then

‖f‖∞,Q+ − ‖Mfx‖∞ < ε.

2. Now consider the edge case where p = q.

• Let 1 < p = q <∞ so r = 1.
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Fix c ∈ N. Choose x(n) = 1

d(c)
1
q

if n | c and 0 otherwise, where d(n) is the divisor

counting function. Hence, ‖x‖qq = 1
d(c)

∑
d|c 1 = 1. Observe by Hölder’s inequality,

∑
n∈N

x(n)q−1y(n) ≤

(∑
n∈N

|x(n)|q
)1− 1

q
(∑
n∈N

|y(n)|q
) 1

q

=

(∑
n∈N

|y(n)|q
) 1

q

= ‖Mfx‖q.

Consequently, it suffices to show that
∑

n∈N x(n)q−1y(n) can be made arbitrarily close

to ‖f‖1,Q+ . To do this, consider

∑
n∈N

x(n)q−1y(n) =
1

d(c)
q−1
q

∑
n|c

y(n) =
1

d(c)
q−1
q

∑
n|c

∑
k|c

f
(n
k

)
x(k)

=
1

d(c)

∑
n,k|c

f
(n
k

)
=

1

d(c)

∑
s∈Q+

f(s)
∑
n,k|c
s=n

k

1.

We now follow the argument given in [30] (page 87). Let s = u
v
∈ Q+, where (u, v) = 1,

then the above is equal to

1

d(c)

∑
u,v∈N

(u,v)=1

f
(u
v

) ∑
n,k|c
nv=uk

1,

where we used the fact that n
k

= u
v

if and only if nv = uk. Since (u, v) = 1, it follows

that u | n and v | k, and for any contribution to the above summation, we must have

u, v | c, i.e., uv | c. Assume, therefore, that uv | c. Then

1

d(c)

∑
uv|c

(u,v)=1

f
(u
v

) ∑
n,k|c
nv=uk

1 =
1

d(c)

∑
uv|c

(u,v)=1

f
(u
v

) ∑
lu,lv|c

1

=
1

d(c)

∑
uv|c

(u,v)=1

f
(u
v

)∑
l| c
uv

1 =
∑
uv|c

(u,v)=1

f
(u
v

) d (c/uv)

d(c)
.

Now, by choosing c appropriately, we can show that d(c/uv)
d(c)

can be made close to 1 for
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all u, v less than some large constant. Fix T ∈ P and choose c to be

c =
∏
t≤T
t∈P

tαt where αt =

[
log T

log t

]
.

If uv | c, then uv =
∏

t≤T t
βt where βt ∈ [0, αt]. Hence, by (1.3), we have

d (c/uv)

d(c)
=
∏
t≤T

(
αt − βt + 1

αt + 1

)
=
∏
t≤T

(
1− βt

αt + 1

)
.

If we take uv ≤
√

log T , then tβt ≤
√

log T for every prime divisor t of uv. Therefore,

βt ≤ log log T
2 log t

and βt = 0 if t >
√

log T . It follows that

d (c/uv)

d(c)
=

∏
t≤
√

log T

(
1− βt

αt + 1

)
≥

∏
t≤
√

log T

(
1− log log T

2 log T

)

=

(
1− log log T

2 log T

)π(√log T)
,

where π (x) is the prime counting function up to x. Note that in general for |a| < 1

and b > 0, we have

(1− a)b = eb log(1−a) ∼ e−ba ≥ 1− ba,

where we have made use for the fact that log(1 − a) = −a + O(a2). Therefore, for

sufficiently large T , it follows that

(
1− log log T

2 log T

)π(√log T)
≥ 1− π

(√
log T

) log log T

2 log T
.

Now, as π(x)� x
log x

for sufficiently large x, we have

(
1− log log T

2 log T

)π(√log T)
≥ 1− C

√
log T log log T

log
(√

log T
)

2 log T

≥ 1− C√
log T

,
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for some constant C. Therefore,

∑
uv|c

(u,v)=1

f
(u
v

) d (c/uv)

d(c)
≥

∑
uv|c

uv≤
√

log T

f
(u
v

) d (c/uv)

d(c)
>

∑
uv|c

uv≤
√

log T

f
(u
v

)(
1− C√

log T

)

≥
∑
uv|c

uv≤
√

log T

f
(u
v

)
− C√

log T

∑
s∈Q+

f(s)

≥
∑
uv|c

uv≤
√

log T

f
(u
v

)
− C1√

log T

as f ∈ `1(Q+). Note that if uv 6| c, then there exists k for which tk | uv such that

tk > t(
log T
log t ),

and therefore k ≥ log T
log t

, i.e. tk ≥ T . This further implies that uv ≥ T as tk | uv. It

follows that ∑
uv|c

uv≤
√

log T

f
(u
v

)
=

∑
(u,v)=1

uv≤
√

log T

f
(u
v

)
−

∑
uv 6|c

uv≤
√

log T

f
(u
v

)

=
∑

(u,v)=1
uv≤
√

log T

f
(u
v

)
−
∑
uv>T

f
(u
v

)

By choosing T to be arbitrarily large, for every ε > 0, we have

∑
uv|c

f
(u
v

) d (c/uv)

d(c)
>
∑
s∈Q+

f(s)− ε.

Moreover,

‖f‖1,Q+ − ‖Mfx‖q ≤ ‖f‖1,Q+ −
∑
n∈N

x(n)q−1y(n) < ε.

• We now consider the case where p = q =∞, and so r = 1.
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Let x(n) = 1 for all n ∈ N so that ‖x‖∞ = 1. Moreover, for a fixed c ∈ N, we have

|y(c)| =
∑
k∈N

f
( c
k

)
x(k) =

∑
k∈N

f
( c
k

)
.

By applying the same method as given in case (1), we conclude that y(c) can be

arbitrarily close to ‖f‖1,Q+ . Hence, ‖Mf‖∞,∞ = ‖f‖1,Q+ .

3. Finally, we consider the case when q = ∞ with any p. We have already dealt with

the cases when p = 1 or p =∞. So let p ∈ (1,∞), giving r = p
p−1

.

Fix c ∈ N, and let

x(n) = f
( c
n

) r
p
F (c)−

1
p where F (c) =

∑
n∈N

f
( c
n

)r
exists as f ∈ `r(Q+).

In the case when F (c) = 0 for all c ∈ N, it follows from the non-negativity of f that

f = 0, i.e. the trivial case. Thus, we assume F (c) 6= 0. Now,

‖x‖p =
1

F (c)

∑
n∈N

f
( c
n

)r
=
F (c)

F (c)
= 1.

Now consider just the term y(c),

y(c) = F (c)−
1
p

∑
k∈N

f
( c
k

)
f
( c
k

) r
p

= F (c)−
1
p

∑
k∈N

f
( c
k

)r
,

as 1 + r
p

= p−1+1
p−1

= r. Therefore,

y(c) = F (c)1− 1
p = F (c)

1
r =

(∑
k∈N

f
( c
k

)r) 1
r

.

We can apply the same argument as case (1) to show that for every ε > 0, we can

choose c = (2 ·3 ·5 · · ·T )k where T is prime such that y(c) can be made arbitrarily close

to ‖f‖r,Q+ . Hence, ‖Mf‖p,∞ = ‖f‖r,Q+ .

Corollary 3.4. Let us define r and Mf as above. For the following cases,

1. p = 1 with any q,

2. p = q with f ∈ `r(Q+) non-negative,
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3. q =∞ with any p and with f ∈ `r(Q+) non-negative,

Mf : `p → `q is bounded ⇐⇒ f ∈ `r(Q+).

Recall that Theorems 2.19 and 2.20 require the positivity of f . We remark here that

Theorem 3.3 also requires positivity. Determining the operator norm, ‖Mf‖p,q, for any

f , not strictly positive (i.e. a generalisation of Theorem 2.21 to all p and q) remains an

open question. In this thesis however, we focus on establishing a necessary condition

for boundedness and the connection this reveals to multiplicative number theory.

Implication for Toeplitz operators.

As discussed in Section 2.4, the boundedness of Tφ : `p → `p is not well understood. We

can utilise Theorems 3.1 and 3.8 to give some further results in this case. The following

corollary gives a sufficient condition for the boundedness of Toeplitz operators between

`p → `q. Moreover, in certain cases, this is also necessary.

Corollary 3.5. For 1 ≤ p ≤ q ≤ ∞, define r ∈ [1,∞] by 1
r

= 1− 1
p

+ 1
q

where 1
∞ = 0.

If φ ∈ `r(Z) then Tφ : `p → `q is bounded. More precisely, we have

‖Tφx‖q ≤ ‖x‖p‖φ‖r for all x ∈ `p.

For the following cases,

1. p = 1 with any q,

2. p = q with φ ∈ `r(Z) non-negative,

3. q =∞ with any p and with φ ∈ `r(Z) non-negative,

Tφ : `p → `q is bounded ⇐⇒ φ ∈ `r(Z).

Proof. Given φ ∈ `r(Z), the operator Tφ can be equivalently constructed as a multi-

plicative Toeplitz operator, Mf where f(2k) = φ(k) for k ∈ Z and 0 otherwise. The

result then follows from Theorem 3.1 and Theorem 3.3.
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3.2 Connection to multiplicative number theory

Theorem 3.3 gives a sufficient condition for boundedness. However, establishing whether

this is also a necessary condition and finding the operator norm for all other p and q

(which we will refer to as the interior cases) is challenging.

We shall consider the Dirichlet convolution operator Df i.e. when f is supported

on N. In order to better understand the boundedness of Df in the interior cases,

we seek to establish the maximisers of the Df i.e. the sequences in `p which yield the

supreme value of ‖Dfx‖q. There are several publications regarding similar optimisation

problems involving multiplicative structures, see for example, [19], [44], [34] and [35].

Interestingly, multiplicative sequences are highlighted in all as playing a crucial role.

In [35] the author investigates, for p ∈ (1, 2), the supremum of∑
c,d|k

f(c, d)xcxd subject to ‖x‖p = 1,

where f(c, d) = [c,d]
(c,d)

and k is square-free. It is shown that for certain ranges of p within

(1, 2), the supremum is attained when x is either a constant or multiplicative sequence.

In addition, the authors in [44] consider the minimisation of∑
c,d|k

f(c, d)xcxd subject to ‖x‖2 = 1.

again where k is square-free. They showed that for some fixed f , the minimum is

achieved at the point xn = µ(n)d(k)−1/2 which is constant multiplicative.

Our investigation into establishing the maximisers begins with the edge cases where

the boundedness of Df is fully understood. We consider the maximiser in each edge

case, as presented in the proof of Theorem 3.3, separately.

• For 1 = p ≤ q < ∞ in case 1, the supremum of ‖Dfx‖q is attained when x = e1 i.e.

x(n) = 1 if n = 1 and 0 otherwise, so x is completely multiplicative.

• For 1 < p = q <∞ in case 2, we choose x(n) = 1
d(c)1/p

, whenever n | c for some fixed

c ∈ N, and 0 otherwise. This is constant multiplicative as x(n) = 1
d(c)1/p

g(n) where

g(n) = 1 if n | c and 0 otherwise. Observe that g is multiplicative as n | c and m | c if

and only if nm | c, , for n,m ∈ N such that (n,m) = 1,.

• Moreover, for p = q = ∞ in case 2, the completely multiplicative sequence x(n) = 1

(for all n ∈ N) attains the operator norm.
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• Finally, for 1 < p < q =∞ in case 3, x(n) = Cf(n/c)r/p is constant multiplicative, if

f is multiplicative.

Corollary 3.6. For p = 1 with any q, q =∞ with any p, and p = q, the operator norm

is attained at x ∈ `p which have multiplicative structure.

It appears that a similar phenomenon, highlighted in the above discussion, is oc-

curring here too, and perhaps, for f multiplicative, one could expect Df : `p → `q

to be largest on the multiplicative elements of `p as well. This is also reminiscent of

the reproducing kernel thesis for Toeplitz operators, which says that the operator is

bounded on the whole space if and only if it is bounded on the reproducing kernel, see

Lemma 4.1.9 in [42]. Similarly, the behaviour of the completely multiplicative elements

in `p could determine the boundedness of the operator on the whole space. Indeed, we

have seen from Proposition 1.39 that the span(Mp
c) is dense in `p, and therefore the

behaviour of Mp
c should indicate how the operator acts on `p. However, the theory of

the reproducing kernel thesis is considered within a Hilbert space setting and as such

can not be considered when 1 < p < q <∞.

We focus our investigation into the boundedness18 of Df : Mp
c → `q for 1 < p <

q <∞ for f ∈Mc.

3.2.1 Boundedness of Df :Mp
c → `q.

Recall, from Theorem 3.1, that if f ∈ `r where 1
r

= 1 − 1
p

+ 1
q

then Df : Mp
c → `q is

bounded. We ask if this is also a necessary condition.

In light of the Bohr lift, we first consider what happens in the case of the n-

dimensional convolution operator with a completely multiplicative symbol. Recall this

is equivalent to the Dirichlet convolution operator whose symbol is completely multi-

plicative and supported on a finite number of prime powers.

Proposition 3.7. Fix n ∈ N and let 1 ≤ p ≤ q <∞. Suppose f ∈ Mc such that f is

supported on the set

S = {tα1
1 . . . tαnn : ti ∈ P, αi ∈ N}

18Mp
c and Mp are subsets, not subspaces of `p. For example, they are not closed under addition.

Given X,Y which are subsets of some Banach space, we say L : X → Y is bounded ⇐⇒ ‖Lx‖ ≤ C‖x‖
for all x ∈ X.
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. Then Df : `p → `q is bounded if and only if f ∈Mr
c for r ∈ [1,∞).

Proof. Let f ∈Mc such that f is supported on S. We start with the observation that if

f ∈Ms
c for some s ∈ [1,∞), then f is automatically in Mr

c for all r ∈ (1,∞). Indeed,

by using Euler products, we can write

∑
m∈N

|f(m)|r =
∏
i≤n

1

1− |f(pi)|r
,

which is finite. Therefore, f ∈ Mr
c for all r > 1 and in particular when 1/r = 1 +

1/p− 1/q. Thus by applying Theorem 3.1, it follows that Df is bounded. Conversely,

if Df : `p → `q is bounded, then f ∗ e1 = f must lie within `q, and by the argument

above, must also lie in all other `r for r ∈ (1,∞].

Restricting the support of f to S shows that f ∈ Mr
c is not a necessary condition

for boundedness. In a sense this is a trivial case however, as f ∈Mc is automatically in

all other `r for r ∈ [1,∞). The problem is far more delicate in the infinite dimensional

case i.e. when considering Df without restriction on the support of f . For simplicity,

we consider the case when p ∈ (1, 2) and q = 2, so 1
r

= 3
2
− 1

p
.

Theorem 3.8. Let 1 < p < 2. If f ∈M2
c, the mapping Df :Mp

c →M2 is bounded19.

Proof. By taking h = f and g = j = x in (1.4), we have

‖Dfx‖2 =
‖f‖2‖x‖2 |〈f, x〉|

‖fx‖2

≤ ‖f‖2‖x‖2 |〈f, x〉| ,

as f and x are completely multiplicative, and as such we have x1 = 1 and f(1) = 1,

giving

‖fx‖2 =
∞∑
n=1

|f(n)xn|2 ≥ 1.

Now,

‖Dfx‖2

‖x‖p
≤ ‖f‖2‖x‖2 |〈f, x〉|

‖x‖p
≤ ‖f‖2

∏
t∈P

(1− |x(t)|p)
1
p(

1− |x(t)|2
) 1

2 (1− |x(t)f(t)|)
, (3.3)

19The convolution of two multiplicative sequences is also multiplicative, so we can consider y ∈M2.
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where we made use of Euler products. Therefore, it remains to show that the product

over primes is bounded independently of x(t). As 0 ≤ |x(t)| < 1, we can say that

|x(t)|2 < |x(t)|p and so,

1

1− |x(t)|2
<

1

1− |x(t)|p
.

Hence, the product of (3.3) is at most

∏
t∈P

(1− |x(t)|p)
1
p

(1− |x(t)|p)
1
2 (1− |x(t)f(t)|)

=
∏
t∈P

(1− |x(t)|p)
2−p
2p

(1− |x(t)f(t)|)
.

By taking logarithms, we arrive at the equality

log

(∏
t∈P

(1− |x(t)|p)
2−p
2p

(1− |x(t)f(t)|)

)
=
∑
t∈P

(
log

1

1− |x(t)f(t)|
− 2− p

2p
log

1

1− |x(t)|p
)
.

Note in general for 0 < a < 1, we have a ≤ log
(

1
1−a

)
= a+O (a2). Hence,

∑
t∈P

log

(
1

1− |x(t)|p
)
≥
∑
t∈P

|x(t)|p ,

and,

∑
t∈P

log

(
1

1− |x(t)f(t)|

)
=
∑
t∈P

|x(t)f(t)|+O(1),

where the O(1) constant term is independent of the sequence x(t). Therefore, we obtain

∑
t∈P

(
log

1

1− |x(t)f(t)|
− 2− p

2p
log

1

1− |x(t)|p
)

≤
∑
t∈P

(
|x(t)f(t)| − 2− p

2p
|x(t)|p

)
+O(1).

Now, we consider the case when the terms of the above series are non-negative. In
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other words,

|x(t)f(t)| ≥ 2− p
2p
|x(t)|p ⇐⇒

(
2p

2− p
|f(t)|

)β
≥ |x(t)| ,

where β = 1
p−1

. Hence, by only summing over the t which yield non-negative terms, we

have ∑
t∈P

(
|x(t)f(t)| − 2− p

2p
|x(t)|p

)
≤

∑
t s.t

|x(t)|≤( 2p
2−p |f(t)|)

β

(
|x(t)f(t)| − 2− p

2p
|x(t)|p

)

≤
∑
t s.t

|x(t)|≤( 2p
2−p |f(t)|)

β

|x(t)f(t)| ≤
(

2p

2− p

)β∑
t∈P

|f(t)|β |f(t)| .

As β + 1 = p
p−1

> 2, we see that

∑
t∈P

|f(t)|β+1 ≤
∑
t∈P

|f(t)|2 <∞,

as f ∈ M2
c . Hence, the product in (3.3) is bounded, which implies that the mapping

Df :Mp
c →M2 is bounded.

Theorem 3.8 tells us that the condition f ∈Mr
c from Theorem 3.1 is not necessary,

and instead f ∈M2
c is sufficient. To highlight this difference more clearly, we consider

the following example.

Example 3.9. Let f(n) = 1
nα

with α > 1
2

and let p = 3
2

giving 1
r

= 1 − 2
3

+ 1
2

= 5
6
.

Theorem 2.19 states that if α > 5
6
, then Dα : `3/2 → `2 is bounded. In contrast,

Theorem 3.8 shows that only α > 1
2

is required for boundedness on M3/2
c .

As suggested by Corollary 3.6, we might expect Df : `p → `q to be largest when

restricted to Mp
c , and therefore, one could speculate, at least in the case when q = 2,

that f ∈M2
c is a sufficient condition for Df : `p → `2 to be bounded.

To understand further how the behaviour of Df on Mp
c reflects the behaviour of

Df on `p, we can consider how “big” the subset Mp
c is in `p. Recall from Corollary

1.40, that the span(Mp
c) is a dense subset of `p. Therefore, we wish to determine if, for
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f ∈M2
c ,

‖Dfx‖2 ≤ C‖x‖p for all x ∈ span(Mp
c). (3.4)

From (3.4) it would follow, by Corollary 1.40, that f ∈Mr
c is not a necessary condition.

In the case when x = x1 +x2 for x1, x2 ∈Mp
c , we present a new result on the continuity

of Df on M2
c to show ‖Dfx‖2 ≤ C‖x‖p. We, in fact, state a more general theorem

which considers the continuity of Mp.

Theorem 3.10. Let f ∈ M2
c. For p ∈ (1, 2), Df : Mp → M2 is continuous20.

Moreover, ‖Dfx−Dfz‖2
2 ≤ Cz‖x− z‖p, where Cz is a constant dependent on z.

Proof. Let ε > 0 and let x ∈ Mp be close to a fixed z ∈ Mp, i.e. x = z + h where

‖h‖p = ε. For convenience, we assume x, z, f are non-negative, although the same

argument works for complex-valued functions. Note we may also assume that h is

positive since Df (z + h) is largest when h is positive. We start by writing

‖Dfx−Dfz‖2
2 = ‖Dfx‖2

2 + ‖Dfz‖2
2 − 2〈Dfx,Dfz〉. (3.5)

As z and x are multiplicative, by Euler products we can write

‖Dfx‖2
2 =

∏
t∈P

(1 + χ(t)), ‖Dfz‖2
2 =

∏
t∈P

(1 + γ(t)), and 〈Dfx,Dfz〉 =
∏
t∈P

(1 + β(t))

where for a prime t,

χ(t) =
∑
k∈N

∑
d|tk

f

(
tk

d

)
x(d)

2

, γ(t) =
∑
k∈N

∑
d|tk

f

(
tk

d

)
z(d)

2

,

and β(t) =
∑
k∈N

∑
d|tk

f

(
tk

d

)
x(d)

∑
d|tk

f

(
tk

d

)
z(d)

 .

Now, since d|tk =⇒ d = tr where 0 ≤ r ≤ k, it follows that

γ(t) =
∑
k∈N

f (t)2k + 2
∑
k∈N

f
(
tk
) k∑
r=1

f
(
tk−r

)
z(tr) +

∑
k∈N

(
k∑
r=1

f
(
tk−r

)
z(tr)

)2

,

20Continuity is equivalent to boundedness for linear operators acting on Banach spaces. However,
here we act on sets.
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and

χ(t) =
∑
k∈N

(
f
(
tk
)

+
k∑
r=1

f
(
tk−r

)
x(tr)

)2

=
∑
k∈N

f (t)2k + 2
∑
k∈N

f
(
tk
) k∑
r=1

f
(
tk−r

)
x(tr) +

∑
k∈N

(
k∑
r=1

f
(
tk−r

)
x(tr)

)2

By setting x = z + h, the above is equal to

∑
k∈N

f (t)2k + 2
∑
k∈N

f
(
tk
) k∑
r=1

f
(
tk−r

)
(z + h)(tr) +

∑
k∈N

(
k∑
r=1

f
(
tk−r

)
(z + h)(tr)

)2

= γ(t) + η(t),

where

η(t) = 2
∑
k∈N

f
(
tk
) k∑
r=1

f
(
tk−r

)
h(tr) +

∑
k∈N

(
k∑
r=1

f
(
tk−r

)
h(tr)

)2

+ 2
∑
k∈N

k∑
r=1

f
(
tk−r

)
z(tr)

k∑
s=1

f
(
tk−s

)
h(ts).

Similarly,

β(t) =
∑
k∈N

f (t)2k +
∑
k∈N

f
(
tk
) k∑
r=1

f
(
tk−r

)
x(tr) +

∑
k∈N

f
(
tk
) k∑
r=1

f
(
tk−r

)
z(tr)

+
∑
k∈N

k∑
r=1

f
(
tk−r

)
x(tr)

k∑
s=1

f
(
tk−s

)
z(ts),

=
∑
k∈N

f (t)2k + 2
∑
k∈N

f
(
tk
) k∑
r=1

f
(
tk−r

)
z(tr) +

∑
k∈N

k∑
r=1

f
(
tk−r

)
z(tr)2

+
∑
k∈N

f
(
tk
) k∑
r=1

f
(
tk−r

)
h(tr) +

∑
k∈N

k∑
r=1

f
(
tk−r

)
h(tr)

k∑
s=1

f
(
tk−s

)
z(ts)

= γ(t) + ν(t),
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where

ν(t) =
∑
k∈N

f
(
tk
) k∑
r=1

f
(
tk−r

)
h(tr) +

∑
k∈N

k∑
r=1

f
(
tk−r

)
h(tr)

k∑
s=1

f
(
tk−s

)
z(ts).

Putting these together, we can rewrite (3.5) as

‖Dfx−Dfz‖2
2 =

∏
t∈P

(1 + γ(t) + η(t)) +
∏
t∈P

(1 + γ(t))− 2
∏
t∈P

(1 + γ(t) + ν(t)) .

We shall proceed to prove ‖Dfx−Dfz‖2
2 → 0 as x→ z by showing that∏

t∈P

(1 + γ(t) + η(t))→
∏
t∈P

(1 + γ(t)) and
∏
t∈P

(1 + γ(t) + ν(t))→
∏
t∈P

(1 + γ(t)) .

Since 1 + a+ b = (1 + a)
(
1 + b

1+a

)
, we can rewrite the above as

∏
t∈P

(
1 +

η(t)

1 + γ(t)

)
→ 1 and

∏
t∈P

(
1 +

ν(t)

1 + γ(t)

)
→ 1 as x→ z.

By taking logarithms, this is equivalent to

∑
t∈P

log

(
1 +

η(t)

1 + γ(t)

)
→ 0 and

∑
t∈P

log

(
1 +

ν(t)

1 + γ(t)

)
→ 0 as x→ z.

Observe that 1 + γ(t) ≥ 1, and as such, it suffices to show∑
t∈P

log (1 + η(t))→ 0 and
∑
t∈P

log (1 + ν(t))→ 0 as x→ z.

Moreover, it is sufficient in fact to show that
∑

t∈P η(t) → 0 for the following reasons.

First, since log(1 + a) = a+O(a2) , we have∑
t∈P

log(1 + η(t)) =
∑
t∈P

(
η(t) +O

(
η(t)2

))
�
∑
t∈P

η(t)

as
∑

t∈P η(t)2 �
∑

t∈P η(t) if
∑

t∈P η(t)→ 0. Secondly, note that

0 ≤ ν(t) ≤ η(t) for all t ∈ P,
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and as such
∑

t∈P ν(t)→ 0 if
∑

t∈P η(t)→ 0. Thus, we proceed by separately considering

the three terms given in (3.6),

η(t) ≤ 2
∑
k∈N

f
(
tk
) k∑
r=1

f
(
tk−r

)
h(tr) +

∑
k∈N

(
k∑
r=1

f
(
tk−r

)
h(tr)

)2

+ 2
∑
k∈N

k∑
r=1

f
(
tk−r

)
z(tr)

k∑
s=1

f
(
tk−s

)
h(ts). (3.6)

• We consider the first terms of the above equation. Note that since f is completely

multiplicative, we have

∑
k∈N

f(tk)
k∑
r=1

f
(
tk−r

)
h(tr) =

∑
k∈N

k∑
r=1

f
(
t2k−r

)
h(tr).

Now,

∑
k∈N

k∑
r=1

f
(
t2k−r

)
h(tr) =

∑
r∈N

∞∑
k=r

f
(
t2k−r

)
h(tr) =

∑
k∈N0

∑
r∈N

f(t2k+r)h(tr)

=
∑
k∈N0

f(tk)2
∑
r∈N

f(t)rh(tr) ≤ ‖f‖2
2

∑
r∈N

f (t)r h(tr)

�
∑
r∈N

f (t)r h(tr).

Now summing over all t ∈ P yields∑
t∈P

∑
r∈N

f (t)r h(tr) ≤
∑
n∈N

f(n)h(n) ≤ ‖f‖2‖h‖2 � ‖h‖p = ε

where we have again applied the Cauchy-Schwarz inequality.

• Next, we consider the second term of (3.6). Since f is completely multiplicative, we

can write (
k∑
r=1

f
(
tk−r

)
h(tr)

)2

=

(
k∑
r=1

f (t)
k−r
2 f (t)

k−r
2 h(tr)

)2

.
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By the Cauchy-Schwarz inequality, we have(
k∑
r=1

f (t)
k−r
2 f (t)

k−r
2 h(tr)

)2

≤
k∑
r=1

f (t)k−r
k∑
r=1

f (t)k−r h(tr)2.

Now,

k∑
r=1

f (t)k−r
k∑
r=1

f (t)k−r h(tr)2 ≤
∑
r∈N

f (t)r
k∑
r=1

f (t)k−r h(tr)2 �
k∑
r=1

f
(
tk−r

)
h(tr)2,

as 1
1−f(t)

� 1. Therefore,

∑
k∈N

(
k∑
r=1

f (t)k−r h(tr)

)2

�
∑
k∈N

k∑
r=1

f (t)k−r h(tr)2 =
∑
k∈N0

f(t)k
∑
r∈N

h(tr)2 �
∑
r∈N

h(tr)2

By summing over t ∈ P, we obtain∑
t∈P

∑
r∈N

h(tr)2 ≤ ‖h‖2
2 ≤ ‖h‖2

p = ε2

• Finally, we consider the third term of (3.6), and we start by noting that for a, b ∈ A,

we can write

k∑
n=1

a(n)
k∑

m=1

b(m) =
k∑

n=1

a(n)
n∑

m=1

b(m) +
k∑

m=1

b(m)
m−1∑
n=1

a(n) ≤
k∑

n=1

n∑
m=1

a(n)b(m) +
k∑

m=1

m∑
n=1

b(m)a(n)

Applying this to the third term of (3.6) gives

k∑
r=1

f
(
tk−r

)
z(tr)

k∑
s=1

f
(
tk−s

)
h(ts) ≤

k∑
r=1

f
(
tk−r

)
z(tr)

r∑
s=1

f
(
tk−s

)
h(ts)

+
k∑
s=1

f
(
tk−s

)
h(ts)

s∑
r=1

f
(
tk−r

)
z(tr). (3.7)

We concentrate on the first term of (3.7) on the RHS. For ease of notation, we will
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briefly denote g(r, k) =
∑r

s=1 f
(
tk−s

)
h(ts). We can rearrange to give

∑
k∈N

k∑
r=1

f
(
tk−r

)
z(tr)g(r, k) =

∑
r∈N

∞∑
k=r

f
(
tk−r

)
z(tr)g(r, k) =

∑
k∈N0

f
(
tk
)∑
r∈N

z(tr)g(r, k + r).

Furthermore,

∑
r∈N

z(tr)g(r, k + r) =
∑
r∈N

z(tr)
r∑
s=1

f
(
tk+r−s)h(ts) =

∑
s∈N

∞∑
r=s

z(tr)f
(
tk−s+r

)
h(ts)

=
∑
r∈N0

∑
s∈N

z(tr+s)f
(
tk+r

)
h(ts).

Therefore, by putting these together, we have

∑
k∈N

k∑
r=1

f
(
tk−r

)
z(tr)

r∑
s=1

f
(
tk−s

)
h(ts) =

∑
k∈N0

f (t)2k
∑
r∈N0

f (tr)
∑
s∈N

z(tr+s)h(ts)

As f ∈M2
c , it follows that∑
k∈N0

f (t)2k
∑
r∈N0

f (tr)
∑
s∈N

z(tr+s)h(ts)�
∑
r∈N0

f (t)r
∑
s∈N

z(tr+s)h(ts).

Summing over t ∈ P and then isolating the term when r = 0 yields∑
t∈P

∑
r∈N0

f (t)r
∑
s∈N

z(tr+s)h(ts) =
∑
t∈P

∑
s∈N

z(ts)h(ts) +
∑
r∈N

∑
t∈P

f (t)r
∑
s∈N

z(tr+s)h(ts)

(3.8)

We note here that by the Cauchy-Schwarz inequality,

∑
t∈P

∑
s∈N

z(ts)h(ts) ≤
∑
n∈N

z(n)h(n) ≤

(∑
n∈N

z(n)2
∑
n=1

h(n)2

) 1
2

= ‖z‖2‖h‖2 � ε.

Therefore, (3.8) is at most of the order

ε+
∑
r∈N

∑
t∈P

f (t)r
∑
s∈N

z(tr+s)h(ts) (3.9)
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Observe that, by the Cauchy-Schwarz inequality, we have

∑
t∈P
s∈N

f (t)r z(tr+s)h(ts) ≤

∑
t∈P
s∈N

(
f (t)r z(tr+s)

)2
∑
t∈P
s∈N

h(ts)2


1
2

=

∑
t∈P

f (t)2r
∑
s∈N

z(tr+s)2
∑
t∈P
s∈N

h(ts)2


1
2

which is at most

‖h‖2‖z‖2

(∑
t∈P

f (t)2r

) 1
2

.

As f ∈M2
c =⇒ f(t)r ≤ cr < 1 for all t ∈ P, we have∑
t∈P

f (t)2r =
∑
t∈P

f (t)2 f (t)2r−2 ≤ c2r−2
∑
t∈P

f (t)2 ≤ c2r−2‖f‖2
2 � c2r.

Thus, (3.9) can be estimated as follows,

ε+
∑
r∈N

∑
t∈P

f (t)r
∑
s∈N

z(tr+s)h(ts) ≤ ε+ ‖h‖2‖z‖2

∑
r∈N

(∑
t∈P

f (t)2r

) 1
2

� ε+ ‖h‖2‖z‖2

∑
r∈N

cr

� ε+ ‖h‖2

≤ ε+ ‖h‖p
� ε.

The same method can be applied to the second term of (3.7) to show that it is also
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of this order. In brief, for some constant c > 0,

∑
t∈P

k∑
s=1

f
(
tk−s

)
h(ts)

s∑
r=1

f
(
tk−r

)
z(tr)� ε+ c

∑
s∈N

∑
t∈P

f (t)s
∑
r∈N

h(ts+r)z(tr)

� ε+ c‖z‖2‖h‖2

∑
s∈N

(∑
t∈P

f (t)2s

) 1
2

� ε.

Putting these together with the previous statements, this shows that all the terms of

(3.6) are of the order ε. Therefore, we can conclude∑
t∈P

η(t)� ε = ‖x− z‖p → 0,

as x→ z, as required.

Theorem 3.10 shows that for x = x1 + x2, we have ‖Dfx‖2 ≤ C‖x‖p. Attempts to

show that Df is bounded for all x ∈ span(Mp
c) have so far not been successful. Even

the case when x = λ1x1 + λ2x2 is unclear. Indeed,

‖Df (λ1x2 + λ2x2)‖2 ≤ |λ1|‖Dfx1‖2 + |λ2|‖Dfx2‖2 ≤ |λ1|c1‖x1‖2 + |λ2|c2‖x2‖2.

However, this is not necessarily smaller than ‖λ1x1 + λ2x2‖2. For example, for λ1 = 1,

λ2 = −1 and x1 = x2 6= 0, we have c1‖x1‖p + c2‖x1‖p 6≤ ‖x1 − x1‖p = 0. Although, of

course, ‖Df (x1 − x1)‖2 = 0.

3.3 Possible counterexample

As establishing f ∈ `2 as a sufficient condition for boundedness of Df : `p → `2

for p ∈ (1, 2) has not been possible, we shall investigate the existence of a potential

counterexample. That is, given f ∈ `2, does there exist x ∈ `p for p ∈ (1, 2), which is not

completely multiplicative, such that Dfx 6∈ `2?21 For simplicity, we choose f(n) = 1
nα

with α > 1
2
, and denote Df by Dα.

21Note that this is equivalent to Df unbounded, see Section 4.2, Example 5 in [49].
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Proposition 3.11. Let p ∈ (1, 2), q = 2, and α > 1
2
. Let x ∈ `p. If x(n)� 1/d(n)

1
2−p ,

then Dαx ∈ `2.

Proof. First, observe that we can assume x non-negative as Dα is largest when x is

positive. Now recall that f ∗ x = x ∗ f and so y(n) =
∑

d|n
dαx(d)
nα

=
∑

d|n
x(n/d)
dα

. By the

Cauchy-Schwarz inequality, we have

|y(n)|2 ≤

∑
c|n

x(n/c)

cα

2

≤
∑
c|n

1
∑
c|n

x(n/c)2

c2α
= d(n)

∑
c|n

x(n/c)2

c2α
.

So,

‖Dαx‖2
2 ≤

∑
n∈N

d(n)
∑
c|n

x(n/c)2

c2α
=
∑
c∈N

∑
m∈N

d(mc)
x(m)2

c2α
≤
∑
c∈N

d(c)

c2α

∑
m∈N

d(m)x(m)2,

as d(mn) ≤ d(m)d(n). As α > 1
2
, the first series on the RHS is convergent (and given

by ζ(2α)2). Hence,

‖Dαx‖2
2 ≤ C

∑
m∈N

d(m)x(m)2,

for some constant C. This summation is convergent if x(m)2d(m) � x(m)p as x ∈ `p.
By rearranging, this is equivalent to x(m)� 1/d(m)

1
2−p as required.

From Proposition 3.11, we can conclude that any counterexample, say x, must

satisfy |x(n)| > 1/d(n)
1

2−p for infinitely many n ∈ N. As such, given x ∈ `p, we define

S =
{
n ∈ N : |x(n)| > 1/d(n)

1
2−p

}
,

and we may assume that the support of x is contained within the set S, i.e. x(n) = 0 if

n /∈ S. However, some care must be taken in choosing S (if an example is possible) as

∑
n∈S

1

d(n)
p

2−p
≤
∑
n∈S

|x(n)|p <∞, (3.10)

must be satisfied since x ∈ `p. First, S must be a “sparse” set; consider the function
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which counts the number of n ∈ S below a given c, S(c) =
∑

n≤c
n∈S

1. Then

S(c) =
∑
n≤c
n∈S

∣∣∣∣x(n)

x(n)

∣∣∣∣p � cε
∑
n≤c
n∈S

|x(n)|p � cε for all ε > 0,

as 1/|x(n)|p ≤ d(n)
p

2−p � nε ≤ cε for all ε > 0, see Proposition 1.42. For example,

choosing S = N fails. Secondly, S must contain n with large numbers of divisors,

otherwise 1/d(n)
p

2−p 6→ 0 as n → ∞ and so (3.10) will not be satisfied (S cannot be

a subset of P, for example). However, the following example indicates the difficulty of

choosing S to yield Dα unbounded: suppose S =
{

2k : k ∈ N
}

. We see that (3.10) is

satisfied since∑
n∈S

1

d(n)
p

2−p
=
∑
k∈N

1

(k + 1)
p

2−p
<∞ as

p

2− p
> 1 for p ∈ (1, 2).

Now,

yn =
∑
2k|n

2kαx(2k)

nα
.

Write n = 2lm where m is odd. Then, for some δ > 0,

|y2lm|2 =

∣∣∣∣∣
l∑

k=0

x(2k)

(2l−km)α

∣∣∣∣∣
2

=
1

m2α

∣∣∣∣∣
l∑

k=0

x(2l−k)

2kα

∣∣∣∣∣
2

=
1

m2α

∣∣∣∣∣
l∑

k=0

x(2l−k)

2k(α−δ)
1

2kδ

∣∣∣∣∣
2

≤ 1

m2α

l∑
k=0

∣∣∣∣x(2l−k)

2k(α−δ)

∣∣∣∣2 l∑
k=0

1

22kδ
� 1

m2α

l∑
k=0

∣∣∣∣x(2l−k)

2k(α−δ)

∣∣∣∣2 .
We now sum over all l and m,

∑
l∈N0

∑
m∈N
m odd

|y2lm|2 �
∑
l∈N0

∑
m∈N
m odd

1

m2α

l∑
k=0

∣∣∣∣x(2l−k)

2k(α−δ)

∣∣∣∣2 �∑
l∈N0

l∑
k=0

∣∣∣∣x(2l−k)

2k(α−δ)

∣∣∣∣2

�
∑
k∈N0

∑
l∈N0

∣∣∣∣ x(2l)

2k(α−δ)

∣∣∣∣2 =
∑
k∈N0

1

22k(α−δ)

∑
l∈N0

∣∣x(2l)
∣∣2 � ‖x‖2

2,

which is finite as ‖x‖2
2 ≤ ‖x‖2

p < ∞. The following proposition suggests some further

79



structure of S.

Proposition 3.12. Let α > 1
2

and β = p
(2−p)(2α−1)

. Let x ∈ `p be supported on

S =
{
n ∈ N : |x(n)| > 1/d(n)

1
2−p

}
, where p ∈ (1, 2). And, we write Dαx = γ + µ,

where γ = (γn) and µ = (µn) are given by

γ(n) =
∑
d|n
d∈S

d≤ n

d(n)β

dαx(d)

nα
and µ(n) =

∑
d|n
d∈S

d> n

d(n)β

dαx(d)

nα
.

Then, γ ∈ `2.

Proof. First, observe that we can assume x non-negative as Dα is largest when x is

positive. For ease of notation, we shall use S− to denote the set
{
c ∈ S : c < n

d(n)β

}
.

By the Cauchy-Schwarz inequality,

γ(n)2 ≤
∑
c|n
c∈S−

x(c)2
∑
c|n
c∈S−

(c/n)2α ≤ ‖x‖2
2

∑
c|n
c∈S−

(c/n)2α �
∑
c|n
c∈S−

(c/n)2α,

as ‖x‖2 ≤ ‖x‖p <∞. Since c | n =⇒ cm = n for some m ∈ N, we have

∑
n∈N

γ(n)2 �
∑
n∈N

∑
c|n
c∈S−

(c/n)2α ≤
∑
c∈S

∑
m∈N

d(cm)β≤m

1

m2α
≤
∑
c∈S

∑
d(c)β≤m

1

m2α

�
∑
c∈S

1

d(c)β(2α−1)
,

as, for s > 1,

∑
n≥m

1

ns
� m1−s,

(see [2], page 55). As x ∈ `p, we have

∑
c∈S

1

d(c)β(2α−1)
=
∑
c∈S

1

d(c)
p

2−p
≤
∑
c∈S

x(c)p <∞,

as required.
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From Proposition 3.12, we can see that any counterexample must yield µ 6∈ `2. Note

that by writing d 7→ n
d
, we have

µ(n) =
∑
d|n
n
d
∈S

d<d(n)β

x(n/d)

dα
.

So, S must contain n ∈ N such that n has a large number of small divisors so that

d < d(n)β is satisfied often and, in turn, ensuring that many divisors contribute to the

summation. Finding a suitable support set S which yields µ 6∈ `2 has not been possible,

and the investigation gives little indication of a successful counterexample.

The results presented demonstrate the challenging nature of the open question posed

at the beginning of the chapter. Theorem 3.1 gives a partial criterion which provides

a sufficient condition for boundedness. From the investigation into whether this is

also necessary for the simpler case Df , another connection with multiplicative number

theory and these operators emerges. The connection, which is echoed by the literature

discussed in Section 2.4, leads us to consider the boundedness of Df on Mp
c → `2. A

new sufficient condition is given in Theorem 3.8. It is unclear which, if either, of these

sufficient conditions is also a necessary condition, at least in the case when p ∈ (1, 2)

and q = 2. We conclude this chapter by summarising the open problems that have

arisen:

• Is f ∈Mr
c a necessary condition for Df : `p → `q to be bounded for any p and q?

• Can we generalise Theorem 3.8 from multiplicative subsets to Df : `p → `2 for

p = (1, 2)? Equivalently, is ‖Dfx‖p ≤ C‖x‖2 for all x ∈ span(Mp
c) and p ∈ (1, 2)?

• Or can we find a counterexample to this?

• Does Df attain its supremum on Mc for general p and q?
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Chapter 4

Spectral properties on Besicovitch

spaces

In this chapter, we investigate the second set of open questions as discussed in Chapter

2; what is the spectrum of MF and what can this tell us about the classical setting? The

main results are presented within Section 4.1 where we characterise the invertibility of

the operator DF and, moreover, we establish the spectrum of DF . As a result, we also

find the spectrum of the multiplication operator on W(T∞).

In the latter sections, we find an expression for the semi-commutator, MFG−MFMG,

and give an example of when the semi-commutator is not compact. Finally, some further

observations on Coburn’s lemma and Wiener’s factorisation are made.

4.1 Spectrum of DF

Our investigation into the spectrum of MF starts with the simpler case of DF . We

begin with the observation that the point spectrum of DF is easily found.

Proposition 4.1. Let F ∈ WN. Then DF has an eigenvalue if and only if F is

constant, in which case the constant is the eigenvalue. Equivalently, let f ∈ `1. Then

Df : `2 → `2 has an eigenvalue if and only if f = λe1 where λ ∈ C, in which case λ is

the eigenvalue.

Proof. Suppose λ ∈ C and that Dfx = λx for x ∈ `2 where x is non-zero. Then

f ∗ x = λe1 ∗ x, so f = λe1.
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Before we present the main results of this section, we require some further definitions

and results. Let C+ = {s ∈ C : <s > 0}, and let F ∈ WN be given by
∑

n∈N f(n)nit.

We use F̃ to denote the series given by

F̃ (s) =
∑
n∈N

f(n)n−s for s ∈ C+.

In other words, F̃ denotes the Dirichlet series formed from the Dirichlet Fourier co-

efficients of F . A generalisation of the celebrated Wiener’s Lemma, Theorem 1.16 to

Dirichlet Fourier series is stated below.

Theorem 4.2.

1. Let F ∈ WQ+. Then

F−1 ∈ WQ+ ⇐⇒ 0 6∈ ran(F ).

2. Let F ∈ WN. Then

F−1 ∈ WN ⇐⇒ 0 6∈ ran(F̃ ).

Proof. See Theorems22 1 and 2 in [29].

It is useful to note how these statements differ. For F ∈ WQ+ to be invertible, we

require that F must be bounded away from 0. In contrast, for F ∈ WN to be invertible

in WN, we require F̃ to be bounded away from 0 for s ∈ C+. We make the observation

that similar behaviour is seen in Wiener’s Lemma in the classical setting, see Theorem

1.16. For Φ ∈ W , Φ must be non-zero on the boundary of the unit disc. Whereas, by

the properties of holomorphic functions, for Φ ∈ W whose coefficients are supported on

N, Φ must be non-zero for all points in the disc.

Finally, recall that D2 denotes the space of Dirichlet series for which
∑

n∈N |f(n)|2 <
∞. We are now in a position to present the first of the main findings within this chapter;

a result which characterises the invertibility of the operator DF .

22Note here that the statement of Theorem 4.2 corresponds with the original statement of the

theorem as given in [29], since F̃ is continuous. Indeed, for λ ∈ C+, 0 6∈ ran(F̃ ) if and only if there
exists ε > 0 such that ε ≤ |F̃ (s)| for all s ∈ C+. Moreover, if |F̃ (s)| > ε for all s ∈ C+ then it follows
that |F̃ (s)| > ε for all <s ≥ 0.
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Theorem 4.3. Let F ∈ WN. Then

DF is invertible ⇐⇒ F−1 ∈ WN, in which case D−1
F = DF−1 .

Proof. We shall begin by assuming that F−1 ∈ WN. Then, for all X ∈ B2
N,

DFDF−1X = FF−1X = X and DF−1DFX = F−1FX = X.

Hence, DF is invertible and is given by DF−1 .

We will now prove the other direction. Suppose that DF is invertible then there

exists an operator L ∈ B(B2
N) such that

LDF = DFL = I,

where I is the identity operator. That is, for all X ∈ B2
N,

L(FX)(s) = F (s)L(X)(s) = X(s). (4.1)

From the isometric isomorphism given in (2.6), we can define the operator L̃ ∈ B(D2)

by L̃ = τLτ−1. Then, (4.1) becomes

L̃(F̃ X̃)(s) = F̃ (s)L̃(X̃)(s) = X̃(s), (4.2)

for all X̃ ∈ D2. Choose X̃(s) = 1 for all s ∈ R. From above, we have

F̃ (s)L̃(1)(s) = 1 for <s > 1

2
.

Therefore,

F̃ (s) 6= 0 for <s > 1

2
.

As such, F̃−1(s) exists for <s > 1/2. Now, multiplying (4.2) by F̃−1, we have

F̃−1(s)F̃ (s)L̃(X̃)(s) = L̃(X̃)(s) = F̃−1(s)X̃(s).
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As L̃ ∈ B(D2), it follows that

F̃−1(s)X̃(s) ∈ D2 for all X̃ ∈ D2,

and by choosing X̃(s) = 1, we have

F̃−1 ∈ D2.

In particular, F̃−1(s) is analytic in the half plane <s > 1/2. Now, by Theorem 2.12,

it follows that F̃−1(s) extends to a bounded analytic Dirichlet series on C+. That is,

there exists c ∈ R such that ∣∣∣F̃−1(s)
∣∣∣ ≤ c for all s ∈ C+.

Therefore,

0 < 1/c ≤
∣∣∣F̃ (s)

∣∣∣ for all s ∈ C+.

Therefore, 0 6∈ ran(F̃ ). Now by Theorem 4.2, F is invertible in WN as required.

Following on from Theorem 4.3, we now establish the spectrum of DF .

Theorem 4.4. Let F ∈ WN. Then σ (DF ) = ran(F̃ ).

Proof. Suppose that λ 6∈ ran(F̃ ). By linearity, it follows that 0 6∈ ran(F̃ − λ). From

Theorem 4.2, we can conclude that (F −λ)−1 exists and lies inWN. Hence, by Theorem

4.3, DF−λ is invertible, i.e. λ 6∈ σ (DF ).

Let λ 6∈ σ (DF ). Therefore, DF − λI = DF−λ is invertible. By Theorem 4.3,

(F − λ)−1 exists in WN. It follows from Theorem 4.2, that 0 6∈ ran(F̃ − λ). That is,

λ 6∈ ran(F̃ ) as required.

Example 4.5. Let f(n) = n−α for some α > 1, so F (t) is given by
∑

n∈N f(n)nit =

ζ(α− it). We denote the operator DF by Dζ . Observe that

F̃ (s) =
∑
n∈N

n−(α+s) = ζ(α + s).
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Therefore, by Theorem 4.4,

σ (Dζ) = {ζ(s) for <s ≥ α}.

Example 4.6. Suppose F has Dirichlet Fourier coefficients supported on positive pow-

ers of 2. In this case, the operator DF is given by CΦ, and Theorem 4.4 yields

σ (CΦ) = Φ(D)

since F̃ (s) =
∑

k∈N f(2k)2k
−s

=
∑

k∈N φ(k)tk = Φ(t) where φ(k) = f(2k) and t = 2−s.

This corresponds with Theorem 2.22.

Theorem 4.4 also yields the spectrum of the multiplication operator acting upon

infinite dimensions.

Corollary 4.7. Let Φ ∈ W(T∞). Then σ (CΦ) = ran(Φ̃)

Proof. The result follows immediately from Theorem 4.4, by using the Bohr lift to write

DF as CΦ acting on the infinite polydisc.

Essential spectrum of DF

We conclude this section with a brief comment on the essential spectrum. As σe (DF ) ⊂
σ (DF ) follows immediately, we can investigate whether σ (DF ) ⊂ σe (DF ). Assume that

λ 6∈ σe (DF ). We wish to show that λ 6∈ σ (DF ) i.e. DF − λI is invertible. Recall from

Section 1.3, it suffices to show that ker(DF − λI) = {0} and im(DF − λI) = B2
N. Since

λ 6∈ σe (DF ), by definition dim ker(DF − λI) <∞.

Corollary 4.8. Let F ∈ WN. Then either ker(DF ) = {0} or ker(DF ) = B2
N.

Proof. Let F ∈ WN and let X ∈ B2
N such that X 6= 0. If X ∈ ker(DF ), then FX =

0 = 0X. That is, 0 is an eigenvalue. Now by Proposition 4.1, F = 0. Therefore,

ker(DF ) = B2
N.

Applying Corollary 4.8 yields ker(DF − λI) = {0}. Therefore, it remains to prove

that im(DF − λI) = B2
N which is an open problem. Recall that given an operator L

acting on a Hilbert space H, we have the following identity

im(L)⊕ ker(L∗) = H.
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Therefore, if it were possible to establish that ker((Df − λI)∗) = {0}, then it would

follow that im(DF −λI) = B2
N. On the other hand, we observe here that the failure of a

Coburn’s Lemma type result would show that there exists a symbol that is analytic for

which ker(DF−λI) 6= {0}. This, by the above identity, would yield that im(DF−λI) 6=
B2
N. As previously discussed in Section 2.4.2, Coburn’s Lemma has been shown to fail

in the two dimensional case (see [17]), however the symbol considered is not analytic

and, therefore, this result can not be utilised.

4.2 Spectral properties of MF

In the rest of this chapter we present findings regarding the spectral behaviour of MF

for F ∈ WQ+ \WN. Recall, from Section 1.3.1, that the spectrum of compact operators

can be easily characterised and, therefore, we begin by considering compactness. The

following theorem shows that, like in the classical setting, MF is never compact, except

in the trivial case when F = 0. A more general result is given for Mf : `p → `q for

1 < p ≤ q ≤ ∞. By taking p = q = 2, the non-compactness of MF is obtained.

Theorem 4.9. Let 1 < p ≤ q <∞. Let f ∈ A such that Mf : `p → `q is bounded. The

operator Mf : `p → `q is only compact when f = 0.

Proof. Recall the sequence (en)n∈N forms an orthonormal basis in `p and, therefore,

converges weakly to 0 (see Example 4.8-6 in [37]). Now, suppose Mf : `p → `q is

compact. We know, from Theorem 8.1-7 in [37], that a compact operator maps a weakly

convergent sequence, namely (xj) ⇀ x, to a strongly convergent sequence, Mfxj whose

limit is Mfx. So, for every ε > 0, there exists j0 ∈ N such that for all j ≥ j0,

‖Mfej −Mf0‖qq ≤ εq.

Therefore,

∑
n∈N

∣∣∣∣∣∑
d∈N

f
(n
d

)
ej(d)

∣∣∣∣∣
q

≤ εq
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Since ej(d) = 0 when d 6= j, we have

∑
n∈N

∣∣∣∣f (nj
)∣∣∣∣q ≤ εq

In particular, |f(n/j)|q ≤ εq for all n ∈ N and j ≥ j0. We note that given any s ∈ Q+,

we can choose n, j such that s = n/j. Let s = u/v ∈ Q+, where (u, v) = 1. Choose

n = uj0 and j = vj0. Of course, n ∈ N and j ≥ j0. Moreover, n/j = u/v. Therefore,

|f (s)| < ε for all s ∈ Q+.

As this is true for all ε > 0, we must have f(s) = 0 for s ∈ Q+.

4.2.1 Semi-commutator of MF

As previously mentioned, the challenge with establishing the spectrum of TΦ is that the

multiplication of two Toeplitz operators is not, in general, a Toeplitz operator itself,

and in particular the semi-commutator TΦΓ − TΦTΓ 6= 0. In this section, we give an

explicit formula for the semi-commutator of MF . For F ∈ WQ+ and m ∈ N, define

Fm(t) :=
F (t)

mit
=

(
1

m

)it ∑
q∈Q+

f(q)qit =
∑
q∈Q+

f(qm)qit.

Theorem 4.10. Let F,G ∈ WQ+. The semi-commutator, MFG −MFMG, is given by∑
m≥2

∑
d|m

µ(d)MFd/mMGm/d ,

where µ(n) is the Möbius function.

Proof. We proceed by considering the matrix entries induced by the semi-commutator.

Let F,G ∈ WQ+ and let AF and AG denote the matrix representations of MF and MG

respectively23. By matrix multiplication, it follows that

(AFAG)i,j =
∑
n∈N

(AF )i,n (AG)n,j =
∑
n∈N

f

(
i

n

)
g

(
n

j

)
.

23recall that the entries of AF are given by the Dirichlet Fourier coefficients f(i/j) for i, j ∈ N
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Furthermore, observe that

FG =
∑
q∈Q+

f(q)χq
∑
r∈Q+

g(r)χr =
∑
s∈Q+

∑
qr=s

f(q)g(r)χs =
∑
s∈Q+

h(s)χs

where h(s) =
∑

qr=s f(q)g(r). Hence,

(AFG)i,j = h(i/j) =
∑

q,r∈Q+

qr= i
j

f(q)g(r) =
∑
w∈Q+

f

(
i

w

)
g

(
w

j

)
,

where w = jr. By writing w = n/m where (n,m) = 1, the above is equal to

∑
n,m∈N

(n,m)=1

f

(
im

n

)
g

(
n

mj

)
.

Therefore, the matrix entries of the semi-commutator are given by

(AFG − AFAG)i,j =
∑
m≥2

∑
n∈N

(n,m)=1

f

(
im

n

)
g

(
n

mj

)
(4.3)

From Theorem 1.43, the above is equal to

=
∑
m≥2

∑
n∈N

 ∑
d|(n,m)

µ(d)

 f

(
im

n

)
g

(
n

mj

)
.

As d | (n,m) =⇒ d | n and d | m, we can replace n by nd, which yields

∑
n∈N

 ∑
d|(n,m)

µ(d)

 f

(
im

n

)
g

(
n

mj

)
=
∑
d|m

µ(d)
∑
n∈N

f

(
im

dn

)
g

(
dn

mj

)
=
∑
d|m

µ(d)
∑
n∈N

(
AFm

d

)
i,n

(
AG d

m

)
n,j

=
∑
d|m

µ(d)
(
AFm

d
AG d

m

)
i,j
.
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We recall from Section 2.4 that the semi-commutator in the two dimensional case

is already known to be non-compact in general. The following gives an example which

fails within the infinite dimensional case.

Example 4.11. Recall from Corollary 2.31 that for F ∈ WN (with G ∈ WQ+) or

G ∈ WN (with F ∈ WQ+), the semi-commutator is zero. This can also be computed

from Theorem 4.10. Suppose that F ∈ WN. Observe that f never contributes to the

summation in (4.3), since we must have

im

n
=

1

k
for k ∈ N.

This means that n/m = ki ∈ N. However, there does not exist n,m where this occurs

since (n,m) = 1 with m ≥ 2. The same argument applies for G ∈ WN with F ∈ WQ+ .

Further, recall from Section 2.4 attempts have been made to classify if there are

any classes of Toeplitz operators on two dimensions for which the semi-commutator is

compact. The following example examines this in the infinite case. We firstly simplify

expression (4.3) to the case when F ∈ WN and G ∈ WQ+ .

Corollary 4.12. Let F ∈ WN and G ∈ WQ+. Then

(AFG − AFAG)i,j =
∑
n≥1
n-i

f(n)g

(
i

nj

)
.

Proof. From the proof of Theorem 4.10,

(AFG)i,j = h(i/j) =
∑

n∈N,q∈Q+

nq= i
j

f(n)g (q) .

Fix i, j ∈ N. Given any n ∈ N, we can choose q ∈ Q+ such that nq = i
j
. Hence, the

above is equal to

∑
n∈N

f(n)g

(
i

nj

)
.
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Furthermore, from the proof of Theorem 4.10,

(AFAG)i,j =
∑
n∈N

f

(
i

n

)
g

(
n

j

)
=
∑
m|i

f(m)g

(
i

mj

)

as n | i implies i = mn for some m ∈ N. Therefore,

(AFG − AFAG)i,j =
∑
n∈N
n-i

f(n)g

(
i

nj

)
.

Example 4.13. For a fixed k ∈ N, let s1, . . . , sk ∈ N be pairwise co-prime i.e (sn, sm) =

1 for every 1 ≤ n,m ≤ k when n 6= m. We put

Sk =

{
1

s1

, . . . ,
1

sk

}
.

Furthermore, let WN∪Sk be the subset of functions in WQ+ , such that the coefficients

are supported on N ∪ Sk. Suppose F ∈ WN and G ∈ WN∪Sk such that f(sn) 6= 0,

and g(1/sn) 6= 0, for some n ∈ [1, k]. Without loss of generality, we can assume that

f(sk) 6= 0 and g(1/sk) 6= 0. Let (im)m∈N be the sequence of positive integers such that

im ≡ s1 . . . sk−1 ( mod s1 . . . sk). That is,

im = (s1 . . . sk)m+ s1 . . . sk−1 = (s1 . . . sk−1)(skm+ 1).

Clearly, s1, . . . , sk−1 | im. Moreover, as s1, . . . , sk are co-prime, it follows that sk - im
for all m ∈ N. From Corollary 4.12,

(AFG − AFAG)im,im =
∑
n≥1
n-im

f(n)g

(
im
nim

)
=

k∑
n=1
sn-im

f(sn)g

(
1

sn

)
= f(sk)g

(
1

sk

)
6= 0,

for all im. Since this does not converge to 0 as i→∞, the semi-commutator cannot be

compact.

The above example shows that there exists a large class of symbols for which the

semi-commutator is not compact, unless of course it is the trivial symbol. These symbols

are those with coefficients supported on a finite number of points in Q+,
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We conclude this chapter with comments on the failure of further analogous results.

Specifically, we consider the Wiener factorisation and Coburn’s Lemma.

4.2.2 Wiener factorisation.

Recall that the Wiener-Hopf factorisation, given in Theorem 2.23, facilitated the de-

scription of the spectrum of TΦ. It states that symbols in the Wiener algebra which

are never zero are factorisable. Further, recall from Section 2.4.2, that FWQ+ is the

set of F ∈ WQ+ that are factorisable. In other words, F = F−χqF+ where F− ∈ WN,

F+ ∈ WN are invertible and χq(t) = qit with t ∈ R and q ∈ Q+. As stated in Theorem

2.30, it is known that if F ∈ FWQ+ , then

MF = MF−MχqMF+ .

From this, given that F ∈ FWQ+ , a necessary and sufficient condition for MF to

be invertible is given in Theorem 2.32. We ask therefore which symbols in F are

factorisable.

Proposition 4.14. Let F ∈ WQ+. Then,

F ∈ FWQ+ ⇐⇒ F = χqe
G−+G+ ,

where G− ∈ WN, and G+ ∈ WN.

Proof. Assume F ∈ FWQ+ . Then, there exists F− ∈ WN and F+ ∈ WN which are

invertible such that F = F−χqF+. From [30], (c) on page 95, it follows that

F− = eG− and F+ = eG+ ,

for some G− ∈ WN and G+ ∈ WN. Therefore,

F = eG−χqe
G+ = χqe

G−+G+ .

Conversely, assume F = χqe
G−+G+ . Let F− = eG− and F+ = eG+ . Now, by Proposition

4.2, F− and F+ are invertible, and therefore, F ∈ FWQ+ .

However, unlike the Wiener-Hopf factorisation, there exists many symbols that are
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are bounded away from 0 (i.e. invertible), but not factorisable, and in which case, the

invertibility of MF is unknown. We show this through the following example.

Example 4.15. Let f(q) = 1
n!

if q = rn, and 0 otherwise, where n ∈ N0. Fix r ∈ Q+,

such that r, 1
r
6∈ N. Then,

F (t) =
∑
n∈N0

1

n!
(rn)it =

∑
n∈N0

(rit)n

n!
= er

it

Clearly 0 6∈ ran (F ), and by Theorem 4.2, F is invertible. Assume that F ∈ FWQ+ .

Then from Proposition 4.14,

F = χqe
G−+G+

where G− ∈ WN, and G+ ∈ WN and q ∈ Q+. On the other hand, logF (t) = rit.

Therefore,

rit = it log q +G−(t) +G+(t) for all t ∈ R.

Since rit is bounded for all t ∈ R, it must follow that q = 1. This gives

rit = G−(t) +G+(t) for all t ∈ R.

By multiplying through by r−it, integrating and taking limits, this becomes

lim
T→∞

1

2T

∫ T

−T
(r/r)itdt = lim

T→∞

1

2T

∫ T

−T
G−(t)r−itdt+ lim

T→∞

1

2T

∫ T

−T
G+(t)r−itdt

We note here that given λ > 0,

lim
T→∞

1

2T

∫ T

−T
λitdt =

1 if λ = 1,

0 otherwise

Therefore, we must have

1 = lim
T→∞

1

2T

∫ T

−T
G−(t)r−itdt+ lim

T→∞

1

2T

∫ T

−T
G+(t)r−itdt
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Now since, G− is absolutely convergent we can re-arrange as follows,

lim
T→∞

1

2T

∫ T

−T
G−(t)r−itdt =

∑
n∈N

g−(n) lim
T→∞

1

2T

∫ T

−T
(rn)−itdt = 0,

since nr 6= 1 as 1/r 6∈ N. Similarly, for G+, we have

lim
T→∞

1

2T

∫ T

−T
G+(t)r−itdt =

∑
n∈N

g+(n) lim
T→∞

1

2T

∫ T

−T
(n/r)itdt = 0

since n/r 6= 1 as r 6∈ N. Therefore, we have 1 = 0, which is contradiction. Thus,

F 6∈ FWQ+ .

Example 4.15 highlights how the “size” of WQ+ , in comparison with the analogous

Wiener space in the classical setting, creates a significant difference in the behaviour of

the operator. Namely, it is not true that functions in WQ+ can be written as the sum

of two functions in WN and WN, which in turn leads to the failure of the Wiener-Hopf

factorisation. It is, however, true in the classical setting; that is L2 = H2 ⊕ H2 (see

Section 1.3 in [10]). Therefore, as long as the symbol of TΦ has no zeros, the operator

itself can be factorised.

4.2.3 Coburn’s Lemma

First, we must compute the adjoint of MF .

Proposition 4.16. Let F ∈ WQ+. Then M∗
F = MF .

Proof. We start by writing24 MF = PF = PFP . Now,

(PFP )∗ = P ∗(PF )∗ = P ∗F ∗P ∗ = PF ∗.

Therefore, for X, Y ∈ WQ+ , we compute 25

〈FX, Y 〉 = lim
T→∞

1

2T

∫ T

−T
F (t)X(t)Y (t)dt = lim

T→∞

1

2T

∫ T

−T
X(t)F (t)Y (t)dt = 〈X,FY 〉.

24By this, we mean MFX = P (FX). For convenience, we briefly use F to denote the multiplication
by F , rather than a function in WQ+ .

25We revert back to F ∈ WQ+
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Proposition 4.17. There exists F in WQ+, not identically zero, such that kerMF 6=
{0}, and kerM∗

F 6= {0}.

Proof. Fix m ∈ N. We choose F ∈ WQ+ such that f(n/m) = f(m/n) = 0 for n ∈ N.

Consider χm(t) = mit. Therefore,

MFχm = P

∑
q∈Q+

f(q)χqm

 = P

∑
q∈Q+

f(q/m)χq

 =
∑
n∈N

f(n/m)χn = 0.

Hence, χm ∈ kerMF . Furthermore,

M∗
Fχm = P

∑
q∈Q+

f(q)χm/q

 = P

∑
q∈Q+

f(m/q)χq

 =
∑
n∈N

f(m/n)χn = 0.

So χm ∈ ker(MF )

The failure of Coburn’s Lemma in this setting stems from the structure of the

Besicovitch spaces over which multiplicative Toeplitz operators are acting. We give an

example to illustrate this below.

Example 4.18. Let m = 1 so, X = 1, and f(q) = 0 if q ∈ N or q ∈ N. This leads to

MFX =
∑
n∈N

f(n)χn = 0 and M∗
FX =

∑
n∈N

f(1/n)χn = 0.

Observe that the coefficients of the symbol which contribute to MF and M∗
F are

only those defined on N and N respectively. In other words, there may exist many

non-zero coefficients on Q+ \N ∪N that vanish within the mapping. Therefore, F can

be defined to be not identically zero, but be zero at all coefficients which contribute

to both operators. In turn, this allows non-zero elements to be simultaneously in the

kernel of MF and M∗
F .

As stated in Section 2.4, Coburn’s Lemma is already known to fail for two dimen-

sional Toeplitz operators. Proposition 4.17 gives another proof of this by choosing f

supported on
{

2k3l : k, l ∈ N
}

such that f(q) = 0 if q ∈ N or N.

It is a challenging problem to determine the kernel of MF and M∗
F , and as such

establishing the spectrum, or the essential spectrum, is very difficult. Furthermore, it is

clear from the literature and the findings presented within this chapter that establishing
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the spectrum of MF is a much more delicate problem than that of TΦ, and will require

further mathematical tools than used within the classical setting.

We conclude this chapter with a summary of the open problems which have arisen

within:

• What is the spectrum of MF : B2
N → B2

N for F ∈ WQ+? Equivalently, can you

find the spectrum of TΦ : H2(T∞)→ H2(T∞) for Φ ∈ W(T∞)?

• What is the essential spectrum of DF for F ∈ WN?

• Can we find symbols F ∈ WN and G ∈ WQ+ for which the semi-commutator?

• Given f 6∈ FWQ+ , when is MF invertible?
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Math, 53 (1989).

[45] K. Perfekt and A. Pushnitski. On the spectrum of the multiplicative Hilbert

matrix. Arkiv för Matematik, 56 (2018), pp. 163–183.

[46] H. Queffelec and M. Queffelec. Diophantine Approximation and Dirichlet Series.

Hindustan Book Agency, 2013.

[47] H. Queffelec and K. Seip. Approximation numbers of composition operators on

the H2 space of Dirichlet series. Funct. Anal., 268 (2015), pp. 1612–1648.

[48] E. Saksman and K. Seip. Some open questions in analysis for Dirichlet series.

Contemporary Mathematics, 679 (2016), pp. 179–192.

[49] A. Taylor. Introduction to Functional Analysis. John Wiley and Sons, 1958.

[50] N. Thorn. Bounded multiplicative Toeplitz operators on sequence spaces. In:

The Diversity and Beauty of Applied Operator Theory. Ed. by P. Stollmann
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