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Evaluation of the Met OfÞce global forecast model using
Geostationary Earth Radiation Budget (GERB) data 
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ABSTRACT: Simulations of the top-of-atmosphere radiative-energy budget from the Met Of�ce global numerical weather-
prediction model are evaluated using new data from the Geostationary Earth Radiation Budget (GERB) instrument on board
the Meteosat-8 satellite. Systematic discrepancies between the model simulations and GERB measurements greater than
20 WmŠ2 in outgoing long-wave radiation (OLR) and greater than 60 WmŠ2 in re�ected short-wave radiation (RSR) are
identi�ed over the period April–September 2006 using 12 UTCdata. Convective cloud over equatorial Africa is spatially
less organized and less re�ective than in the GERB data. This bias depends strongly on convective-cloud cover, which is
highly sensitive to changes in the model convective parametrization. Underestimates in model OLR over the Gulf of Guinea
coincide with unrealistic southerly cloud out�ow from convective centres to the north. Large overestimates in model RSR
over the subtropical ocean, greater than 50 WmŠ2 at 12 UTC, are explained by unrealistic radiative properties of low-level
cloud relating to overestimation of cloud liquid water compared with independent satellite measurements. The results of
this analysis contribute to the development and improvementof parametrizations in the global forecast model. Copyright
� 2007 Royal Meteorological Society
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1. Introduction

Satellite observations of the Earth’s radiation budget are
used extensively in studies of climate forcing and vari-
ability, as well as in the evaluation of climate models
(e.g. Martin et al., 2006). These data provide a direct
measure of the energy streams associated with the absorp-
tion and re�ection of solar radiation, and of the emission
of thermal radiation to space, integrated over the spec-
trum. The presence of clouds may be identi�ed; this
enables a separation of the effects of changes in tempera-
tures, humidities and clouds on the radiation streams and
the potential for measuring the feedbacks associated with
these changes in response to natural forcings (e.g. Soden
et al., 2002).

In contrast to the extensive use of radiation-budget
data in climate analysis and modelling, such data are
employed much less frequently in numerical weather
prediction (NWP). This is in part because the very
attribute that makes the data attractive for climate

* Correspondence to: Richard P. Allan, Environmental Systems Sci-
ence Centre, Harry Pitt Building,University of Reading, Reading,
Berkshire, RG6 6AL, UK. E-mail: rpa@mail.nerc-essc.ac.uk
† The contributions of Sean Milton and Malcolm Brooks of Met Of�ce,
Exeter, were prepared as part of their of�cial duties as employees of
the UK Government. They are published with the permission of the
Controller of Her Majesty’s Stationery Of�ce and the Queen’s Printer
for Scotland.

studies – namely, the spectrally-integrated nature of the
broadband �uxes – makes them less useful for initializing
NWP models, for which observations in much narrower
spectral regions are preferred, since these provide speci�c
information about, for example, the vertical pro�les of
temperature and humidity. Nevertheless, the data provide
valuable diagnostic information for evaluating analyses
and forecasts, independently of the data used in the ini-
tialization of the model. Geostationary data, with their
high temporal resolution and coverage of large areas of
the globe at one time, are particularly appropriate for this
purpose.

Simulations of the top-of-atmosphere radiation budget
from the Met Of�ce global NWP model have routinely
been compared with observations from the Geostation-
ary Earth Radiation Budget (GERB) instrument (Harries
et al., 2005) since May 2003 (Allanet al., 2005). As
well as contributing to data validation (Harrieset al.,
2005; Allan et al., 2005), the methodology has been
successfully applied in the examination of radiative pro-
cesses (Haywoodet al., 2005; Comeret al., 2007) and in
model evaluation and development (Miltonet al., 2005;
Allan et al., 2006). In the present study, we extend pre-
vious analysis by using the release-version GERB data
to evaluate the current version of the NWP model, con-
centrating in particular on the period April–September
2006.

Copyright � 2007 Royal Meteorological Society



1994 R. P. ALLAN ET AL.

Table I. Operational changes to the NWP model. (The ‘N216’ notation refers to the number of two-grid-length waves that
can be resolved (in this case 216), or half the number of gridpoints along a line of latitude. IGBP is the International

Geosphere–Biosphere Programme: www.igbp.kva.se.).

Cycle Date Details

G32 26 May 2004 Improved use of satellitedata, including high-resolution
spectral infrared sounder data (AIRS).

G33 5 Oct 2004 3D-Var replaced by 4D-Var (Rawlinset al., 2007).
G34 18 Jan 2005 HadGEM1 physics changes (Miltonet al., 2005):

improvements to boundary layer and microphysics; increased
albedo over Sahara.

G37 17 Aug 2005 Soil moisture nudging implemented. Introduction of NOAA-18
and withdrawal of Aqua AMSU.

G38 13 Dec 2005 Resolution enhancement: N216 L38 to N320 L50. Change in
model time step: 20 min to 15 min.

G39 14 Mar 2006 Adaptive detrainment (Maidens and Derbyshire, 2007);
marine-boundary-layer improvements (Edwards, 2007). Met-7
sat-winds replaced by Met-8 in the assimilation.

G40 14 Jun 2006 Improved soil-moisture nudging to better account for soil
moisture contents below the wilting point; data-assimilation
upgrade and boundary-layer bug �xes.

G41 26 Sep 2006 Wilson–Henderson-Sellers dataset replaced by IGBP
vegetation. Surface roughness modi�ed; further improvements
to soil-moisture nudging; SSM/I and GPS radio occultation
introduced.

G42 5 Dec 2006 Decay time-scale adopted for diagnosed convective-cloud
fraction.

2. Model and data description

2.1. Global forecast model

Over the period of study discussed, the Met Of�ce global
NWP model has undergone a number of operational
changes to data assimilation, use of observations, and
model formulation (resolution,physical parametrizations,
and numerics). From May 2003 to May 2004 the model
formulation was that of cycle G27, described in Allan
et al. (2005). Table I lists the operational changes that
have been made since then.

The latest version of the model has an additional
12 levels in the stratosphere, and the model lid raised
to 65 km (cycle G38). This improved use of satellite
data in the assimilation gives a closer �t of the model
to the observations, and an improved analysis. The
horizontal resolution has been increased from a grid
of 0.833° longitude by 0.556° latitude (about 60 km in
mid-latitudes) to 0.5625° longitude by 0.375° latitude
(about 40 km in mid-latitudes). The NWP model physical
formulation at cycle G34 is very similar to that employed
in the HadGEM1 version of the climate model (Martin
et al., 2006), and since then the NWP and climate
models have developed together (for example, both have
physics changes at cycle G39). This gives us con�dence
that the de�ciencies highlighted in the NWP model by
comparisons with GERB will prove useful for climate-
model development. This is further supported by recent
work showing that the NWP and climate versions of the
model display very similar cloud regimes (Williams and
Brooks, 2007).

The impact of some of these improvements can be
identi�ed in changes in the model radiative forcing
compared to GERB. These are discussed in detail in the
following sections.

2.2. Satellite and ancillary data

Edition 1 averaged, recti�ed, geolocated level 2 broad-
band radiative-�ux data from the GERB (Harrieset al.,
2005) instrument are employed, considering in detail the
period April–September 2006. The absolute accuracy is
estimated at 2.25% for solar radiance and 0.96% for ther-
mal radiance. Broad-band radiative �uxes are derived
from the un�ltered measured radiance using angular-
dependence models, which arelikely to incur additional
uncertainty of order 5 WmŠ2 for thermal �uxes and
10 WmŠ2 for typical solar �uxes (Harrieset al., 2005;
Loeb et al., 2007). Higher errors may be present for
aerosol and for high thin cloud (Jacqui Russell, personal
communication). The temporal resolution is approxi-
mately 17 min; we use the data that most closely match
the model output times.

In addition to the �ux products, a cloud-fraction prod-
uct, generated as part of the GERB processing, is used in
the analysis. This was developed at the Royal Meteoro-
logical Institute of Belgium (RMIB) by Ipeet al. (2004),
and is based on short-wave channels from the Spin-
ning Enhanced Visible and Infrared Imager (SEVIRI),
also on board the Meteosat-8 satellite (Schmetzet al.,
2002). Also based on SEVIRI data is the Meteorological
Product Extraction Facility (MPEF) cloud mask, which
is available night and day.

Copyright � 2007 Royal Meteorological Society Q. J. R. Meteorol. Soc.133: 1993–2010 (2007)
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We also utilize 0.55µm aerosol-optical-depth data
from the Multi-Angle Imaging Spectroradiometer (MISR)
version AM1CGAS F06 0021 (Diner et al., 2001),
cloud-liquid-water (CLW) data from the Special Sensor
Microwave Imager (SSM/I) version 6 (Wentz, 1997), and
vertical-velocity �elds from the NCEP/NCAR 40-year
reanalysis (Kalnayet al., 1996). Additionally, CloudSat
(Stephenset al., 2002) cloud-mask data (2B-GEOPROF
version R03) were utilized in comparisons of model verti-
cal cloud structure. We use the Cloud Precipitation Radar
(CPR) cloud-mask product, and assume values of 20–40
to be cloud detections, while weak-detection values of
5–10 are assumed to correspond to clear skies.

2.3. Methodology and de�nitions

We use the methodology described in Allanet al. (2005)
to generate model �uxes andadditional diagnostics at
the model analysis times (commencing at 00, 06, 12 and
18 UTC) for the duration of the model time step (15 min
or 20 min – see Table I). Additionally, 3 h forecasts run
from the model analysis times are used to generate
a further four sets of model output times at 03, 09,
15 and 21 UTC for some of the period considered.
A three-hourly archive of model and GERB–SEVIRI
comparisons is subsequently generated. The GERB and
model data are interpolated onto a regular grid of
resolution 0.833° longitude by 0.556° latitude. This is
the resolution of the NWP model prior to December
2005; thereafter the model resolution was increased to
0.5625° longitude by 0.375° latitude (Table I). Unless
stated otherwise, all analysis is conducted using the
lower-resolution interpolated model data. This ensures
that both the model and the GERB data undergo an
interpolation step in the processing, as well as allowing
backward-compatibility with an earlier version of the
NWP model.

The outgoing long-wave radiation (OLR) and re�ected
short-wave radiation (RSR) at the top of the atmosphere
are simulated by the model and compared with the
corresponding quantities from GERB. Additionally, the
incoming solar radiation (ISR) at the top of the atmo-
sphere is calculated, in a manner consistent with the
model parametrization, for the exact time of the GERB
RSR observations, as described in Allanet al. (2005).
Short-wave albedo (� ) is calculated as the proportion of
ISR that is re�ected back to space as RSR. This helps
to reduce RSR differences due to the temporal mismatch
between the GERB and model time steps.

Cloud fraction (Ac) is an additional diagnostic gener-
ated by the model and in the processing of the GERB data
(‘IPE’) and SEVIRI data (‘MPEF’). These are used to
generate consistently-sampled clear-sky diagnostics from
the model and GERB. These diagnostics (type I) only
sample coincident cloud-free pixels. Unless stated oth-
erwise, type I clear-sky �uxes are used in comparisons
between GERB and the model. In addition to the type I
diagnostics, clear-sky �uxes are also generated within
the model by setting cloud fraction to zero (type II),

as described in Allanet al. (2005). These are used to
estimate the effect of cloud on the radiative �uxes by
subtracting the model type II clear-sky radiation. Type I
diagnostics cannot easily be applied in this case since
there are no observations of clear-sky �uxes during over-
cast conditions. The long-wave cloud radiative forcing
(LWCF) is calculated as:

LWCFgerb = OLRcm Š OLRgerb (1)

LWCFm = OLRcm Š OLRm (2)

where OLRcm is the model-simulated type II clear-sky
OLR, and the subscripts ‘m’ and ‘gerb’ refer to model
�elds and GERB observations respectively. The albedo
cloud forcing (ALBCF) is calculated as:

ALBCFgerb = � gerbŠ � c m (3)

ALBCFm = � m Š � c m (4)

where � c m is the model-simulated type II clear-sky
albedo. The analysis of Allanet al. (2005) suggested that
simulated clear-sky �uxes over the ocean agreed with
coincident preliminary GERB data to within 5–10 WmŠ2

for clear-sky OLR and to within 0.01 for short-wave
albedo. The GERB-calculated LWCF and ALBCF are
also limited by these errors.

3. Global comparison for 12 UTC data

Composites of the consistently-sampled model-minus-
GERB differences in OLR and RSR over the period
April–September 2006 were generated using 12 UTC
data (Figure 1). Also shown are the clear-sky composites
using only pixels for which both the model and the
satellite data indicated cloudcover below 1%, the model-
minus-IPE cloud-cover differences, and the model bias in
net downward radiation at the top of the atmosphere. The
model RSR was calculated as� m × ISRgerb, to account
for the slight differences in solar time between the
simulations and the measurements.

Differences in OLR over much of the oceans are gen-
erally within about 5 WmŠ2, suggesting that systematic
model errors in mean temperature and humidity and
upper-level clouds are relatively small. Larger differences
occur at the southern and eastern limbs. An OLR discrep-
ancy of order 10 WmŠ2 over parts of the subtropical and
mid-latitude Atlantic is also present when only clear-sky
scenes are sampled.

There are model-minus-GERB differences substan-
tially greater than the expected uncertainty in the satel-
lite data. Over Europe, the model overestimates OLR
by 10–20 WmŠ2 and underestimates RSR by over
50 WmŠ2. This signal is not present in the clear-sky
cases, or at other model analysis times, and is consistent
with a 20% underestimation in simulated cloud cover at
midday (Figure 1(c)).

The North African region (10° –40°W, 10° –30°N)
is characterized by overestimates in Saharan OLR and

Copyright � 2007 Royal Meteorological Society Q. J. R. Meteorol. Soc.133: 1993–2010 (2007)
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Figure 1. Model-minus-GERB differences in radiative �uxes and cloud for 12 UTC data over the period April–September 2006: (a) OLR;
(b) clear-sky OLR; (c) cloud fraction; (d) RSR; (e) clear-sky RSR; (f)net short-wave and long-wave downward top-of-atmosphere radiation.
White areas indicate missing data; there are more missing data for the clear-sky comparisons because many regions lack coincident cloud-free

comparisons during the period of study.

underestimates in RSR over the sub-Saharan regions,
including the Sahel and the northern coast of Africa.
These signals originate from the clear-sky scenes, and in
the case of the long-wave radiation are present also for 15
and 18 UTC, but less so for 06 UTC. While some of the
discrepancy relates to an unrealistic surface emissivity,
which is set to unity in the model, previous analysis
suggests that much of the signal can be explained by
high mineral-dust optical depths that are not represented
by the model (Haywoodet al., 2005). Indeed, for July
2006, there is a spatial correlation coef�cient of 0.66
between model-minus-GERB clear-sky OLR differences
for 12–18 UTC data and 0.55µm-aerosol optical depth
from MISR (not shown). The reason for the peak in
the dust radiative effect around 12–18 UTC is likely
to be a combination of two factors: �rst, the difference
between surface and atmospheric emitting temperatures
is maximal around 12 UTC (e.g. Haywoodet al., 2005);
and secondly, the dust concentration and vertical extent is
maximal around 18 UTC, relating to the evolution of the
planetary boundary layer (e.g. Chaboureauet al., 2007).
Work is currently under way to assess the Met Of�ce
model simulations over this region (Miltonet al., 2007)
and to develop seasonal climatologies of a variety of
aerosol species, including mineral dust.

The clear-sky RSR differences over Africa are likely
to relate to an unrealistic spatial distribution of sur-
face albedo in the model. Preliminary comparisons
of model surface albedo with an albedo climatology
from the Moderate-Resolution Imaging Spectroradiome-
ter (MODIS) instrument show a difference pattern similar
to Figure 1(e) (not shown). This analysis will be pre-
sented elsewhere. Improved bare-soil albedos over desert
regions based on MODIS data were implemented on 15
May 2007 (model cycle G44).

Over the Tropics, the model underestimates OLR over
the north Ethiopian highlands (40°E, 15°N) and the Gulf
of Guinea (0°E, 0°N), while overestimating OLR in the
region of the Cameroon Highlands (15°E, 10°N). These
anomalies are not apparent in the clear-sky or short-
wave comparisons, and this suggests that they relate
to errors in higher-altitude cloud properties. There is
indeed a large model overestimate in cloud fraction over
the Ethiopian highlands, consistent with the OLR bias.
At other model analysis times (not shown), the signals
are also present, peaking over the Ethiopian highlands
at 12 UTC, over Cameroon at 18 UTC, and over the
Gulf of Guinea at 00–06 UTC. It is not clear whether
these anomalies are linked. A substantial underestimation
of model RSR (around 100 WmŠ2) is apparent over

Copyright � 2007 Royal Meteorological Society Q. J. R. Meteorol. Soc.133: 1993–2010 (2007)
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tropical convective regions of Africa, while the model
overestimates RSR over the subtropical regions of the
Atlantic (0°W, 10°S; 30°W, 20°N), up to a similar
magnitude. This is despite cloud-fraction bias of variable
sign. Errors in net downward radiation at the top of the
atmosphere (Figure 1(f)) are similar but opposite in sign
to the RSR differences, since the large insolation at this
time of day dominates the radiation budget.

Time series of mean OLR and albedo over the GERB
�eld of view at 12 UTC, and the model-minus-GERB
differences, are shown for ocean (Figure 2) and land
(Figure 3) regions. In addition to the Edition 1 GERB
data (covering the period marked by a black bar across
the top of the �gures), these also include preliminary,
pre-release GERB data, which are subject to varying
processing and a different spectral response from the Edi-
tion 1 GERB data. For the Edition 1 period, in addition to
physical changes in the radiative-energy balance, the time
series are also affected by updates to the model (Table I).

The observed daily and seasonal variability in OLR is
well captured by the model, with agreement to within
about 5 WmŠ2 (Figure 2(a)). For much of 2006, GERB
data exhibit a positive model-minus-GERB difference
(Figure 2(c)); considering Figure 1(a), we see that this
originates in part from the southern and eastern satel-
lite viewing limbs, where the GERB data are most

uncertain, but also from other areas such as the South
Atlantic marine stratocumulus region. The mean bias, of
about 3 WmŠ2, is similar to the absolute GERB accuracy
of 1%.

Variations in albedo over the oceans (Figure 2(b,d))
show large discrepancies. These relate to changes both
in the processing of the preliminary GERB data prior
to April 2004 and in model parametrizations. A change
from negative model-minus-GERB albedo differences
to very little bias after March 2006 relates primarily
to improvements in the boundary-layer scheme (cycle
G39 – see Table I). The April–September 2006 period
shows excellent agreement between GERB and the model
in the mean, although there exist compensating errors
over the marine stratocumulus regions (positive model-
minus-GERB differences) and the intertropical conver-
gence zone (ITCZ) and southeastern limb (negative dif-
ferences), as shown in Figure 1(d).

For land regions, OLR variation is larger over the
seasonal cycle (Figure 3(a)), mainly because of the
heating and cooling of the landmasses of the North-
ern Hemisphere. For ocean regions, the model simu-
lates these variations well,but with a larger positive
model-minus-GERB bias of around 5–10 WmŠ2 for the
March–November 2006 period. This positive bias orig-
inates from a variety of regions, including equatorial

Figure 2. Time series of 12 UTC ocean-average radiative �uxesover the GERB �eld of view: (a) OLR; (b) short-wave albedo; (c)
model-minus-GERB OLR difference; (d) model-minus-GERB short-wave albedo difference. The period after 27 March 2004 (indicated by
vertical lines and black bar above) contains Edition 1 GERB data; before this, unvalidated pre-release GERB data are shown. The model cycle

number is displayed at the top (see Table I for details).
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Figure 3. As Figure 2, but for land regions.

Africa and Europe, but also from the predominantly
clear-sky North African and Saudi Arabian regions
(around 20°N); this may be explained by high mineral-
dust aerosol optical depth not represented in the model
(Haywoodet al., 2005).

In contrast to the ocean comparisons, the March–
November 2006 period displays a larger albedo and OLR
bias than the rest of the time series, especially with
respect to the pre-release GERB data, which are subject to
substantially different processing and spectral response.
However, a big drop in model short-wave albedo is
also evident in March 2006, relating to model updates
(cycle 39 – see Section 2.1), in particular a decreased
convective cloud albedo over tropical Africa relating to
the implementation of modi�ed adaptive detrainment in
the convection parametrization (Maidens and Derbyshire,
2007). This is clearly evident in Figure 1(d), which shows
large negative model-minus-GERB RSR differences over
tropical Africa. Also contributing to the area-mean bias
for this period are underestimations in RSR over Europe
for cloudy scenes and over the Sahel (15°N) and North
African coastal countriesfor clear-sky scenes.

In the period prior to the March 2006 model changes,
the model-minus-GERB differences become more posi-
tive for OLR and more negative for albedo. This coin-
cides with a period of drying soils following the imple-
mentation of a soil-moisture nudging scheme in August
2005. It is possible that this drying was exacerbated by

the reduced convective-cloud albedo, so reducing the
amount of cloud over land, thereby explaining the trends
in the model radiative �uxes. Similarly, a reduction in
negative model-minus-GERB albedo errors from April to
June 2006 (Figure 3(d)) appears to be reversed following
further changes to the soil-moisture nudging scheme on
14 June (Table I).

We now analyse in more detail the main discrepancies
between model and GERB data, and relate these to cloud-
radiation processes, including convection over equatorial
Africa, convectively-generated cloud over the Gulf of
Guinea, and marine stratocumulus cloud over the South
Atlantic.

4. Convection across equatorial Africa

Large model biases in OLR (around 30 WmŠ2) and
RSR (around 100 WmŠ2) were identi�ed over equato-
rial Africa using 12 UTC data from April–September
2006 (Figure 1). In this section we concentrate on the
large underestimation in model short-wave albedo over
continental Africa (7° –45°E, 10°S–10°N).

4.1. Spatial structure and cloud radiative properties

Figure 4 shows instantaneous model and GERB short-
wave albedo �elds for 12 UTC on 5 June 2006. Here
we use the original (un-interpolated) model resolution to

Copyright � 2007 Royal Meteorological Society Q. J. R. Meteorol. Soc.133: 1993–2010 (2007)
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Figure 4. Short-wave albedo at 12 UTC on 5 June 2006 over equatorial Africa:(a) model data (original resolution); (b) GERB; (c) cross-section
of model convective cloud (contours at 0.1, 0.5 and 0.9) and layer cloud (shading) at 28°E (shown by arrow in (a)).

highlight the structure of convection. The dark, cloud-
free regions observed to the northwest and, more espe-
cially, to the southwest of the region are captured by the
model. However, consistent with previous analysis (Allan
et al., 2005), the convective cloud appears more spatially
organized in the satellite data compared with the scat-
tered, pixellized model �eld. Also apparent is the under-
estimation of albedo in the most cloudy regions: overcast
model pixels commonly indicate� � 0.3, while the main
convective centres in the GERB data contain� > 0.5.
While there is extensive model layer-cloud fraction at
10–15 km altitude (Figure 4(c)), the model underestima-
tion of albedo is related to the convective-cloud fractions
that are below 10% for much of the transect (contours in
4(c)).

Figure 5 shows the model and GERB ALBCF (cal-
culated as the difference between albedo and model
type II clear-sky albedo) and cloud fraction for the period
April–September 2006. The model substantially under-
estimates the mean albedo over equatorial Africa, with
� � 0.1 compared with GERB values between about 0.15
and 0.2. The model appears to underestimate cloud frac-
tion over western equatorial Africa; this helps to explain
some of the discrepancy in albedo. However, cloud frac-
tion is generally overestimated by the model over eastern
equatorial Africa (Figure 1(c)), and when ALBCF is nor-
malized by cloud fraction (essentially removing the effect
of cloud fraction on the ALBCF differences) a nega-
tive model bias prevails. This suggests an unrealistically
low cloud re�ectivity, indicating that cloud is not deep
enough, a likely symptom of underestimated convective-
cloud fraction.

The model RSR underestimation over equatorial Africa
over the period April–November resulted from an update
in the model parametrizations on 14 March 2006 relating

to convective clouds (Table I). Nevertheless, even before
this model update, the spatial structure and re�ectivity
of convective cloud was prone to large errors (Milton
et al., 2005; Allanet al., 2006): for example, probability
histograms for the period 8–12 March indicate an over-
estimated probability for� < 0.2 and an underestimated
probability for � > 0.6 (not shown). Part of the problem
arises from the unrealistic intermittency of convection
and convective-available-potential-energy closure adjust-
ment time-scales (Miltonet al., 2005). The 14 March
model updates exacerbated the problem with a substan-
tial model underestimation in the probability of� > 0.3
over the period April–November 2006.

To alleviate the problem of intermittency of con-
vection, a decay time-scale was introduced into the
model convection parametrization on 5 December 2006.
Figure 6 illustrates the improvement in model simulation
of albedo over the equatorial African region compared
with GERB data, relative to the earlier comparison in
Figure 4. The vertical cross-sections of model cloud in
Figure 6(c) show an increased convective-cloud cover-
age, explaining the increased albedo, although large-scale
cloud appears less extensive than in Figure 4(c). Cloud-
Sat cloud-mask data are also shown for a similar cross-
section in Figure 6(d), and highlight the extensive con-
vective cloud, in particular south of the Equator. These
comparisons suggest that the model still fails to simulate
the highest albedo values, and a slight underestimate in
cloud fraction and albedo remains (Figure 3(d)).

4.2. Diurnal cycle over tropical Africa

The diurnal cycle of tropical convection has long been a
problem for general circulation models (e.g. Slingoet al.,
2004). We now consider changes over equatorial Africa
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