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Abstract
Operational forecasting centres increasingly rely on convection-permitting NWP
simulations to assist in their forecasting of convective events. The evaluation of
upgrades in the underlying NWP modelling system normally happens through
routine verification using traditional metrics on two-dimensional fields, such as
gridded rainfall data. Object- and process-based evaluation can identify specific
physical mechanisms for model improvement, but such evaluation procedures
normally require targeted and expensive field campaigns. Here, we explore the
potential use of the UK operational radar network observations and its derived
3D composite product for evaluating the representation of convective storms in
the Met Office Unified Model. A comparison of the 1 × 1× 0.5 km 3D radar com-
posites against observations made with the research-grade radar at Chilbolton
in the southern UK indicates that the 3D radar composite data can reliably be
used to evaluate the morphology of convective storms. The 3D radar composite
data are subsequently used to evaluate the development of convective storms in
the Met Office Unified Model. Such analysis was previously unavailable due to a
lack of 3D radar data of high temporal frequency. The operational nature of the
UK radar data makes these 3D composites a valuable resource for future stud-
ies of the initiation, growth, development, and organisation of convective storms
over the UK.
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1 INTRODUCTION

The gradual reduction in numerical weather prediction
(NWP) model grid size as computational resources expand
permits an increasing complexity in the physical processes
that are simulated. For an NWP model with grid size of the
order of 1 km, individual convective storms can be repre-
sented explicitly, that is, without requiring a parametriza-
tion scheme to represent the effects of deep convection
on sub-grid scales. Many improvements in forecasting
of rainfall from convection have been attributed to the
explicit representation of convection, including a better
simulation of the diurnal cycle of convection in the Trop-
ics (e.g., Pearson et al., 2010) and a higher accuracy in
predicting the location of intense rainfall (Roberts and
Lean, 2008). Invariably, due to the partial representa-
tion of smaller-scale processes such as turbulent mix-
ing, errors and biases in rainfall persist or new ones are
introduced, even at smaller grid lengths (Hanley et al.,
2015; Clark et al., 2016). To further improve and verify
these models, a process-based evaluation of convection
in NWP models typically requires focused and extensive
field campaigns, using multiple observation platforms.
However, Stein et al. (2015) performed object-oriented
model evaluation in combination with a composite sta-
tistical approach, providing a useful overview of the rep-
resentation of convective storms in NWP models using
only observations from a single steerable research-grade
radar. For ongoing model development, however, an eval-
uation procedure making best use of readily available
observations will allow on-demand evaluation of cases
of interest as these arise. It is therefore worth explor-
ing whether operational radar network data can provide
equally useful results to research-grade radar observations
for model evaluation of the characteristics of convective
storms.

In 2011–2012, more than 1,000 convective storms
over the southern UK were scanned with the Chilbolton
Advanced Meteorological Radar (CAMRa) during the
DYMECS project (Dynamical and Microphysical Evolu-
tion of Convective Storms; Stein et al., 2015). CAMRa's
0.28 ◦ beam width enables observations of cloud micro-
physical and dynamical processes at scales of less than
300 m out to 100 km range, sufficient for the evaluation
of high-resolution NWP models. By analysing storm char-
acteristics based on statistics over many observed storms,
the DYMECS project demonstrated that the Met Office
Unified Model (MetUM) versions in use at the time gen-
erated convective storms that are a factor 1.5–2 wider
than observed when run at a 1,500 m grid length, while
storms of comparable size to observations are gener-
ated at grid lengths of 200 m or less (Stein et al., 2014).
Using the Doppler measurements of CAMRa, a statistical

evaluation of updraughts indicated that the MetUM at
grid lenghts of 200 and 100 m generates updraughts
that are of comparable strength to the retrievals, but
slightly narrower than observed (Nicol et al., 2015).
These object-oriented evaluation studies are instrumen-
tal in steering model development and improvement.
However, CAMRa's primary purpose as a research radar
(i.e., it is not run operationally nor with a set scan-
ning procedure) and its low scanning velocity mean that
it cannot be used for the on-demand model evaluation
envisaged here.

Typically, operational meteorological radars are oper-
ated using a scanning strategy that targets precipitation, so
that rainfall and snowfall rate retrievals can be obtained
operationally for advance warning of flooding and related
severe weather (Fabry, 2015). Thus, model evaluation
using radar network data has focused on spatial vari-
ability of rainfall (Roberts and Lean, 2008), or rainfall
feature characteristics (Davis et al., 2006). Recently, how-
ever, Scovell and Al-Sakka (2016) presented 3D radar
composite data for small domains over France and the
UK as a means to assist air traffic control with locat-
ing severe convection. Such a data product could in
principle be available for on-demand model evaluation.
Given that the typical weather radar beam width is 1◦,
the smaller scales observed by CAMRa cannot be anal-
ysed with such a 3D composite. However, the opera-
tional availability and the extended coverage of the UK
radar network compared to CAMRa means that storms
can be analysed and tracked for model evaluation at
all times.

The purpose of this paper is therefore to explore the
use of the 3D composite data for evaluating convective
storm characteristics in convection-permitting NWP mod-
els. This paper will primarily focus on convective storm
morphology, that is, a macrophysical storm characteris-
tic, following the methodology and results of Stein et al.
(2014). In Section 2, the UK radar network is presented,
including a description of the 3D compositing method fol-
lowing Scovell and Al-Sakka (2016), as well as the CAMRa
observations and the MetUM simulations generated in
the DYMECS project. Storm characteristics derived from
the 3D composite data are compared against CAMRa in
Section 3 to assess whether the results from Stein et al.
(2014) can be reproduced with the 3D composite data. In
Section 4, storm morphologies derived from the 3D com-
posite data are used to evaluate MetUM simulations, to
demonstrate the use of the 3D composite data to analyse
the statistics of many storms simultaneously, which was
not possible with the CAMRa observations in DYMECS.
Recommendations for future use of operational radar net-
work data for model evaluation are provided in the conclu-
sions in Section 5.
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F I G U R E 1 Map of the southern UK centred on Chilbolton
(black dot). Individual radar locations are indicated by black
squares, surrounded by 150 km range rings for the network radars
(orange) and CAMRa (blue)

2 DATA AND METHODOLOGY

For the evaluation of the Met Office 3D composites, four
days were selected from the DYMECS cases for which
many RHI scans were performed through storms, cover-
ing a range of cloud-top heights as identified using a 0 dBZ
threshold. In this paper, we will refer to these heights as
echo-top heights (ETH), to more precisely refer to the max-
imum height at which a particular radar reflectivity value
or “echo” is observed. The four days include two sum-
mer days with deep convection, that is, 0 dBZ ETH above
8 km, namely 26 August 2011 and 25 August 2012; and two
spring days with 0 dBZ ETH typically between 4 and 6 km,
namely 12 April 2012 and 6 June 2012. All days were dom-
inated by scattered convective storms in the early after-
noon, organising into rainbands towards the end of the day.

2.1 UK radar network

The UK operational radar network consists of 18 C-band
(5 cm wavelength) radars located in the United Kingdom
and Ireland and on Jersey. For the present study, only
the radars at Chenies, Clee Hill, Cobbacombe, Dean Hill,

and Thurnham are relevant, as measurements from these
radars contribute to the 3D composite centred around
Chilbolton (Figure 1). The radar scan strategy involves a
number of plan-position indicator (PPI) scans at low ele-
vations, up to 4◦ in elevation, targeting precipitation; the
PPIs are averaged to 600 m range gates and 1◦ in azimuth,
close to the radar beam width of 1.1◦. The entire scan cycle
takes up to 5 min and the primary operational product of
these observations is a 5 min rainfall rate product covering
the entire UK and Ireland (Harrison et al., 2000).

For the purpose of this study, we are interested in radar
observations within 100 km range of Chilbolton. For all
land locations within this range, at least one UK radar is
within 100 km distance, so that every radar sample vol-
ume in this domain will have a maximum diameter of
1.75 km. Combining observations from all available UK
radars within 100 km range of Chilbolton, at least six
scans are available per 1 km 3 at 250 m above mean sea
level, while at 11,750 m, at least three scans are available
(Figure 4 in Scovell and Al-Sakka (2016)). Between these
two extreme heights, the number of available observations
rises to a maximum of 19 for some areas of the domain.

2.1.1 3D composite retrieval

Scovell and Al-Sakka (2016) describe several procedures
to merge the radar measurements on to a Cartesian grid,
which are, in summary,

(1) a search algorithm that finds all observations points
𝕩b within a given radius RB = 3.0 km (horizontal distance)
of the Cartesian grid point 𝕩i; and

(2) a distance-weighted average of Z (in dBZ units,
rather than mm6 ⋅ m−3).

Two versions were considered in that study, namely
one based on the Barnes (1964) weighting (the Barnes
composite) and one based on the Zhang et al. (2005)
weighting (the Zhang composite). For each grid point,
the Zhang composite method finds, for each elevation
in a volume scan, the nearest neighbour radar point
within the search radius. These nearest-neighbour points
are then interpolated vertically, for each radar, to get
single-radar estimates of the dBZ at each grid point. The
single-radar estimates are then weighted together, in dBZ,
using a Gaussian distance-weighted mean. Conversely,
the Barnes composite treats all points within the search
radius equally and computes a weighted sum of dBZ, with
weights based solely on a Gaussian function of each 3D
radar-point-to-grid-point distance. Further, additional cor-
rection passes are made to the Barnes analysis, with pro-
gressively narrower Gaussian weight functions, to retrieve
the fine-scale detail. In practice, it appears that the Zhang
method retrieves better the peak dBZ values that are seen
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in the raw data because the resulting estimates tend to be
less smoothed, even taking into account the Barnes correc-
tion passes. Prior to calculating the composites, temporal
synchronization is applied to the observation points using
horizontal motion vectors derived from the previous two
3D radar composites.

The algorithms have since been further developed to
mask and correct for terrain and beam blocking. The
Cartesian pixels in the 3D radar mosaic are masked out
when their centroids are below the ground height, with
ground height estimated using satellite-derived digital ter-
rain model data. The radar beam is considered blocked if
the height of the centre of the beam minus half the beam
width intersects the ground, with height computed using
the approximation of the effective radius of the Earth equal
to 4/3 the true radius of the Earth. A binary map is thus
generated in azimuth and range for each elevation. Along
each beam, at each range gate, the beam blocking fraction,
f , is calculated as the fraction of blocked gates between the
radar and the current gate. If a range gate has f ≥ 0.5, it is
marked as no-data and therefore not used in the 3D com-
posite at all. If f < 0.5, the reflectivity value Z is divided by
a factor 1 − f. These corrections have very little impact at
elevations greater than 1◦.

At C-band, attenuation from heavy rainfall can lead
to severe underestimates of the reflectivity values. At the
time of production of these composites, an attenuation
correction was applied based on Hitschfeld and Bordan
(1954):

R = (Z∕200)1∕1.6
, (1)

A = 0.0044R1.17
, (2)

with reflectivity Z in mm6 ⋅ hr−1, rainfall R in mm⋅hr−1

and attenuation A in dB⋅km−1. The attenuation correction
was capped at 4.77 dB (a factor 3 in linear Z units). Since
November 2016, a new attenuation correction scheme has
become operational, which makes use of several indepen-
dent estimates, described in section 3.2 of Dance et al.
(2019).

2.2 CAMRa observations during
DYMECS

The Chilbolton Advanced Meteorological Radar (CAMRa)
is an S-band (3 GHz) radar with a 25 m diameter antenna,
leading to a narrow beam width of 0.28◦, located in the
southern UK, near Winchester (51◦09'N, 1◦26'W). The
radar is calibrated with an uncertainty of less than 0.5 dB
(Goddard et al., 1994). The large antenna means that the

scan velocity is restricted to 2◦s−1 and the radar is there-
fore not a suitable instrument to perform full-volume scans
at the frequency required for studying convective storms.
An automated track-and-scan algorithm was therefore
designed in the DYMECS project, allowing volume scans
for limited azimuth range to target a small number of con-
vective storms. Using this algorithm, observations with
CAMRa were collected on 40 days during 2011–2012. Indi-
vidual convective storms were identified in the UK radar
rainfall composite (Harrison et al., 2000) using a thresh-
old of 4 mm⋅hr −1 and were tracked over the course of
their lifetime. The DYMECS radar scan strategy targeted
cores of high radar reflectivity within these rainfall fea-
tures, scanning vertically through these cores with multi-
ple range–height indicator (RHI) scans, followed by sector
plan-position indicator (PPI) scans, scanning horizontally
across a group of convective storms at multiple elevations
for storm volume reconstructions (Stein et al., 2015). Such
a scan cycle would typically take up to 15 min.

2.2.1 Interpolation of CAMRa to 3D
composite grid

We firstly wish to establish the accuracy of ETH identi-
fication in the radar composite. We consider three radar
reflectivity thresholds to determine ETH, namely 0 dBZ
(ETH0), 10 dBZ (ETH10), and 18 dBZ (ETH18). The 0 dBZ
threshold compares to a minimum detectable signal at
100 km of –3.5 dBZ for CAMRa and +0.5 dBZ for the UK
radars. The 10 dBZ threshold is currently considered for
use in model evaluation by the Met Office. The 18 dBZ
threshold is chosen as it was used by Miltenberger et al.
(2018) to study deepening of convective cells in the radar
composite and model simulations.

To establish the accuracy of ETH identification in the
radar composite data, RHI scans from CAMRa are used.
For each radar composite, all RHI scans from the previ-
ous 5 min were considered. Since the DYMECS scanning
strategy included multiple RHI scans along the same
azimuth, if more than one scan occurred at the same
azimuth during this 5 min period, only one scan was ran-
domly selected for this azimuth to be included in the
sample. The total number of scans in the sample for each
day of interest is listed in Table 1.

Each RHI scan was linearly interpolated (in dBZ units)
to the 1 km horizontal and 500 m Cartesian grid, 𝕩i, used
in the composite. An example of an interpolated RHI scan
is shown in Figure 2. The interpolated CAMRa data retain
features at the grid scale (1 km by 500 m) whereas the
Barnes and Zhang composites appear smoother due to the
weighted average within a 3 km search radius.
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Scan type 26 Aug 2011 12 Apr 2012 06 Jun 2012 25 Aug 2012 All

RHI 95 106 69 86 356

PPI 309 215 279 297 1100

Note: For RHI scans, these numbers exclude the additional scans along the same azimuth as performed during the
DYMECS study. For PPI scans, the number refers to scans at individual elevations.

T A B L E 1 Total number
of scans considered

F I G U R E 2 Example
comparison between the
interpolated CAMRa scan and the
Barnes and Zhang composites. (a)
CAMRa scan on the original grid
(300 m range resolution, 0.048◦

elevation sampling). (b) CAMRa
scan interpolated onto the 3D
composite grid of 1 km horizontal
and 500 m vertical resolution. (c)
Barnes and (d) Zhang composites for
the same (x,y) coordinates as (b)

We note that Lakshmanan et al. (2013) found empiri-
cally that for 18 dBZ ETH detection, interpolation in dBZ
produced better results, which was confirmed by War-
ren and Protat (2019). However, Warren and Protat (2019)
recommend interpolation in linear Z rather than dBZ in
situations of high reflectivity and strong gradients, such
as convective cores, which will be present in most of our
scans. While we found some differences in our statistics
depending on whether we interpolated the RHI scans in
linear Z or dBZ units, these differences did not affect the
interpretation of our results presented below.

If only a single range gate contributed to the interpo-
lated value at 𝕩i, the interpolated value was not considered
in the subsequent analysis. The interpolated value was
also not considered if one of the original CAMRa pro-
files measured Z ≥ 0 dBZ at its greatest elevation, because
ETH cannot be determined in that situation. Typically, this
restriction was precluded by only considering RHI data
within 40–100 km distance from Chilbolton, which was
chosen to match the range considered with the PPI volume
scans obtained with CAMRa. For each averaged profile,
cloud layers were identified by requiring exceedance of
either the 0 dBZ or the 10 dBZ threshold over a minimum
vertical depth of 2 km. ETH was then determined as the
maximum height of the top layer in the averaged profile.

The same ETH determination was performed on the radar
composite data.

We also wish to establish the reliability of fractional
cover in the radar composite data, since different radar
reflectivity thresholds can be used to identify the extent
or morphology of convective storms. In this context, frac-
tional cover is the fraction of relevant data points (e.g.,
at a given height) above a threshold value. Both RHI and
PPI scans from CAMRa are used to estimate fractional
cover, with the RHI scans interpolated as described above
for the ETH comparison. For the PPI scans, each scan
was associated with the radar composite using the 5 min
window ending after the time of the PPI scan (as with
the RHIs). The CAMRa PPI scan was then linearly inter-
polated in dBZ units to the 1 km horizontal and 500 m
vertical grid used in the composite and the range of obser-
vations was again restricted to 40–100 km distance from
Chilbolton. For the composites, data points were only
included in the analysis if the interpolated CAMRa scan
observed the relevant point during the time window. As
with the RHI comparison, the CAMRa and network data
cannot be guaranteed to be collocated in space and time,
and storm displacements between the two sets of data are
assumed to be unbiased. At S-band, attenuation through
rainfall is normally deemed negligible (Testud et al., 2000).
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Hail may lead to significant attenuation, but convective
storms of such intensity are rarely observed across south-
ern England. For instance, using the criteria for hail detec-
tion from Bringi et al. (1984), only 13 out of 356 RHI
scans considered in this study were identified as poten-
tially containing hail. Therefore, no attenuation correction
was performed on the CAMRa data for the purpose of this
study.

To estimate the uncertainty in ETH distribution and
fractional cover from the CAMRa scans, we use a boot-
strapping approach (e.g., Liu et al., 2010). From a given
population of N scans, a new population of N scans
are sampled with replacement; for the RHIs, N = 356
(Table 1). This way, 1,000 new populations are formed,
providing 1,000 estimates of the ETH distribution and frac-
tional cover. From these 1,000 estimates, we will then
report the median and interquartile range, as well as the
90% confidence interval, to establish how the radar com-
posite statistics fall within the range of uncertainty of the
limited CAMRa sample.

2.3 Model simulations

The model evaluation presented in Section 4 focuses on
a single day, 25 August 2012. The synoptic situation and
evolution for this case is described in detail by Hanley
et al. (2015) and has been studied for storm morphol-
ogy, storm evolution, and updraught statistics (Stein et al.,
2014; Stein et al., 2015; Nicol et al., 2015). Model simu-
lations were performed with the MetUM as part of these
previous studies, and the same simulations are considered
here, focusing only on the 1,500 and 200 m grid length
simulations. Although the MetUM has since undergone
various scientific changes, the primary purpose of this
paper is to present a new model evaluation strategy. Fur-
thermore, using the same simulations as Stein et al. (2014)
allows for a direct comparison with the results presented
previously.

The 1,500 m simulation was run with the same config-
uration as the operational forecast version of the MetUM
at the time (version 7.8) and initialised at 0400 UTC;
Hanley et al. (2015) provide details regarding the model
design, but the relevant items for this study follow
below. At 1,500 m grid length, the model runs with-
out a convection parametrization scheme and has 70
vertical levels, which increase in spacing quadratically
with height. Sub-grid horizontal mixing is parametrized
using a Smagorinsky–Lilly type of scheme and ver-
tical mixing is treated using the Lock et al. (2000)
non-local boundary-layer scheme. The MetUM uses a
single-moment microphysics scheme, which considers ice,
liquid, and rain as prognostic variables.

At 200 m grid length, the MetUM was run with the
same microphysics parameters, but with double the num-
ber of vertical levels. The sub-grid mixing was treated by
a Smagorinsky–Lilly type scheme in both the horizontal
and the vertical directions, using a mixing-length param-
eter of 40 m. While Hanley et al. (2015) demonstrated that
the model representation of convective storms is highly
sensitive to this parameter, the value of 40 m corresponds
to a ratio of 0.2 between mixing length and grid length,
which has been shown to best resolve turbulent eddies
(Mason, 1994). The 200 m simulation was one-way nested
in a 500 m simulation with the MetUM and initialised at
0700 UTC; the 500 m simulation was one-way nested in
the aforementioned 1,500 m simulation, both initialised at
0400 UTC.

A “forward model” was run offline to calculate radar
reflectivity for each model grid box based on these cloud
fields and the relevant microphysics parameter choices
(Stein et al., 2014); the radar reflectivity was available only
as hourly output. No smoothing was applied to the model
data to attempt to match the radar data. The effective res-
olution of an NWP model is typically several times greater
than the grid length (Skamarock, 2004), so that even at
200 m grid length, the MetUM cannot be considered to
resolve scales less than 1 km. Therefore, we only evaluate
the model performance for features of sizes that can be
expected to be resolved by the 200 m grid-length simula-
tion and observed within the radar composite data. The
minimum size of the convective storms considered is based
on a surface rainfall rate greater than 4 mm⋅hr−1 over an
area of at least 4 km2.

3 EVALUATION AGAINST
CAMRA

3.1 Cloud-top height

The ETH distributions from the collocated RHI and com-
posite data are shown in Figure 3. We see that both the
Zhang and Barnes techniques produce similar ETH dis-
tributions to CAMRa, although the composites retrieve
too many ETH0 greater than 8 km and too few ETH10
and ETH18 greater than 8 km. The cumulative distribu-
tion functions (CDFs) shown in Figure 3d–f, show that
CAMRa has a 99%ile of ETH0 approximately 9.5 km, while
the Zhang and Barnes composites have 99%iles of 10.5 and
10 km, respectively. For ETH10 and ETH18, the Zhang com-
posite matches the CAMRa distribution well, whereas the
Barnes composite tends to underestimate ETH by about
0.5 km between the 90 and 99%ile. As a result of these
differences, fractional cover of clouds above a given ETH
threshold can vary drastically between the composites and
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F I G U R E 3 Cloud-top height statistics derived from RHI scans using (a, d) a 0 dBZ threshold, (b, e) a 10 dBZ threshold, and (c, f) an
18 dBZ threshold. (a–c) show distributions of cloud-top heights for the interpolated CAMRa data and near-coincident composites using the
Zhang (blue dashed) and Barnes (red dotted) algorithms. Grey shading for the CAMRa distribution indicates the bootstrapped 90%
confidence interval. (d–f) Cumulative distribution function (CDF) for each cloud-top height bin, for the different observations

CAMRa. A 9 km threshold at ETH0 could lead to twice
as much cover estimated from the Zhang composite than
with CAMRa (or the Barnes composite). An 8 km thresh-
old at ETH10 could lead to only half as much cover esti-
mated from the Barnes composite compared to CAMRa (or
the Zhang composite).

When we compare ETH retrievals for individual
columns in Figure 4, both the Barnes and Zhang com-
posites produce medians and interquartile ranges of ETH
that compare well against particular CAMRa ETH obser-
vations for ETH0 and for ETH10 ≤ 8 km. Looking specifi-
cally at high ETH values, when ETH0 > 8 km is detected
with CAMRa, the Zhang composite tends to overesti-
mate ETH0 (Figure 4a), while the Barnes composite has a
narrow interquartile range for these profiles (Figure 4d).
This finding is consistent with the CDF of Figure 3,
suggesting that the Barnes composite may be preferred for
the purpose of ETH0 identification. For the ETH10 and
ETH18 thresholds, both composites underestimate ETH for
the deepest profiles observed by CAMRa, with particu-
larly Barnes frequently missing 18 dBZ layers (Figure 4f).
In Table 2, we report the bias and RMSE of the Barnes
and Zhang composites compared to CAMRa for ETH0,
ETH10, and ETH18. The Barnes composite has a lower
RMSE and absolute bias than Zhang when all profiles are

considered. We suspect that the low bias at higher thresh-
olds is due to the many correct negatives, that is, both
CAMRa and the composite detect no cloud, or ETH=0.
When we restrict our analysis to profiles where a 2 km
thick layer of the relevant reflectivity is identified in both
CAMRa and the composite, the Barnes composite has a
better RMSE for all thresholds, but the Zhang compos-
ite has a smaller absolute bias with the 10 and 18 dBZ
thresholds. The result that the Barnes composite performs
better at a 0 dBZ threshold and the Zhang composite at the
10 and 18 dBZ thresholds agrees with the ETH distribu-
tion findings in Figure 3. The correlations do not improve
when we impose the condition that both composite and
CAMRa detect a cloud layer. This may be due to many cor-
rect negatives (none detect a cloud layer) balancing out
the false alarms and misses when we do not impose this
condition.

This lack of improvement in correlation as well as
the large spread indicated by the 90% confidence interval
in Figure 4 are likely due to inaccuracies when the data
are collocated in space and time. We therefore consider
the detection statistics, that is, the frequency of a cloud
layer being detected in each of the composites and in the
CAMRa data. From these statistics in Tables 3 and 4, we
note that 35.8% of the CAMRa averaged profiles contain
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F I G U R E 4 Direct comparison of cloud-top height (ETH) derived using the CAMRa averaged data and (a–c) the Zhang composite, and
(d–f) the Barnes composite. (a, d) use a 0 dBZ threshold to determine ETH, (b, e) a 10 dBZ threshold, and (c, f) 18 dBZ. For each CAMRa
500 m ETH bin, the interquartile range (dark grey), median (black) and 90% confidence interval (light grey) are shown

T A B L E 2 Error statistics in ETH estimates against CAMRa (RMSE and bias in km)

Barnes Zhang

Threshold RMSE Bias Correlation RMSE Bias Correlation

0 dBZ 2.11 0.41 0.80 2.27 0.52 0.79

10 dBZ 1.87 0.12 0.77 1.93 0.20 0.76

18 dBZ 1.62 0.03 0.68 1.66 0.09 0.68

0 dBZ detected 1.28 0.30 0.81 1.64 0.59 0.74

10 dBZ detected 1.24 −0.15 0.76 1.33 0.03 0.73

18 dBZ detected 1.20 −0.27 0.69 1.27 −0.16 0.67

Note: The first three rows are for all profiles within 40–100 km range of Chilbolton. The lower three rows are for profiles in the
same range, but conditional on both CAMRa and the composite identifying a 2 km-thick cloud layer of the specified radar
reflectivity.

a 0 dBZ cloud layer with thickness greater than 2 km, but
the Barnes composite misses cloud (above 0 dBZ) in 9.5%
of those profiles and Zhang 10.1%. Based on examples
such as Figure 2, we assume that the “misses” are mostly
due to upper-level clouds such as anvils extending from
the convective storms, which are poorly sampled by the
UK radars. We note for instance that the highest-elevation
scan of the network radars is typically 4◦, which reaches
8 km just beyond a range of 100 km, where the beam will

be approximately 1.75 km wide. When we condition the
statistics on CAMRa detecting a 10 dBZ or 18 dBZ layer,
Barnes detects no cloud (above 0 dBZ) in only 4.3% and
2.5% of these cases, respectively, and Zhang in 5.1% and
2.5%. This improvement in cloud detection supports the
suggestion that upper-level cloud is missed, as these clouds
tend to be associated with lower reflectivity values.

The Barnes and Zhang composites detect cloud in
41.9% and 41.5% of the profiles, respectively, but no cloud
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T A B L E 3 Detection statistics of the Zhang composite in
per cent

Zhang
no cloud

Zhang
ETH0

Zhang
ETH10

Zhang
ETH18

CAMRa no cloud 54.9 9.3 3.9 1.6

CAMRa ETH0 3.6 32.2 25.8 17.6

CAMRa ETH10 1.3 24.2 21.8 15.9

CAMRa ETH18 0.4 15.7 14.8 12.5

Note: The sum of the first two elements in the first row is the total
frequency of CAMRa detecting no cloud, and the sum of the first two
elements in the second row is the total frequency of CAMRa detecting
cloud, as “no cloud” implies that no 0 dBZ layer of 2 km thickness was
detected. Added together, these two sums equal 100. Note that the
frequency of ETH18 is included in that of ETH10 and that the frequency of
ETH10 is included in ETH0.

T A B L E 4 As Table 3, but for the Barnes composite

Barnes
no cloud

Barnes
ETH0

Barnes
ETH10

Barnes
ETH18

CAMRa no cloud 54.7 9.5 3.6 1.4

CAMRa ETH0 3.4 32.4 25.8 17.2

CAMRa ETH10 1.1 24.4 21.7 15.6

CAMRa ETH18 .4 15.7 14.7 12.3

(above 0 dBZ) is detected in the CAMRa data in 29.3%
and 22.4% of those profiles. Again based on examples such
as Figure 2, we assume that these “false alarms” are due
to smearing out of the convective storms during the pro-
cessing of the composites, especially due to the search
radius. Considering 10 and 18 dBZ layers, CAMRa does
not detect cloud (above 0 dBZ) when these are identified
in the Barnes composite in 12.2% and 7.5% of the cases,
and in 13.1 and 8.3% of these layers identified in the Zhang
composite.

These comparisons suggest that ETH identification
using the Barnes and Zhang composites should not be used
to study individual columns in the composites. The use of
an ETH threshold to study coverage of high-topped clouds
should be done with caution as, for different choices of
composite and reflectivity, the coverage can be over- or
underestimated. However, when considering a set of ETH
values for a given time or location, for instance associ-
ated with a cloud or storm object such as that shown in
Figure 2, the Barnes and Zhang composites can be relied
upon to determine the mean ETH. For statistics calculated
over many profiles of many clouds, as illustrated in Table 2
and Figure 4, the Barnes and Zhang composites compare
very well against the CAMRa profiles.

3.2 Fractional cover

The purpose of this paper is to verify whether the radar
composites can be reliably used to study the morphology
of deep convective storms, including their internal macro-
physical structure such as the size of cores of intense radar
reflectivity. Before analysing storm morphology statistics,
we wish to ascertain that the radar composite retrieves
fractional cover for different radar reflectivity thresholds
comparable to the CAMRa data. Such analysis should
assist in the interpretation of differences in average storm
structures in the different datasets.

Figures 5 and 6 show the fractional coverage in the
different datasets for four radar reflectivity thresholds in
the RHI scans and PPI sector scans, respectively. The dif-
ferences between the two figures can be attributed to the
scan strategy: RHI scans targeted the locations of most
intense rainfall and may therefore be expected to have
greater occurrence of Z ≥ 30 dBZ overall and of Z ≥ 0 dBZ
at higher altitudes. The Zhang composite consistently
retrieves more cover than the Barnes composite for all
thresholds considered. This leads to a better performance
by Zhang for the high thresholds, but a slightly larger
overestimate of fractional occurrence for Z ≥ 0 dBZ above
5 km compared to CAMRa, whereas the Barnes composite
performs better for this lowest threshold. The Zhang com-
posite also retrieves Z ≥ 0 dBZ above 9 km too often, which
is consistent with the finding that it overestimates ETH0.

Both the Zhang and the Barnes composites signifi-
cantly underestimate the occurrence of Z ≥ 30 dBZ and
Z ≥ 40 dBZ between 1 and 3 km, although the Zhang frac-
tional cover matches the CAMRa cover very well above
3 km. Inspection of individual RHI scans indicates that
many storms were surrounded by substantial stratiform
regions, for which a radar bright band was present (e.g.,
Figure 2). Since the bright band is typically only a few
hundred metres deep, it will often be missed by the UK
radars due to their scan strategy and therefore will not be
prominent in the 3D composite. It is likely that the bright
band appears in the CAMRa PPI scans because, typically,
10–13 scans were performed to capture the full height of
convective storms, allowing the bright band to be sampled
multiple times in individual storms.

It is not immediately clear why the Zhang composite
retrieves higher fractional cover than the Barnes com-
posite. The Zhang method finds the nearest neighbour
and then applies vertical interpolation. Conversely, for the
Barnes composite, observations below the noise value are
given a value of –10 dBZ in order to ensure that the iterative
technique behaves sensibly near the rain/no-rain bound-
ary. Once the final (smoothed) field is obtained, the field
is then thresholded again, at 0 dBZ, to retrieve the output.
The extent to which the coverage in the Barnes composite
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F I G U R E 5 Fractional coverage for different radar reflectivity factors based on RHI scans for CAMRa (black), Barnes (red), and Zhang
(blue dashed). Thresholds are: (a, e) Z ≥ 0 dBZ, (b, f) Z ≥ 15 dBZ, (c, g) Z ≥ 30 dBZ, and (d, h) Z ≥ 40, dBZ. (e–h) show the bootstrapped
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F I G U R E 6 As Figure 5, but based on PPI scans
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is affected by the horizontal interpolation will depend on
the amount of no-rain in the area, the chosen smoothing
widths, and the choice of threshold.

The lack of high radar reflectivity retrievals between
1 and 3 km becomes an issue if radar reflectivity thresh-
olds are used at low altitudes to identify individual storm
features. Potentially, the maximum radar reflectivity in
the column may be used instead. In Figure 7, the dis-
tribution of maximum radar reflectivity is shown for the
CAMRa data, Barnes and Zhang composites, restricted
to the CAMRa RHI scans as in the previous subsection.
The Barnes composite traces the CDF of CAMRa very
well up to 25–30 dBZ, suggesting that fractional cover up
to this threshold is represented well by the Barnes com-
posite. The Zhang composite tends to have slightly lower
CDF values than CAMRa up to 30 dBZ, suggesting that its
fractional cover might be slightly overestimated for lower
reflectivity thresholds. At higher reflectivity values, the
Zhang composite compares well against CAMRa, whereas
the Barnes composite underestimates the reflectivity val-
ues associated with high percentiles. In particular, the
95 and 99%iles for CAMRa are approximately 33.6 and
42.2 dBZ, compared to 33.5 and 41.8 dBZ in the Zhang
composite and 32.8 dBZ and 40.4 dBZ in the Barnes com-
posite. Conversely, for thresholds of 30 and 40 dBZ, the
CAMRa coverage is 8% and 1.5%, the Zhang composite cov-
erage is 7.9% and 1.3%, and the Barnes composite coverage
is 7.4% and 1.1%. This comparison implies that the radar
composites will underestimate storm sizes considerably if
storms are identified with a threshold of Zmax ≥ 40 dBZ
and therefore a lower threshold, ideally no higher than
30 dBZ, is advised. Also, based on these results and those
in Figures 5 and 6, it is advised to use Zmax for storm detec-
tion in the radar composite rather than Z at a fixed low
altitude.

3.3 Storm morphology

From the CAMRa observations during DYMECS, Stein
et al. (2014) concluded that the Met Office 1,500 m model
simulated deep convective storms that were a factor 1.5–2
larger than observed. This was based on storms observed
throughout the day as, due to the nature of the scanning
strategy, no distinction between storm sizes at different
times of the day was possible. The driving purpose of the
present study is to determine whether the 3D radar com-
posites can be used to study the evolution of convective
storms – that is, the storm height and width, as well as
intensity – throughout the day and to evaluate these char-
acteristics in NWP model simulations. We therefore wish
to assess if the radar composites compare well against the
CAMRa data in terms of storm morphology.
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F I G U R E 7 Distribution of maximum radar reflectivity in a
column derived from RHI scans for ranges from Chilbolton
between 40 and 100 km. Profiles were not included if the CAMRa
radar reflectivity at the highest elevation was greater than 0 dBZ. (a)
Distribution of maximum Z for CAMRa and near-coincident
composites using the Zhang and Barnes algorithms; bins are 5 dB.
Grey shading indicates the bootstrapped 90% confidence interval.
Clear profiles for CAMRa have values below 0 dBZ, whereas clear
profiles for the composites have values set to –999. (b) CDF at each
5 dB radar reflectivity bin

Individual storms are identified from the PPI sector
scans with CAMRa following the methodology described
in Stein et al. (2014). For each PPI scan in a set, all obser-
vation points are advected to a uniform time (typically to
the nearest 5 min time stamp) using a single storm motion
vector. This advection vector is derived from the radar
composite data using the spatial correlation between 5 min
rainfall fields. The underlying assumptions are that

(a) a single storm motion vector is representative for all
heights,

(b) the storm motion vector is fixed during the scan-
ning period, and

(c) effects of storm evolution on morphology are negli-
gible within this time frame.

Note that this approach is the same as the advection
correction applied to generate the radar composite, with
the latter using optical flow on the vertically integrated liq-
uid from the two previous composites, rather than correla-
tion on the rainfall product derived from the two previous
composites. In the present study, a 3D reconstruction of
an individual storm is then realised by considering at each
height all regions (identified using 8-connectivity) with
Z ≥ 0 dBZ that overlap with the storm volume identified
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F I G U R E 8 Median (solid lines) and interquartile range (shading) of equivalent diameter of storms observed by CAMRa across the
four days, classified by ETH0 identified by CAMRa as being (a–c) up to 6 km, (d–f) 6–8.5 km, and (g–i) > 8.5 km. Equivalent diameters are
shown for radar reflectivity thresholds of (a“d, g) 0 dBZ, (b, e, h) 15 dBZ, and (c, f, i) 30 dBZ. The CAMRa results are shown in black and solid,
Zhang in blue and dashed in red and dotted. The CAMRa results are cut off at 2 km, as the lowest elevation scanned will typically not observe
below this height throughout the domain

thus far. This process starts at 1 km above mean sea level
(which is above ground for southern England), consider-
ing the region with Z ≥ 0 dBZ that encompasses the storm
feature originally identified using Zmax ≥ 32 dBZ.

For the comparison presented here, when a storm is
identified in a CAMRa volume scan, its location is matched
to the 3D radar composite data for the same time stamp
and a storm is reconstructed in the 3D radar composite
data (from the lowest level upwards) similar to the method
used for the CAMRa data. In Figure 8, the median equiva-
lent diameter is shown for storms classified by their maxi-
mum ETH0 and for different radar reflectivity thresholds.

For each storm at a given height, the equivalent diameter
is recorded as the diameter of a circle with the same area
as the total area of the storm with Z ≥ Zt at that height.
The reduction in storm size below 2 km for CAMRa that
is evident in Figure 8 is due to the reduction of radar
observations close to the surface, as these will typically be
below the lowest elevation scanned. This reduction was
accounted for by Stein et al. (2014) by projecting the lowest
CAMRa PPI scan to the surface, which was not done for
the present comparison. Also, note that due to differences
in ETH0 detection, storm numbers in each category differ
slightly between the three datasets (Table 5).
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T A B L E 5 Total number of storms identified per ETH0

class in the CAMRa data and the two radar composites

Data
ETH0

≤ 6 km
6 < ETH0

≤ 8.5 km
ETH0

> 8.5 km

CAMRa 23 40 67

Barnes 28 45 57

Zhang 21 27 82

The storm morphology results are consistent with
those for ETH and fractional cover. For the 0 dBZ thresh-
old, storms tend to be slightly larger in the radar com-
posites than observed with CAMRa, although the differ-
ence in median is at most 25%, much less than the dif-
ference between the Met Office 1,500 m model and the
CAMRa observations reported by Stein et al. (2014), and
typically within the interquartile range of the CAMRa
observations. For the 15 dBZ threshold, the radar com-
posites compare very well against CAMRa, consistent
with the good agreement of fractional cover for Zmax ≥

15 dBZ. For the 30 dBZ threshold, the radar composites
tend to lack observations at these high radar reflectiv-
ity values as noted in the previous subsection, and as a
result the equivalent diameter is less than observed by
CAMRa.

Together with the analysis of ETH and fractional cover,
these results support the use of the 3D radar composites
for model evaluation of convective storm characteristics.
However, all results indicate that the 3D composites lack
retrievals of high radar reflectivity and that therefore the
use of thresholds above 15 dBZ will lead to underestimates
of fractional cover and storm sizes. It is unlikely this is
due to the raw radar measurements lacking these high
reflectivity observations, as illustrated by our analysis of
Zmax in Figure 7. For instance, Scovell and Al-Sakka (2016)
presented a case-study of a supercell thunderstorm with
reflectivity values exceeding 50 dBZ in a core about 10 km
across, and such high values are present in the composite
too. However, in the DYMECS cases studied here, many
cores were at most a few km across (e.g., Nicol et al.,
2015). We hypothesise that both the Zhang and Barnes
composites can often underestimate the peak reflectivity
values for small convective cores because the peak dBZ
measurements are diluted by the lower dBZ ones, due
to a combination of the radar-to-Cartesian grid interpola-
tion and possible inaccuracies in the temporal matching
of individual scans. Such inaccuracies are less likely to
affect statistics for a larger convective core, such as the
one reported above, as there will be more cases where the
pixel averages contain data exclusively from values near
the peak reflectivity.
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against time of day

4 MODEL EVALUATION

In this Section, we present results of a model comparison
against the Zhang composite. Our primary interest is to
expand on results presented in Stein et al. (2014), namely
by considering storm structures at different times of the
day. The results in the previous sections indicate that

(a) composite statistics from a large number of storms
show that the Zhang and Barnes composites lead to similar
storm structures as the CAMRa observations used by Stein
et al. (2014), and

(b) thresholds above 15 dBZ will lead to underestimates
in fractional cover compared to the CAMRa observations.

In the following model evaluation, we therefore restrict
ourselves to the 0 dBZ threshold only.

The total number of storms considered is shown in
Figure 9. Both the 1,500 and 200 m MetUM have initiated
convection between 0800 and 0900 UTC, with storm num-
bers sharply increasing, whereas in the observations the
storm numbers gradually increase from 0900 to 1300 UTC.
At 200 m grid length, the model generates twice as many
storms as observed, whereas at 1,500 m grid length, the
model produces fewer storms than observed. Hanley et al.
(2015) showed that the 1,500 m MetUM also had a lower
domain-averaged rainfall rate for this case, whereas the
200 m simulation compared well against the radar-derived
rainfall rates until 1300 UTC. Furthermore, in the obser-
vations, the domain-averaged rainfall rate nearly doubled
between 1300 and 1500 UTC, which is in contrast with
a near-constant number of storms; this warrants fur-
ther investigation. Regarding the model performance,
Hanley et al. (2015) found that the representation of storm
sizes and life cycles strongly depended on the mixing
length chosen in the sub-grid turbulence parametrization
scheme.
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F I G U R E 10 Hourly statistics of
storm morphology on 25 August 2012
for the Zhang composite, 1,500 m
MetUM simulations, and 200 m
MetUM simulations. For each hour
(columns, times in UTC), the median
(light colours), 25th (dark) and 75th
percentiles (white) of equivalent
radius are shown as “distance from
centre”. The percentiles are taken over
all storms identified on the hour from
features with surface rainfall rates
> 4 mm⋅hr−1 over an area of at least
4 km2. The radius is mirrored across
the y-axis at each time for ease of
comparison of storm scales across
datasets and across times
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In Figure 10, we show the median and interquartile
range of storm sizes at each hour for the Zhang compos-
ite, the 1,500 and 200 m MetUM simulations. The majority
of identified storms in the Zhang composite have ETH
below 8 km until some time between 1100 and 1200 UTC.
Between 1200 and 1600 UTC, less than 25% of storms
in the Zhang composite have ETH below 8 km. Storms
also grow wider throughout the day, with the 25%ile at its
maximum width of 22 km at 1600 UTC. The MetUM at
1,500 m grid length shows a vastly different cycle of storm
morphology than the Zhang composite. This is not sur-
prising since, at this grid length, convective storms (and
even more so the updraughts within the storms) will be
under-resolved (Nicol et al., 2015). A majority of ETH
greater than 8 km is not reached until 1500 UTC, whereas
the high cloud tops dominate until 1700 UTC, later than
in the Zhang composite. Storms do grow wider throughout
the day starting from 1300 UTC. Interestingly, the median
storm width compares very well with the Zhang composite
between 1300 and 1500 UTC, although storms are gen-
erally shallower than observed. At 200 m grid length, the
MetUM shows broadly similar behaviour to the Zhang
composite. The 8 km ETH is reached by the majority of
storms at 1200 UTC and more than 75% have this ETH
or greater from 1300 to 1700 UTC. However, at this grid

length, storms are generally less wide than observed, as
the 75%ile is generally smaller than the observed median
diameter.

Further analysis of this simulation is out of scope of
this paper, and the MetUM scientific configuration has
advanced since this simulation was originally carried out.
However, the purpose here is to demonstrate the type of
model biases that can be identified using the 3D radar
composite.

5 CONCLUSION

We have shown that a 3D radar composite over the UK can
reliably be used to study certain convective storm charac-
teristics. The availability of the operational radar data at
5 min frequency allows for new analysis regarding the tim-
ing and evolution of convective storms (or any precipitat-
ing clouds), and the routine evaluation of such characteris-
tics in NWP models. The archive of the radar data extends
back to July 2010, enabling the development of new under-
standing of typical convective storm behaviour in different
synoptic conditions, for instance using composite statis-
tics, which is not possible using sparsely available data
from targeted field campaigns.
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Two compositing methods were analysed, namely one
derived using the Barnes (1964) technique and one derived
using the Zhang et al. (2005) technique. For four cases of
widespread convective storms, both 3D radar composites
had similar fractional cover with height at radar reflectiv-
ity thresholds of 0 and 15 dBZ compared to high-resolution
radar observations from CAMRa. At radar reflectivity
thresholds of 30 and 40 dBZ, the fractional cover was
underestimated, particularly at lower elevations. Both
3D radar composites led to similar distributions of ETH
compared to the CAMRa observations, although slightly
higher ETH were observed at a 0 dBZ threshold. When the
composites were compared to CAMRa at the grid scale, the
Barnes (1964) technique had lower bias and RMSE, and
higher correlation at all thresholds. Both composite tech-
niques showed a large spread in ETH values for a given
CAMRa observation, although this could partly be due
to difficulties with spatio-temporal collocation of the two
datasets. Storm morphologies were obtained from the 3D
composites and for collocated sector volume scans with
CAMRa. For these selected storms, for thresholds of 0
and 15 dBZ, equivalent storm diameter with height derived
from the 3D composite compared well against the profiles
derived from CAMRa, indicating that the analysis from
Stein et al. (2014) can be reproduced using the 3D compos-
ites. At a 30 dBZ threshold, the morphology derived from
the 3D composites did not stretch high enough, likely due
to smoothing out of convective cores.

We demonstrated the potential use of the 3D radar
composite for the evaluation of convective storm charac-
teristics in convection-permitting simulations. The analy-
sis of storm morphology confirmed the results from Stein
et al. (2014), namely that at 1,500 m grid length the MetUM
produced storms that were too wide, and at 200 m grid
length storms were too narrow. However, the 5 min fre-
quency of the 3D radar composite allowed the extension of
this analysis to study the diurnal cycle of storm character-
istics, highlighting potential issues with convective storm
initiation, growth, development, and organisation for both
model grid lengths.

The results presented show promising potential appli-
cations of the 3D radar composites, but further develop-
ment of the techniques should be considered. Regarding
the ETH, Lakshmanan et al. (2013) and Warren and Pro-
tat (2019) indicate that interpolation in dBZ will give
better results. However, Warren and Protat (2019) sug-
gest that, particularly for convective situations, interpo-
lation in linear Z is recommended. A new 3D radar
composite could consider a first step to interpolate in
dBZ between scans in the vertical direction only, fol-
lowed by the existing procedure to interpolate in 3D. A
second extension of the existing procedure would be to
include differential reflectivity, Zdr, which could improve

the detection of convective cores from columns of posi-
tive Zdr (e.g., Kumjian et al., 2014), which have previously
been detected in UK convective storms (Plummer et al.,
2018).

Finally, it is worth considering the requirements on
a radar network to reproduce this work with compos-
ites elsewhere. The German radar network has a simi-
lar dense spacing to the UK (e.g., Bick et al., 2016) and
in Europe more broadly, neighbouring radars are spaced
within 128 km (Huuskonen et al., 2014). In the eastern US,
the typical spacing between NEXRAD radars is 235 km
(Chen and Chandrasekar, 2018) and radars from the South
African Weather Service are spaced a similar distance
(Stein et al., 2019). Given that both compositing techniques
employ a multi-radar weighted average which depends on
distance from each radar, individual points in the Carte-
sian mosaic will likely be dominated by observations from
a single radar in these networks. Nevertheless, Zhang et al.
(2005) developed their technique so that it could be used
for a single radar as well as for a multi-radar mosaic.
In particular, Feng et al. (2011) successfully used this 3D
compositing technique on the NEXRAD radar data to clas-
sify various cloud layers within the 3D morphology of
mesoscale convective systems. A future study comparing
a 3D composite based on a single radar against CAMRa
observations would be required to test the validity of such a
composite, but the UK operational radars scan only at five
elevations up to 5.0◦. A dedicated campaign using the War-
don Hill radar, situated near Chilbolton and available to
try different volume scan patterns, could enable this work
to progress. Alternatively, comparisons of single-radar 3D
mosaics against other research-grade and steerable radars
would also require dedicated campaigns. However, such
analysis and evaluation could strongly benefit future NWP
model evaluation studies, in particular given the steady
progression towards global convection-permitting fore-
casting systems (Bauer et al., 2015).
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