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Horses for Courses: Mean-Variance for Asset Allocation and 1/N for

Stock Selection

Abstract

For various organizational reasons, large investors typically split their portfolio decision into two stages
- asset allocation and stock selection. We hypothesise that mean-variance models are superior to equal
weighting for asset allocation, while the reverse applies for stock selection, as estimation errors are less of
a problem for mean-variance models when used for asset allocation than for stock selection. We confirm
this hypothesis for US data using Bayes-Stein with no short sales and variance based constraints. Robust-
ness checks with four other types of mean-variance model (Black-Litterman with three different reference
portfolios, minimum variance, Bayes diffuse prior and Markowitz), and a wide range of parameter settings
support our conclusions. We also replicate our core results using Japanese data, with additional replications
using the Fama-French 5, 10, 12 and 17 industry portfolios and equities from seven countries. In contrast
to previous results, but consistent with our empirical results, we show analytically that the superiority of
mean-variance over 1/N is increased when the assets have a lower cross-sectional idiosyncratic volatility,

which we also confirm in a simulation analysis calibrated to US data.

1 Introduction

Markowitz (1952) proposed the formation of portfolios as a single problem across all the available assets.
However, in reality, most large investors follow a two-stage process. In the first stage (asset allocation) a
high-level committee allocates the funds between asset classes, e.g. domestic equities, foreign equities, bonds,
properties, commodities, hedge funds, private equity, etc. This often takes the form of setting a benchmark asset
allocation against which performance is judged (the reference portfolio). In the second stage (stock selection)
fund managers specialising in each asset class select individual assets from within their allocated asset class.
This two-stage process has become more explicit with the shift of large investors such as pension funds and
insurers away from balanced fund managers who both asset allocate and stock select, to dividing their funds
between multiple specialist managers confined to stock selection within their allocated asset class.! Blake et
al. (2013) documented this switch from balanced to multiple specialist managers, with the relative proportion
using a balanced fund manager falling from 98% in 1984, to 26% in 2004.

There are a number of reasons why large investors have adopted a two-stage process. Allocating assets across
a small number of asset classes is something that can be addressed by a high-level committee. Unlike fund
managers, such a committee in banks, insurance companies and pension plans etc. has responsibility for the
investor’s asset-liability performance, and can allow for correlations between the investor’s liabilities and asset
classes when choosing the asset allocation and asset-liability risk exposure. Following Brinson et al. (1986)

there is a widespread view that asset allocation is much more important than stock selection in determining

! Fiduciary management, where the investor outsources the entire investment process, has increased in popularity in recent years,
and this also follows a two-stage process.



portfolio performance,?> which also encourages investors to set the reference portfolio. However, although
a high-level committee can set the reference portfolio, it is not practical for them to make a choice between
thousands of stocks, bonds etc., so they delegate this to specialist managers. The high-level committee probably
meets infrequently and the reference portfolio may apply for several years, while stock selection is something
that changes on a much more frequent basis, again leading to a need to delegate stock selection.’ Delegation
of stock selection has the advantage that specialist fund managers have greater knowledge and expertise than a
high-level committee, and splitting the money among a number of asset managers avoids any diseconomies of
scale. Employing multiple specialist managers also has the advantages of diversifying across stock selection
strategies and manager skills, permitting the choice of the ‘best of breed’ manager within each asset class, and
generating competition between asset managers if two or more are allocated the same asset class.

There are a number of disadvantages to adopting a two-stage process where stock selection is delegated to
multiple specialists. The agency issues involved in such delegation have been investigated by many authors (see
Stracca, 20006, for a review), and involve incentivising, rewarding and monitoring the agents (fund managers) to
make decisions in accordance with the principal’s preferences. For example, fund managers may be rewarded
for exceeding their benchmark, but not penalised for under-performance, leading them to take more risk than
desired by the principal. They may also have a much shorter investment horizon than the principal due to
their performance being judged over months rather than decades. Splitting portfolio selection into two-stages
leads to the loss of some of the benefits of diversification (Sharpe, 1981; Van Binsbergen et al., 2008) as the
correlations between individual assets in different asset classes are ignored, and effectively replaced by the
average correlation between all the individual assets in each pair of asset classes. In addition, some individual
assets fall within the definition of two asset classes. For example, shares in an airport may be bought by an
equity manager and an infrastructure manager, and this can lead to over-weighting such assets in the investor’s
total portfolio. Finally the management fees and administration costs for multiple specialist managers will
usually be larger than for a single balanced manager.

Given the widespread adoption of a two-stage process, investors must think the benefits outweigh the costs.
Blake et al. (2013) found that, despite the diversification loss, agency problems and higher management fees;
this switch to a two stage process has led to better performance due to the avoidance of diseconomies of scale,
the creation of competition between fund managers, and the greater knowledge and skill of specialist managers.
We argue below there is another powerful reason for this change - improved investment performance due to
better portfolio weights.

While portfolio weights can be set without using any formal model, we investigate the performance of
different optimization models, e.g. Markowitz, Black-Litterman (BL), Bayes-Stein (BS), Bayesian diffuse
prior (BDP), minimum variance and 1/N, in making the asset allocation and stock selection decisions. This
requires the investor and their fund managers to choose a portfolio optimization model, each with its own
strengths and weaknesses, when used in a two-stage portfolio selection process.

We compare the out-of-sample performance of portfolios chosen using different portfolio models for each
of the two-stages, and find that the appropriate portfolio model depends on the nature of the assets being
analysed; with mean-variance (MV) preferable for asset allocation, and 1/N best for stock selection. We also
prove analytically that when assets are permitted to have non-zero alphas the conclusion of DeMiguel et al.
(2009b) is reversed; and the lower is idiosyncratic volatility, the better is the performance of MV relative to
1/N.

2 This view has been shown to depend on the definition of the question, Ibbotson and Kaplan (2000).
3 While the reference portfolio can be changed at any time, it is probably reviewed by pension plans on the same three year cycle
as their actuarial valuation.



Section 2 develops our hypothesis. Section 3 presents the portfolio models we use in our main analysis, and
Section 4 describes our data. Section 5 contains our methodology, and Section 6 has our empirical results.
Section 7 presents the theoretical and simulation results, and Section 8 has robustness checks on our main

results. Finally, Section 9 concludes.

2 Hypothesis Development

Solving the portfolio problem in a single stage using an optimization technique such as MV runs into data
problems. When a historical estimate of the covariance matrix is used, to allow the covariance matrix to be
inverted, the number of observations in the time series of asset returns must be at great as long as the number
of assets under consideration, which may be over a thousand. Such a time series is unavailable for most assets;
and even if a sufficiently long time series is available, it may not be stationary. Therefore only a sub-set of
the individual assets can be included in such one-stage optimization models.* The problem of insufficient
observations to estimate the covariance matrix is much less pressing for a two-stage optimization process. The
number of asset classes in the first stage optimization may be in single figures, and the number of individual
assets in each asset class at the second stage will be much smaller than the total number of assets across all
asset classes.

Asset classes constitute grouped data, while individual assets do not. If the individual assets within a par-
ticular asset class are reasonably homogeneous, the forecast risk, return and correlations for asset classes are
likely to be more accurate than those for individual assets (Elton and Gruber, 1971; Frankfurter and Phillips,
1980; Lam et al., 1994). MV and its variants is an error maximiser as it invests primarily in assets with the
highest forecast returns, the lowest forecast risk and the lowest estimated correlations (Michaud and Michaud,
2008). There are far fewer asset classes than individual assets within an asset class; and so individual assets
offer greater chances of risk and return forecasts that are outliers. This suggests MV is better suited to forming
portfolios of assets classes (asset allocation) than portfolios of individual assets (stock selection), as estimation
errors and outliers will be less of a problem for asset allocation than for stock selection.

We analyse the relative performance of a version of MV in forming portfolios in the first and second stages,
relative to that of naive diversification (1/N). We use Bayes-Stein with variance based constraints (VBC) as a
representative of the many variations of MV (see Section 3).We use this popular model because it is designed
to address the well-known problem of estimation errors in MV portfolio model inputs.’ The equal proportions
(1/N) model is a very simple model that is unaffected by estimation errors, and recent studies have found that
no other model is consistently superior, e.g., DeMiguel et al. (2009b). Therefore we use 1/N as our alternative
to MV. Estimation errors are likely to be smaller at the first stage due to grouping individual assets into asset
classes and, with fewer assets classes than individual assets, this leads to fewer parameters to estimate and a
lower chance of outliers. Because estimation errors and outliers are expected to be less of a problem for the first
than the second stage, we expect MV-based models to be better than 1/N for asset allocation. We also expect
that the estimation errors and associated outliers are sufficiently large for individual assets that the performance
of 1/N will be better than MV in the second stage when selecting portfolios of individual assets. Therefore our

hypothesis is that using MV for asset allocation, and then 1/N for stock selection is superior to the other three

* If the investor is willing to impose conditions on the estimated covariance matrix, a shorter time series can be used. For example,
investors can use a single-index model, various types of multi-index model, or a mean correlation model to estimate the correlation
matrix for input to a single stage portfolio problem. Fan et al. (2016) find the covariance matrix to be block-diagonal, where the blocks
are industry sectors.

> We also use the Black-Litterman, Bayesian diffuse prior, minimum variance and Markowitz models; and upper generalized
constraints (UGC) in our robustness checks.



possible combinations of these two portfolio models in a two-stage procedure.

We examine this hypothesis in two different ways. First, in our main analysis we compare the out-of-sample
performance of portfolios of equities (US sector indices and individual equities) formed using a two-stage
process employing either MV or 1/N at each stage. We conclude that MV is superior to 1/N for the first stage
(asset allocation); and 1/N is preferable to MV for the second stage (stock selection). In other words investors
need to use ‘different horses for different courses’.® Second, using a one-factor CAPM framework similar
to DeMiguel et al. (2009b), we then demonstrate that in theory non-zero alphas lead to MV dominating 1/N
when the average idiosyncratic volatility is small, with little difference between MV and 1/N when the average
idiosyncratic volatility is large. These theoretical results shows that DeMiguel et al. (2009b)’s conclusion
about the inverse relation between the idiosyncratic volatility and 1/N’s outperformance over MV is restricted
to scenarios where alphas are strictly zero. We also support these theoretical results with a simulation analysis
calibrated using US data, a range of robustness checks using US data, and a replication of our core analysis on
Japanese data. The online appendices have further robustness checks using the Fama-French 5, 10, 12 and 17
industry portfolios, international equities covering seven countries, and finally equity data for the UK.

DeMiguel et al. (2009b) state that one of the reasons why the 1/N rule performs well on their data sets is that
they engage in asset allocation across asset classes, rather than forming portfolios of individual assets. They
believe the loss from naive, as opposed to optimal, diversification is smaller when allocating wealth across asset
classes due to the lower cross sectional idiosyncratic volatility of asset classes. This conclusion is inconsistent
with our finding that, although asset classes have much lower idiosyncratic volatility than individual stocks,
MYV outperforms 1/N. In DeMiguel et al. (2009b)’s setting, the returns are simulated using a one-factor model
with alpha being strictly zero. In our theoretical analysis, following DeMiguel et al. (2009b), we also use a
one-factor model and the utility loss function defined by Kan and Zhou (2007) to quantify the out-performance
of MV over 1/N. We differ from DeMiguel et al. (2009b) by allowing alpha to be a random variable with
zero mean and small variance. In this more realistic setting we find that the conclusions of DeMiguel et al.
(2009b) are reversed. The lower is the cross sectional idiosyncratic volatility of asset classes, the greater is the
superiority of MV over 1/N for portfolios of asset classes, and vice versa.

We do not compare the performance of one versus two-stage portfolio formation procedures because the
superiority of the two-stage process is affected by factors that cannot be incorporated in an analysis of past
asset returns, e.g., the six factors investigated by Blake et al. (2013), and the definition of the asset classes.
There is also the issue that the time series of asset returns may not be long enough to estimate the covariance
matrix when MV is applied to all the individual assets.

There is a substantial literature which compares the performance of different portfolio optimization tech-
niques. A number of studies have applied MV and 1/N to either asset allocation or stock selection problems
and obtained results consistent with each of the parts of our hypothesis. For example, Allaj (2019), Durand
et al. (2011), Han (2016), and Shigeta (2016) have found that MV has a bigger Sharpe ratio than 1/N for as-
set classes; while Barroso and Saxena (2019), Board and Sutcliffe (1994), DeMiguel et al. (2009a), Dickson
(2016), Hwang et al. (2018), Jagannathan and Ma (2003), and Li (2016) have found that 1/N has a bigger
Sharpe ratio than MV for individual equities.

This previous research has not drawn a clear distinction between portfolio optimization models applied to
asset classes and individual stocks, nor has it argued that MV models are appropriate for asset classes, while

1/N is better suited to stock selection. Kan and Zhou (2007) demonstrate that the performance of MV models

% In a different context, Jarrow and Zhao (2006) show that MV is suitable for equity portfolios, while mean-lower partial moment
is preferred for fixed income portfolios.



improves as 2,\% increases, where NN is the number of asset classes or stocks, 7" is the size of the sample (the
number of months for monthly data) and A is the investor’s relative risk aversion co-efficient. Usually 7" is
much larger for stock selection than asset allocation problems as there are many more individual stocks than
asset classes, and so MV performs better at asset allocation than stock selection. This could account for the
previous finding that MV is superior to 1/N for asset classes, but inferior for stock selection. However, in our
main empirical analysis the number of asset classes is the same as the number of individual companies in each

asset class.’

We also use the same number of observations for forming both the asset allocation and stock
selection portfolios. Therefore 2/\% is identical in both cases, and comparisons of the performance of MV in
selecting stocks and allocating assets are unaffected by differences in %

Frankfurter and Phillips (1980) used factor and cluster analysis to form 476 US equities into 40 homogeneous
groups, or quasi-securities. Within each quasi-security the stock selection used 1/N. They then applied MV to
these 40 quasi-securities to select the portfolio of quasi-securities (i.e. asset allocation). They compared the
out-of-sample performance of their two-stage approach to that of MV applied directly to the 476 individual
assets, i.e. a one-stage model, with the market model used to estimate the inputs, and concluded that their two-
stage approach is superior to a one-stage process. However, they did not compare the performance of different
portfolio models in the various stages of a two-stage process.

While Branger et al. (2019) have investigated the benefits of applying mean-variance analysis to groups
of equally weighted shares, their procedures are different from the current structure and procedures of the
investment management industry. Our approach is designed to be compatible with the way the industry works,
and so we allow for transactions costs, exclude short sales, use data for only 24 years, exclude investment in
small companies, and do not optimise the way shares are grouped. These differences from Branger et al. (2019)
mean that our approach is less likely to find that a two stage approach is beneficial. Our simulation analysis
looks at how alpha and idiosyncratic volatilities affect the relative performance of MV and 1/N, which is not
covered by Branger et al. (2019). From looking at alpha and the idiosyncratic volatilities, our simulation results
not only provide insights into the circumstances where MV is likely to beat 1/N, but also offer an explanation for
why the MV-1/N two-stage procedure we propose outperforms the alternatives. The first stage deals with asset
classes whose idiosyncratic volatilities are typically smaller, and alphas are more homogeneous. Therefore
MYV is more likely to outperform 1/N; while the second stage deals with individual stocks whose idiosyncratic
volatilities are typically larger and alphas are more heterogeneous, therefore 1/N is more likely to outperform
MV.

3 Portfolio Models

Mean- Variance (MV) Model The main problem with MV is estimation error. The MV portfolio framework
is an optimal strategy in terms of the expected utility if asset returns follow a normal distribution and the
parameter estimates are known with certainty (Hanoch and Levy, 1969). However, the future (true) parameters
of the distribution of asset returns are not known with certainty, and their prediction is a difficult task. Historical
estimates of returns are often used to compute the optimal asset weights, but this practice usually leads to weak
out-of-sample performance with extreme asset weights. This is because marginal deviations from the future
parameter estimates have a large effect on the estimated asset weights.

For this reason portfolio optimization strategies, such as Bayes-Stein, have been proposed to decrease the

negative effects of estimation errors in the portfolio construction process by changing the way mean returns

7 except for telecommunications with only three companies



and the covariance matrix of returns are estimated. Therefore, in the core part of our study we use an enhanced
version of the Bayes-Stein shrinkage approach, which was initially proposed by Jorion (1985, 1986). This
model is based on the shrinkage estimation of James and Stein (1961), and offers a robust way of dealing
with estimation risk. Bayes-Stein has been recognized as a well-established portfolio technique that is robust
to estimation risk, and has been widely used in the academic literature, e.g., Bessler et al. (2017), Board and
Sutcliffe (1994), DeMiguel et al. (2009a, 2009b, 2013), Hwang et al. (2018), Kan et al. (2018), Kan and Zhou
(2007), Platanakis et al. (2019), Platanakis and Sutcliffe (2017), and Tu and Zhou (2011).

Bayes-Stein is based on the idea that estimated returns closer to the norm (which is the global minimum
variance portfolio when short-selling is permitted) suffer less from estimation risk, while estimated returns a
long way from the norm are more likely to be due to estimation errors. Hence, Bayes-Stein computes the
input parameters as the weighted sum of the sample (historical) returns for each asset in the portfolio and the
norm estimate of returns. More specifically, Bayes-Stein computes the column vector of mean returns (fgg)

as follows:

pps = (1 —g)p+gpal (D)

where p is sample mean return vector, 1 is the column vector of ones and the shrinkage factor g, 0 < g < 1, is

computed by the following equation:

N +2
(N+2)+T(p—pcl)TS" (0 — pel)’

9= 2
where X is the sample variance-covariance matrix. The parameter uc denotes the expected return of the
minimum variance portfolio when short-selling is allowed, and 1" represents the length of the corresponding

estimation period. The covariance matrix of asset returns (Xpg) is estimated as follows:
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We use the Bayes-Stein estimates (ugg and 3gg), and compute the vector of asset weights (decision variables),

denoted by @, by maximizing the following quadratic utility function:
T AT
TTpgs — 5 YBsT 5)

We impose constraints to rule out short-selling (z; > 0, Vi) as well as a constraint for the normalization of
portfolio weights (vaz 1T = 1).

Several academic studies have attempted to decrease the effects of estimation risk by imposing additional
constraints on the asset weights to rule out the extreme solutions produced by estimation errors in the input pa-
rameters. For example, Board and Sutcliffe (1994) report that out-of-sample portfolio performance is improved
by imposing short-selling constraints, and Jagannathan and Ma (2003) enhance the performance of portfolios
by imposing homogenous constraints on the asset weights. DeMiguel et al. (2009b) advocate using portfolio
norm constraints, and DeMiguel et al. (2009a) impose upper generalized norm constraints in some of their
models; while Li (2015) shows that performance is improved by imposing norm constraints that force small
asset weights to zero. Measured by the Sharpe ratio, Levy and Levy (2014) show that their method of VBCs

typically yields a better performance than ten other portfolio optimization techniques.



Performance Measure 1/N MV

CER 0.0613 0.0712
Sharpe Ratio 0.6190 0.6939
Dowd Ratio 0.4019 0.4779
Omega Ratio 1.7999 1.9285

Table 1: Performance of 1/N and MV in Forming Portfolios of the Ten US Industrial Sectors, i.e. Stage One
Asset Allocation - 12-month expanding estimation window, January 1994 to August 2017, A =5, n =0.15,
Transaction costs = 50 bps.

For our core analysis we impose the VBCs of Levy and Levy (2014) in an attempt to decrease further the
negative effects of estimation errors on the MV input parameters. Since VBCs are anti-proportional to an
asset’s standard deviation, they constrain more strongly the weights on assets with larger estimation errors as

measured by their standard deviation. VBCs are defined as follows

1
N

12

L <, Vi (0)

T

Q

where o is the average standard deviation across all the assets used in the portfolio construction process. The
upper bound, 7, is chosen by the investor, and 1 = 0 is equivalent to the naive diversification strategy (1/N).
The effect of the VBCs becomes weaker as the parameter 7 increases, and disappears when  — oco. As a

result, our model for optimal diversification in the core analysis is as follows:

max {:cTuBS - ;\:L'TEBS:L'} @)

Naive Diversification (1/N) A portfolio weight of 1/N is assigned to each asset, e. g., x; = 1/N for all i. We
use 1/N with re-balancing, as in DeMiguel et al. (2009b), rather than 1/N (buy and hold). This method of naive
diversification is very simple, does not require any optimization, is unaffected by estimation errors, and does

not depend on the value of the investor’s risk aversion.

4 Data

Our hypothesis involves allocating money between asset classes, and then selecting assets within each asset
class, and the same logic applies to allocating money between industries or countries within a given asset class.
In our empirical analysis we consider US stocks, as the data is readily available for investing in companies in
different industrial sectors. We treat value-weighted indices of ten US industrial sectors as our asset classes,
with asset allocation across the ten industries; and then perform stock selection within each industry. We
analyse monthly total returns from January 1994 to August 2017 on ten S&P500 sector indices - information
technology, energy, utilities, discretionary consumption, materials, industrials, consumer staples, health care,

telecommunications and financials from Datastream. See online appendix 1 for details of the companies. For



Industrial Sectors CER Sharpe Ratio Dowd Ratio Omega Ratio

I/N MV I/N MV I/N MV 1/N MV
Consumer Discretionary ~ 0.0287  0.0451  0.5505 0.5604  0.3300 0.3427 1.6863 1.7099
Consumer Staples 0.0802 0.0727 0.7680 0.7050 0.5591 0.4890 2.0650  1.9403
Energy -0.0063  0.0274 04614 04815 0.2608 0.2797 1.5321 1.5786
Financials -0.0290 -0.0062 0.4652 0.4129 0.2619 0.2281 1.5969 1.5417
Health Care 0.0908 0.0627 0.8223 0.6382 0.6062 0.4152 2.0631 1.8131
Industrials 0.0561 0.0388 0.6395 0.5236 0.4089 03131 1.7792  1.6463
Information Technology ~ 0.0057  0.0172  0.5303 0.4894 0.3115 0.2832 1.6249 1.5834
Materials 0.0347  0.0265 0.5479 0.4589 03295 0.2639 1.6819 1.5751
Telecommunications -0.0034 -0.0083 03636 0.3493  0.1966 0.1873  1.4594  1.4427
Utilities 0.0639  0.0544 0.6461 0.5789 0.4224 03635 1.8064 1.7285

Table 2: Performance of 1/N and MV in Forming Portfolios of the Shares Within Each US Industrial Sector,
i.e. Stage Two Stock Selection - 12-month expanding estimation window, January 1994 to August 2017, A =
5, n=0.15, Transaction costs = 50 bps.

the second stage we use total returns on the ten companies in each industrial sector index with the largest initial
value, except that the telecommunications sector index only comprises three companies.® So in total we have

93 companies. For risk free returns we use 1-month T-bill returns from Ken French’s web site.

S Methodology

We use an out-of-sample procedure, which is more realistic than in-sample tests that assume investors have full
knowledge of the distributional parameters of returns. We employ a 12-month expanding estimation window
for both the mean return and covariance matrix estimates.’ Since the length of the estimation window expands
over time, an expanding window approach is expected to produce more stable input estimates than rolling
windows. We estimate the optimal asset allocation using data available up to and including time ¢ (¢ > 12),
and these optimal asset weights are then used to compute the out-of-sample portfolio returns for the next month
t + 1. This process is repeated by expanding our sample by one-month, re-estimating the portfolio inputs and
re-balancing the portfolio until we reach the end of our sample period. Since our data covers the period from
January 1994 to August 2017 (284 months), and we use a 12-month expanding estimation window, we start
investing in January 1995 and our out-of-sample period consists of 272 months (January 1995 to August 2017).

We maximize a quadratic utility function using Bayes-Stein estimates for the means and the covariance
matrix, in conjunction with no short selling constraints, normalization of portfolio weights and VBCs, as
described in the portfolio optimization problem, see equation (7). For our core analysis we set the value of A to
5, which is the value for moderately risk averse investors (e.g. Diris et al., 2015). We set the value of 7 involved
in the VBCs to 0.15, which is the middle of the range of values used in Levy and Levy (2014). In Section 8 we
conduct robustness checks for different levels of A and 7.

When assessing portfolio performance we allow for transaction costs. Each period we compute the new
optimal portfolio of 93 shares, and compare this with the optimal portfolio for the previous period. The total

transaction costs are computed using Equation (8), and subtracted from the out-of-sample gross return on the

8 We chose the largest ten companies because institutional investors invest most of their money in large companies, and we need a
reasonably small number of assets when estimating the portfolio input parameters.
° Expanding windows have been widely used, including by Branger et al. (2019).
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Figure 1: Time Series Plots of the CERs Comparing MV-1/N with 1/N-MV. US Data - 12-month Expanding
Estimation Window, January 1995 to August 2017. A =5, = 0.15, Transaction costs = 50 bps.
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where xift_l is the weight (proportion) of the ith asset at the end of the previous period (tf — 1). Following
DeMiguel et al. (2009b) and Kirby and Ostdiek (2012), the proportionate transaction cost (7;) of trading US
individual equities and equity indices is set at 50 bps. We assume that transaction costs are a linear function of
trade value, the same for buys and sells; and we only take account of the variable costs of trading assets.

We compare the performance of MV and 1/N applied to each of the stages of a two-stage process in four

different ways:

1. Apply MV to the ten asset classes, and then 1/N to the individual assets in each asset class;
2. Apply 1/N to the ten asset classes, and then 1/N to the individual assets in each asset class;
3. Apply MV to the ten asset classes, and then MV to the individual assets in each asset class;

4. Apply I/N to the ten asset classes, and then MV to the individual assets in each asset class.

For the reasons given above, we expect that using MV for asset allocation, and then 1/N for stock selection
is superior to the other three two-stage procedures, i.e., procedure 1 is dominant. For similar reasons, we also
expect that the opposite strategy of using 1/N for asset allocation, and then MV for stock selection is inferior
to the other three procedures, i.e., procedure 4 is dominated. Having computed the portfolio asset weights for
the first and second stages using MV or 1/N, we use these weights to calculate the resulting weights of the
93 companies in the ten industrial sectors for each of the four two-stage procedures. We then compare the

out-of-sample performance of the four portfolios using four different performance measures.

6 Empirical Results

In stage one we use both 1/N and MV to form a portfolio of the ten industrial sectors, i.e. asset allocation. In

Table 1 we compare the out-of-sample performance using the Sharpe, Dowd, and Omega ratios, and certain
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Performance Measure MV-1/N  1/N-1/N MV-MV 1/N-MV

CER 0.0925  0.0818  0.0745 0.0719
Sharpe Ratio 0.8614  0.7673  0.7248 0.7002
Dowd Ratio 0.6706  0.5498  0.5132  0.4854
Omega Ratio 2.2252  2.0213  2.0206 1.9331

Table 3: Performance Measures for the Four Two-stage Procedures for the US Data - 12-month Expanding
Estimation Window, January 1994 to August 2017, A =5, n = 0.15, Transaction costs = 50 bps.

equivalent returns (CER), see online appendix 2 for details of these performance measures. This shows that, as
expected, MV is superior to 1/N on every performance measure for asset allocation.

In stage two we use both 1/N and MV to form ten portfolios of individual companies for each of the industrial
sectors. The out-of-sample performance of these 20 portfolios appears in Table 2 measured in four different
ways. For six of the ten industrial sectors 1/N is superior to MV on all four performance measures, and for
another two sectors 1/N is superior to MV on three of the measures. These results indicate that, across the ten
sectors, 1/N is generally superior to MV at stock selection.

We now use the stage one results, which allocate money between sectors using either 1/N or MV, and the
stage two results, which select individual companies within each of these sectors using either 1/N or MV, to
compute the overall portfolio of 93 companies. The out-of-sample performance of the four ways of forming
the overall portfolio is presented in Table 3. On each of our four performance measures MV-1/N is the best,
and the reverse procedure of 1/N-MYV is the worst. These results support our hypothesis that the two-stage
procedure of MV, followed by 1/N is superior to the other three procedures. The pure strategies rank in the
middle, with 1/N-1/N superior to MV-MV on the four measures.

Figure 1 plots the CERs of the best (MV-1/N) and worst (1/N-MV) two-stage procedures as we add additional
out-of-sample periods.'” These show that, in accordance with our hypothesis, MV-1/N is consistently superior
to 1/N-MV.

We test for significant differences between the Sharpe ratios of these four two-stage techniques. Following
DeMiguel et al. (2009b), we use the approach suggested by Jobson and Korkie (1980), as corrected by Memmel
(2003). We also use the same statistic as DeMiguel et al. (2009b) to test the significance of differences between
the CERs. See online appendix 3 for details of these tests.

The probability values of significance tests of differences between the four two-stage procedures appear in
Table 4, with the implied quasi-ordering in Figure 2 using the three significant relationships. These show that
MV-1/N is significantly superior to both MV-MV and 1/N-MYV, and that 1/N-1/N is also significantly superior
to 1/N-MV using both Sharpe ratios and CERs. While the benefits of using MV in the first stage and 1/N in the
second stage are modest, over the two stages the benefits cuamulate. This is consistent with the common finding
that tests of 1/N versus MV in a one stage process are often not as clear cut as our two stage results. Kazak
and Pohlmeier (2019) report that statistical tests of portfolio models for out-performance have low statistical
power because such tests are heavily influenced by the length of the out-of-sample period and estimation noise.
This lack of significance is more pronounced when out-of-sample performance is tested using actual data with

a short investment horizon; and especially when 1/N is used as the benchmark, as it has no estimation risk.

10 The corresponding plot for the Sharpe ratios is similar.
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Superior Inferior ~ Sharpe Ratio CER?

MV-1/N  1/N-MV  0.029%** 0.026**
MV-1/N MV-MV  0.007*%* 0.005%%**
I/N-1/N 1/N-MV  0.087* 0.085*
MV-1/N  1/N-1/N  0.155 0.198
I/N-1/N  MV-MV 0.361 0.323
MV-MV 1/N-MV  0.388 0.401

Table 4: Probability Values for the Significance Tests of the Differences Between Sharpe Ratios and CERs
for the Four Two-Stage Procedures for US Data. 12-month Expanding Estimation Window, January 1994
to August 2017, A =5, n = 0.15, Transaction costs = 50 bps. Significance at the 10%, 5% and 1% levels is
denoted by *, ** and *** respectively.

I The significance tests for the CERs use the value of A used in forming the portfolios.

7 Analytical Results

Based on parameters calibrated to individual US stocks, DeMiguel et al. (2009b) argue that, given the limited
history of stock markets, the length of the estimation window needed for MV and its extensions to outperform
1/N is too large to obtain empirical results. They do not consider forming portfolios using asset classes because
they believe the lower idiosyncratic volatility of asset classes leads to a higher utility loss for MV than when
1/N is used. However, we argue that this is not the case, and the lower idiosyncratic volatility of asset classes

improves the performance of MV, increasing the likelihood of MV outperforming 1/N.

7.1 DeMiguel et al. (2009b)’s Relative Performance Measure

In this section we explain DeMiguel et al. (2009b)’s performance measure which we use to evaluate the relative
performance of portfolio selection techniques. Following DeMiguel et al. (2009b), we assume a one factor
structure for excess returns:

Tat =0+ PBry; + & )

where 7, ¢ is the excess asset returns vector, c is the vector of mispricing coefficients, 3 is the factor loadings
vector, 7, is the excess return on the factor portfolio where 7, ~ N'(pp, og), and &; is the noise vector
assumed to be IID and &; ~ N (0, X, ), which is independent from the factor portfolio (O is the column vector
of zeros). Given this structure, the expected excess returns vector is p, = o+ By, and its variance-covariance
matrix is X, = a?ﬁBT + 3.

The expected loss function defined in Kan and Zhou (2007) and DeMiguel et al. (2009b) is given by:

L(z*, @) =U («") - E[U (z)] (10)

where x* is a vector of the optimal portfolio weights, i.e., x* = Z;l W,/ and U () is the utility of a portfolio
with weights given by x, and
_ -1
pis i, (o4 Bu)T (02887 + ) (o + Buy)

U@) =" = 2\

U (@) = a7, — 3aTBew = a7 (o + Bm) — ST (o387 + Be) .

Since our goal is to compare the performance of sample-based MV and its extensions with that of 1/N, we
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1. MV - 1/N

1% 2. 1/N-1/N

5%

3. MV - MV
10%

4. 1/N - MV

Figure 2: Quasi-Ordering of the Four Two-stage Procedures Based on the Statistically Significant Differences
in Sharpe Ratios and CERs in Table 4, 12-month Expanding Estimation Window, January 1994 to August
2017, A =5, n =0.15, Transaction costs = 50 bps.

focus on the loss difference between L (x*, V) and L (x*, &), which is defined as:
I'(z,z) =2X{E[U ()] - U (=)} (11)

where & is the vector of portfolio weights given by an optimisation model, ®" is the equally weighted policy
(1/N), and™!

U (V) = (1Tua)2 _ P (a,,@, ESQ,U'b,Ug)
20173,1 2
17 (o + Bpp) (e + Bup)" 1
1T (UE,BBT + 25) 1

(12)

P (o, B, Be; , 03) =

o —1
A . . A . - . ~ b (1 .
We focus on & computed using MV with sample means fi, and covariances X, i.e., T = "f““ Assuming

the distribution of returns is jointly normal, the expected utility is given by

k h
E[U (i)] = ﬁ@ (aaﬁvzs;ﬂbao—lg) - ﬁv (13)
p_ T . T? — 2T
- T—-N-2 (T—N—-1)(T—-N—-4)]|’
b TN (T —-2) (14)

(T—N-1)(T-—N-2)(T—N—4)’
O (a, B, Be; j, 07) = (a + B)T (02867 + 2e) " (o + By,
Therefore

r (i‘: weW) = kO (aa /67 EE; Mo, O—l?) - (Oé,,@, 26; Mo, O—g) — h.
If ' (&, ") > 0, the MV strategy outperforms 1/N; otherwise 1/N outperforms MV. In the next sub-sections
we use this performance measure for simulation and analytical analyses of MV and 1/N.
7.2 Simulation with Non-zero Alphas

Since we have monthly data, the variables and parameters in our simulations are set to a monthly frequency. To

be comparable with the simulations of DeMiguel et al. (2009b), all our settings are consistent with theirs, except

1 See the derivation in Appendix B of DeMiguel et al. (2009b).
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a being strictly zero (T = 250 N = 10)
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Figure 3: ' (&, V) versus Idiosyncratic Volatility (o.). The simulation is based on 7" = 240 and N = 10.
The dashed lines are 95% confidence intervals

for the alphas. Our betas are drawn uniformly from the 0.5 to 1.5 range using a market factor with monthly
excess returns with a mean of p, = 0.67%, and a variance of o, = 0.21%, as assumed by DeMiguel et al.
(2009b). We also follow DeMiguel et al. (2009b) in assuming the covariance matrix is diagonal. DeMiguel
et al. (2009b) assume the alphas are zero, but this assumption is too strong, as zero alphas only exist in perfect
equilibrium. Although the estimated alphas are often statistically insignificant from zero, they are never exactly
zero. As pointed out by Jarrow (2010), the conditions for a strictly zero alpha are so strong that “in the
complexity of actual markets, their violation, although anathema to economists, is not logically unreasonable.”
Therefore we follow a more realistic approach, and draw the alphas from a normal distribution with zero mean
and a standard deviation of 30 bps, which matches the cross-sectional standard deviation of the alphas of the
ten stocks in the financial sector.!> The annualised idiosyncratic volatilities vary from 2% to 26%. To compare
our results with those of DeMiguel et al. (2009b) we conduct two simulations. First, the alphas are strictly
zero, as assumed by DeMiguel et al. (2009b); and second, the alphas have zero mean but a non-zero standard
deviation. We compute the 95% confidence intervals based on the simulation results.

The plots of the simulated values of T" (&, V) against average idiosyncratic volatility (o) are shown in
Figure 3. These results are based on 1,000 simulations in which T = 360 and N = 10. The upper panel of
Figure 3 shows the scenario depicted in DeMiguel et al. (2009b) with alpha being zero. They write that “all

12 In a robustness check we used the health care sector, the industrial sector and the consumer discretionary sector to calibrate the
alpha distribution. The results are available in online appendix 5, and show that the simulation results in Figure 3 are robust to changing
the sector used to calibrate the alpha distribution.
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T =360N =10

25

30

Figure 4: T (&, V) versus Idiosyncratic Volatility (o.) and the Cross-Sectional Standard Deviation of the
Alphas (o). The simulation is based on 7" = 360 and N = 10.

else being equal, the performance of the sample-based mean-variance (and that of the optimizing policies in
general) would improve relative to that of the 1/N policy if the idiosyncratic asset volatility was much higher
than 20%.” However, the lower panel of Figure 3 shows that DeMiguel et al. (2009b)’s conclusion about
idiosyncratic volatility is not robust to allowing the alphas to be stochastic. When the alphas are allowed
to vary across assets, even a small cross-sectional variation in the alphas (30 bps standard deviation centred
around zero), reverses the results of DeMiguel et al. (2009b). The smaller is idiosyncratic asset volatility (o¢),
the better MV performs relative to 1/N. All the values of I" (&, ) in the upper panel of Figure 3 are negative,
and so 1/N is preferred to MV for all levels of idiosyncratic volatility. In the lower panel of Figure 3 the values
of I' (&, =) are similar at approximately zero, but for volatility below about 10%, MV becomes progressively
superior to 1/N. Thus given our simulation setting, as long as the average annualised idiosyncratic volatility
(o) is lower than about 10%, even with just 240 observations, MV outperforms 1/N. Of course, this also
depends on other factors.

To have a clearer idea about how changes in the alphas can affect I" (&, V), in Figure 4 we plot I" (&, V)
against the cross-sectional standard deviation of alphas (o), as well as o.. The larger the sample size, the
more likely is MV to outperform 1/N; and so we use 7" = 360 in this simulation to produce insights useful for
benchmarking the simulation results below in Section 7.4. We can see that when the alphas are more dispersed

and o, is smaller, MV and its extensions are more likely to outperform 1/N.
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a component (1) and non-a component (A) in I' (T = 360 N = 10)
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Figure 5: Magnitudes (the upper panel) and Slopes (the lower panel) of the Alpha Component (Y') and the
Non-alpha Component (A). The numerical calculations are based on 1" = 360 and N = 10.

7.3 Theoretical Results on I' (z, ), Alphas, and o,

To further understand the effect of non-zero alpha on I' (&, ), we decompose I" (&, V) into the following

two components:

T

kO (a757 25; 07 Uz) - (Ot,ﬁ, 25; 07 Ug)

— o |k (02887 -1 17

= [k: (0v88T + =) TG TOrSAE A (15)
A=kO (07ﬁ7 Es;ubvalz) -9 (0767 Es;ubvag) —h

— 237 2337 -1 11T _

where T captures the component in I' (&, V) that is due to alpha being non-zero, while A is basically
I'(z,z®) with & = 0. We have I' (z,2®¥) = T + A. To indentify the role of the average idiosyncratic
volatility, we assume . = 021 where I is an indentity matrix. Therefore, A and Y can be rewritten in ex-
plicit terms of o2, the results are summarised in the follow proposition. Please see proof in online appendix

4.

Proposition 1 Assuming X = 021, then we have:
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Figure 6: How Y (the upper panel) and C' (the lower panel) Change with Varying A;. The numerical calcula-

tions are based on 7' = 360 and N = 10

1. A and Y can be rewritten as

kB B

2 1 2

A=y 2., 2 2 5 ) — I
Byoj +0z  Baoj + Nog
kolC kA Ao

" (Bio2 +02)02 | Bio2+02 Byol+ No?’

By = IBTIBa By = BT (llT) /Ba

Al=adTa, Ay =a’ (117
C=a BB+ -1]a,
(B78 + I)Jr is the adjugate matrix of 373 + I;

2
2. A is an increasing function ofag, ie., % >0,if By > BQ% > %
5 b

2
3. Y is a decreasing function of o2, i.e., a?gg) <0, if A1k > Ak (éf?V) > %.

(17)

(18)

The conditions in the second and third results in Proposition 1 are general and satisfied in all normal sce-

narios. Since A is essentially DeMiguel et al. (2009b)’s relative performance measure as they assume alpha

is strictly zero. The second result in Proposition 1 explains why DeMiguel et al. conclude that the higher
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Portfolio N Markowitz Bayes-Stein Idiosyncratic Volatility Alpha Beta

120 240 360 120 240 360 min max  mean min max mean min max mean

SPSEFIN 10 0.0% 0.0% 0.0% 0.0% 0.0% 38% 203% 644% 288% -61% 58% 11% 095 192 139
SPSETEL 3 0.0% 0.0% 00% 00% 00% 00% 205% 243% 21.7% 07% 19% 14% 0.66 084 0.73
SPSEHCR 10 0.0% 0.0% 0.0% 0.0% 23% 233% 162% 294% 228% 45% 11.9% 7.6% 051 091 0.68
SPSECST 10 0.0% 0.0% 25% 0.0% 97% 453% 162% 23.7% 189% 28% 13.6% 5.7% 023 0.65 047
SPSEIND 10 0.0% 0.0% 0.0% 00% 07% 158% 163% 249% 21.4% -18% 62% 3.8% 0.62 130 0098
SPSEMAT 10 0.0% 0.0% 0.0% 0.0% 0.7% 10.6% 17.4% 40.9% 244% -3.0% 84% 3.0% 038 145 1.01
SPSECOD 10 0.0% 02% 6.6% 0.0% 143% 492% 168% 39.0% 264% -68% 6.7% 24% 063 179 1.14
SPSEUTL 10 0.0% 0.0% 0.0% 00% 00% 20% 16.6% 248% 200% 49% 93% 6.7% 0.08 039 029
SPSEENE 10 0.0% 0.0% 04% 00% 28% 23.0% 14.6% 335% 259% 08% 100% 3.5% 0.55 132 0.93
SPSEINT 10 0.0% 08% 225% 0.0% 339% 761% 169% 39.4% 289% -56% 109% 33% 081 158 1.33
Indices 10 0.0% 11.6% 58.8% 29% 628% 892% 74% 152% 11.9% -1.7% 52% 12% 042 143 091

Table 5: Percent Positive Value of I' (&, ) for Markowitz and Bayes-Stein, and Data Characteristics used
in the Simulations. Three T's are considerd: T' = 120, 240, and 360; min, max, and mean of alpha and

beta are presented. SPSEFIN is Financials, SPSETEL is Telecommunications, SPSEHCR is Health Care,
SPSECST is Consumer Staples, SPSEIND is Industrials, SPSEMAT is Materials, SPSECOD is Consumer
Discretionary, SPSEUTL is Utilities, SPSEENE is Energy, SPSEINT is Information Technology. The Idiosyn-
cratic Volatility and alpha are in annual percentages.

the idiosyncratic asset volatilities, the better MV performs. The third result in Proposition 1 shows that under
normal circumstances Y decreases with o.. To compare the magnitudes and slopes (w.r.t o.) of A and T, we
plot them against o using the same numerical values as those in Section 7.2. Figure 5 shows the comparison.
It is clear that T dominates A in both magnitude and slope when o is small. This explains why DeMiguel et
al.’s conclusion does not hold when alpha equals zero is relaxed.

From (18) in the first result of Proposition 1, we can also shed light on the how the cross-sectional alpha
standard deviation affects I' (z, V). Since Bgag + N O'g is much larger than B, ag + 03, and A; and Ay are

of similar magnitude,'> Y is primarily controlled by the first two terms in the right hand side of (18):

kO'gC + kAl
(Bio} 4+ 02)o2 = Bio}+ 0%

By the definitions of C' and A;, the cross-sectional alpha standard deviation is % and is positively related to

C'. Therefore, we can see from (18) that when the cross-sectional alpha standard deviation is larger, I" (&, V)
is more positive, or less negative. This is consistent with the simulation results in Section 7.2. Using the same
parameters, we also plot Y and v/C against % in Figure 6. The upper panel of Figure 6 essentially confirms
the results of I' (&, V) vs cross-sectional alpha standard deviation in Figure 4. The lower panel shows the
positive relation between v/C and \/% is nearly linear.

7.4 Simulation Based on Real World Parameters

To gain more insight into when MV and its extensions outperform 1/N, we calibrate the simulation to match
our monthly return data on ten sector indices and 93 companies, and continue to use I" (z, V) as a proxy for
the relative performance of MV versus 1/N. A positive value of I" (&, V) can be regarded as the likelihood of
MYV outperforming 1/N, and the higher this value, the better is the relative performance of MV. If the value of
I’ (z, ") is higher than 50%, we say MV outperforms 1/N.

To gain a broader sense of the relative performance of extensions to MV, we also consider the Bayes-Stein

model, in addition to the Markowitz sample-based MV model. For Bayes-Stein the vector of portfolio weights

13 When alpha has both positive and negative values, A is typically slightly larger than As as the latter could include negative cross
terms dominating the positive cross terms.
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Initial Performance 1 2 3 4

MV Model Ao : Constraints
Window Measure VIV N UN-UN. MV-MV I/N-MV
. CER 0.1124 01113 00913  0.0932
Bayes-Stein 2 02 VBCs  ShapeRatio 07974 07673 0.6599  0.6815
. CER 00513 00328 00436 00342
Bayes-Stein 1001512 VBCS  Shape Ratio 0.8375 07673 0.7492  0.7108
. CER 00897 00818 00787  0.0745
Bayes-Stein > 01 12 VBCS  Shampe Ratio 0.8413 07673 07610  0.7198
. CER 00912 00818 00710 00710
Bayes-Stein > 02 12 VBCs  Sharpe Ratio 0.8487 07673 0.6942  0.6936
. CER 00745 00666 00579  0.0583
Bayes-Stein > 0536 VBCs  Sharpe Ratio 07410 0.6793  0.6111 06151
. CER 00620 00541 00462  0.0458
Bayes-Stein > 01560 VBCS  ShapeRatio 0.6733  0.6118 05358  0.5372
. CER 00752 00666 00657  0.0689

) t

Bayes-Stein > 015120 VBCS  Shampe Ratio 0.8520 07460  0.7854  0.7935
. CER 00874 00818 00647 00702
Bayes-Stein > o — 2 UGG ghape Ratio 0.8150 07673 0.6425  0.6877
. CER 00870 00818 00776  0.0774
Bayes-Stein > o — 2 LGC " ghampeRatio 08156 07673 07473 0.7413
. CER 00923 00818 00738 00719
Bayes-Stein > 012 VAR ghapeRatio 0.8593 07673 0.7183  0.7003
Black Litterman (o |, VBC CER 00873 00818 00804 00743
(Min Variance) : S SharpeRatio 08350 07673 07909  0.7198
Black-Litterman CER 00839 00818 00787  0.0779
(I/N) > 052 VBCS  Shampe Ratio 07869 07673 07523 0.7421
Black-Litterman s 1, VBC CER 00868 00818 00788  0.0762
(Risk Parity) : S ShapeRatio 08154 07673 07614  0.7319
. CER 00838 00818 00630  0.0659
Markowitz > 012 VBCs  Shape Ratio 07862 07673 0.6291  0.6523
Bayesian Diffuse CER 0.0840 0.0818  0.0634 0.0661
Prior > 012 VBCS  Sharpe Ratio 07878 07673  0.6322  0.6537
MinVaiance 5 015 1o VBCs CER 00876 00818 00823  0.0768

Sharpe Ratio 0.8379  0.7673  0.8061 0.7383

Table 6: CERs and Sharpe Ratios for the Robustness Checks. All the models allow for transactions costs and
rule out short sales. US Data, January 1994 to August 2017. BL = Black-Litterman. VBCs = Variance based
constraints, VaR = Value at risk (99%) constraint, A = Risk aversion parameter, 7 = VBC upper bound. { =
Rolling window of 5 years.

is® = % When Bayes-Stein is used E[U ()] no longer has a closed form expression. Therefore, we
compute the simulated values of U(&) (250 values are simulated based on equations (1) to (4)) and use the
resulting average to approximate E[U(Z)].

In this simulation we use the S&P500 index as our single factor whose sample monthly excess return (t)
has a mean of 0.64%, and a variance (O'g) of 0.18%. We consider 11 portfolios. The first ten consist of the
constituent stocks in the ten industrial sectors, i.e. the second stage stock selection problem. The last portfolio
includes the ten sector indices, i.e. the first stage asset allocation problem. The values of alpha and beta are
drawn from a uniform distribution matching the first two moments of the sample cross-sectional distribution of
alphas and betas in the corresponding portfolio.!* Consistent with DeMiguel et al. (2009b), X, is a diagonal
matrix, with its diagonal elements drawn from a uniform distribution matching the minimum and maximum of
the cross-sectional o, of the corresponding portfolio. Using the full sample, we estimate the idiosyncratic asset
volatilities of the shares available for inclusion in the ten sector portfolios and the ten sector indices. Table 5

summarises the values of T" (z, V) for both the Markowitz and Bayes-Stein models computed from 1,000

14 We also assumed normal distributions for the values of alpha and beta, and the results are similar to those for uniform distributions.
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Superior MV-1/N MV-I/N  1/N-1/N  MV-1/N 1/N-I/N MV-MV
Inferior 1/N-MV  MV-MV  1I/N-MV  1/N-1/N MV-MV 1/N-MV
CER 0.023**  0.003***  0.008*** (0.431 0.099* 0.438

Models

Bayes-Stein, 2, 0.15, 12, VBCs

SR 0.055%* 0.009%**  (0.049%** 0.330 0.181 0.414
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Table 7: Probability Values for the Significance Tests of the Differences Between Sharpe Ratios and CERs for
the Four Two-stage Procedure Robustness Checks. The order of the numbers after the name of each model

is A, 7, initial window, and constraint. All the models allow for transactions costs and rule out short sales.

US Data, January 1994 to August 2017. BL = Black-Litterman. SR = Sharpe Ratio, VBCs = Variance based
constraints, VaR = Value at risk (99%) constraint, A = Risk aversion parameter, 7 = VBC upper bound. I =
Rolling window of 5 years. Significance at the 10%, 5% and 1% levels is denoted by *, ** and *** respec-
tively. The significance tests for CERs use the value of A used in forming the portfolio.

simulations.

From Table 5 we see that in these 11 portfolios, all the average annualised o, of portfolios of individual
equities, except for consumer staples (SPSECST) at 18.9%, are higher than or equal to 20%. Only the portfolio
of sector indices has a much lower average annualised o, of 11.9%. The low values of I' (&, ®") show that
Markowitz is clearly inferior to 1/N for stage two stock selection as most I" (&, V) values are zero, and the
highest is only 22.5%. However for first stage asset allocation, when 7' = 360, I" (&, V) is 58.8%, and
Markowitz is superior to 1/N. These results are consistent with Figure 5. The 11.9% average annual o, of the
indices is much smaller than that of the stock portfolios, but still higher than the 10% critical level. When
T = 240, the positive rate for indices using Markowitz is only 11.6%; and only when 7" = 360 do we observe
the much higher positive rate of 58.8%. This is because a larger sample leads to better estimates of the MV
input parameters.

The results for Bayes-Stein in Table 5 reinforce the view that shrinkage estimators are superior to sample-
based MV estimates in the portfolio optimisation context (Jobson and Korkie, 1980), and provide stronger
support for our hypothesis that MV is superior for stage one, and 1/N is superior for stage two. Even with
only 240 observations, Bayes-Stein has a I' (&, ") value of 62.8% for the index portfolio; and with 360
observations I' (&, V) is close to 90%, indicating that MV is clearly superior to 1/N for first stage asset
allocation. For the second stage of stock selection, the only sector for which Bayes-Stein is superior to 1/N is
information technology (SPSINT) with a I" (&, V) value of 76.1%. Although o in this sector is high (around
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Performance Measure 1/N MV

CER -0.0384  -0.0072
Sharpe Ratio 0.1269  0.1955
Dowd Ratio 0.0609  0.0982
Omega Ratio 1.2020  1.2889

Table 8: Performance of 1/N and MV in Forming Portfolios of the 13 Japan Industrial Sectors, i.e. Stage One
Asset Allocation - 12-month expanding estimation window, January 1994 to August 2017, A =5, n =0.15,
Transaction costs = 50 bps.

29%), the alphas in this sector are distributed across a relatively wide range (16.5%). This observation is
consistent with the results in Figure 4, in that the cross-sectional standard deviation of the alphas has a positive
influence on Bayes-Stein’s performance, relative to 1/N.

These simulation results, calibrated to the real world, are consistent with our empirical results in Section 6
and theoretical results in Section 7.3, and support our hypothesis that MV is superior for asset allocation, and
1/N is superior for stock selection. They also show that relaxing DeMiguel et al.’s assumption of zero alphas
reverses their conclusions concerning the effect of idiosyncratic volatility on the relative performance of MV
and 1/N.

8 Robustness Checks

We now run a set of robustness checks on our core results presented in Section 6 and vary the choice of the
optimal diversification model and the various parameters involved. We use the Black and Litterman (1992) with
the risk-parity, reward to risk timing and reward to VaR timing portfolios as the reference portfolio, Markowitz,

minimum variance, and Bayes diffuse prior (BDP) models as alternatives to Bayes-Stein.

Black-Litterman This is a popular portfolio optimization method for dealing with estimation risk, and has
recently attracted considerable interest in both academia and the financial services industry, (see, e.g., Bessler
and Wolff, 2015; Harris et al., 2017; Kolm et al., 2014; Oikonomou et al., 2018; Platanakis et al., 2019;
Platanakis and Sutcliffe, 2017; Platanakis and Urquhart, 2019; Silva et al., 2017). This model combines two
sources of information: the investors’ ‘views’ on asset returns (subjective return estimates), and the reference
(or benchmark) portfolio used for estimating the ‘neutral’ (or ‘implied’) return estimates. The original Black-

Litterman model computes the column vector of implied excess-returns, denoted by z, as follows,

2=\ mreferem:e (19)

where l,reference

is a column vector with the weights of the benchmark (reference) portfolio. In turn we set
areference o the risk parity, reward to risk parity and reward to VaR portfolios.

Risk-parity (RP) is a heuristic technique that does not require optimization and achieves an equal contribution
by each asset to total portfolio risk. We follow Oikonomou et al. (2018) and Platanakis et al. (2019) and use a

simplified version of the risk-parity method, where the portfolio weights are computed as follows:

RP 1/0'1'2 .
=1t Y 20
’ Ei\;l (1/‘7i2) l 0

where o7 represents the sample variance of asset i. The reward-to-risk timing (RRT) heuristic approach assigns

greater weights to assets with a higher reward-to-risk ratio, and is often a more stable method (lower turnover)
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CER Sharpe Ratio Dowd Ratio Omega Ratio

Industries

I/N MV 1/N MV 1/N MV 1I/N MV
Basic materials -0.04 -0.02 0.29 031 0.15 0.16 1.33 1.35
Basic resources -0.09 -0.09 0.20 0.09 0.10 004 1.23 1.14
Consumer discretionary 0.00 0.00 032 030 0.17 0.16 1.38 1.38
Consumer products 0.00 0.00 037 033 020 0.17 143 1.39
Consumer staples 0.00 -0.01 030 024 0.16 0.12 1.40 1.34
Financials -0.11 -0.08 0.03 -0.05 0.02 -0.02 1.10 1.05
Financial services -0.16 -0.12 0.24 023 0.12 0.12 1.27 1.27
Foods, beverages, tobacco  0.00 -0.01 0.30 021 0.16 0.11 1.39 1.30
Health care 0.01 0.01 041 039 023 021 1.51 1.47
Industrial goods -0.05 -0.05 0.12 -0.05 0.06 -0.02 1.19 1.07
Technology -0.08 -0.03 0.19 023 009 0.12 1.23 1.30
Telecommunications -0.07 -0.06 0.23 022 0.12 0.11 1.28 1.27
Utilities -0.07 -0.07 0.03 -0.04 0.01 -0.02 1.11 1.06

Table 9: Performance of 1/N and MV in Forming Portfolios of the Shares Within Each Japanese Industry, i.e.
Stage Two Stock Selection - 24-month expanding estimation window, January 1994 to August 2017, A=5, n
= 0.15, Transaction costs = 50 bps.

than other portfolio construction approaches. The RRT computes the asset weights as follows:

+ /.2
pRRT — 'ui—ﬂ‘i,vl' (21)
Zﬁ\;l (uj/af)

where ,u;r = max (0, u;) to prohibit short-selling. We also propose and use a reward-to-VaR timing (RVT)
heuristic technique, which is an extension of the RRT heuristic, where we use the VaR (99%) as a risk measure

instead of the sample variance. Hence, the asset weights for RVT are computed as follows:

RVT _ M;_/V&R99%,i i (22)
ity (uf /VaRgy,;)
The Black-Litterman model computes the column vector of mean returns as follows
-1
g = @zyJ-FPHTJP] [@2r4z+fﬂﬂ*h}, (23)

where P is a binary diagonal matrix with a value of unity if a subjective return estimate exists for the asset. The
column vector g contains the investor’s views (subjective return estimates), and the parameter c is a measure
of the reliability of the implied excess-returns in z, which we set to 0.1625 as in Bessler and Wolff (2015),
Platanakis et al. (2019), and Platanakis and Sutcliffe (2017), amongst others. We follow Meucci (2010) and

many others, and compute the diagonal matrix €2 as follows

PxpPT

Q=
o

. (24)

Following Meucci (2010) and Platanakis and Sutcliffe (2017), amongst others, we set 1/4 to unity, and use
mean asset returns as the subjective return estimates in the column vector q. We follow Satchell and Scowcroft

(2000) and many other studies, and compute the posterior covariance matrix (2py.) as follows

-1
SpL=3+ () + PTQIP| .
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Markowitz The Markowitz (1952) model with VBCs appears in equation (7), where the inputs are sample

mean and covariance.

Bayesian Diffuse Prior Barry (1974) and Klein and Bawa (1976), among many others, have shown that the

predictive distribution of asset returns has the following estimates for the mean returns and covariance matrix

(student’s t-distribution)
1
1+= X
(7))

subject to a diffuse prior p (p, X) o |E|7%} and a normal conditional likelihood. As a result, this portfolio

construction technique inflates the sample covariance matrix by a factor of (1 + %)

Minimum Variance We used equation (7) with a historical covariance matrix,'> and the expected means set

to zero.

We varied six aspects of the analysis - the MV portfolio model (Bayes-Stein, Black-Litterman, Markowitz,
minimum variance or Bayesian diffuse prior), the risk aversion parameter, (A = 2, 5 or 10), the VBC parameter
(n =0.10, 0.15 and 0.20), the initial length of the expanding window (12, 36 and 60 months), a rolling win-
dow of 120 months, and the type of constraint (VBC, UGC,'® LGC or VaR!”). Table 6 shows the CERs and
Sharpe ratios for the four robustness checks. In every case the MV-1/N model is preferable to the other three
procedures, which is consistent with our hypothesis.

Table 7 presents significance tests on the differences in performance between the four pairs of procedures.
These 13 robustness checks generally confirm our hypothesis, with MV-1/N significantly superior to 1/N-MV
and MV-MV; and 1/N-1/N superior to 1/N-MV. The significance results for the CERs and Sharpe ratios in
Table 7 are almost always the same.

As a further robustness check, we repeated our analysis of US data using the corresponding monthly value
weighted total returns for Japan for January 1994 to August 2017 expressed in $US. We analysed data from
DataStream on 13 industry indices, and the ten firms in each industry with the largest initial market capi-
talization.'® The risk free rate of return is one-month T-bill returns from Ken French’s web site. The stage
one out-of-sample results for asset allocation across the 13 industries using Bayes-Stein with VBC constraints
appear in Table 8, and show that MV is superior on all four performance measures.

Table 9 has the out-of-sample stage two results, where Bayes-Stein with VBC constraints and 1/N are used
to form 26 portfolios of the ten largest firms in each industry. On three of the performance measures 1/N is
superior to MV for all the industries, except basic materials and technology. For CERs the results are more
mixed, but with the majority of industry portfolios favouring 1/N. These results support the superiority of 1/N
for stock selection.

We now use the stage one and two results to compute the overall portfolios of 120 firms, and these appear in
Table 10. MV-1/N is the best on all four performance measures, and 1/N-MV is the worst on three measures,
which supports our hypothesis. Table 11 presents tests of the significance of the differences between the CERs
and Sharpe ratios in Table 10. These significance tests imply a strong ordering of the four ways of performing
a two stage process: MV-1/N is significantly better than 1/N-1/N, which is significantly better than MV-MV,
which is significantly better than 1/N-MV, which accords with our hypothesis.

In a Monte Carlo simulation similar to that in Section 7.4, Table 12 shows the proportion of times that MV

'3 Carroll et al. (2017) find that time-varying estimates of the correlation matrix improve performance.

16 UGC is an upper generalised constraint, and LGC is a lower generalized constraint, see Platanakis et al. (2019).

17 VaR is the value at risk at the 99% level.

18 Basic material has nine firms, financial services has eight, and telecommunications has three. So in total we have 120 firms.
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1 2 3 4
MV-1/N  1/N-1/N MV-MV 1/N-MV

Performance Measure

CER 0.02 0.00 0.02 0.00
Sharpe Ratio 0.40 0.28 0.37 0.24
Dowd Ratio 0.22 0.15 0.20 0.13
Omega Ratio 1.51 1.36 1.48 1.34

Table 10: Performance Measures for the Four Two-stage Procedures for the Japanese data - 24 month Ex-
panding Estimation Window, January 1994 to August 2017, A =5, n = 0.15, Transaction costs = 50 bps.

Superior Inferior ~ Sharpe Ratio CER*
MV-1/N  1/N-MV  0.0334** 0.0796*

MV-1/N  MV-MV 0.3371 0.4966**
I/N-I/N  I/N-MV  0.2759 0.2611
MV-1/N  1/N-1/N  0.0877%* 0.0454%**
I/N-1/N MV-MV 0.2166 0.0983*
MV-MV 1/N-MV  0.0702* 0.0729*

Table 11: Probability Values for the Significance Tests of the Differences Between Sharpe Ratios and CERs
for the Four Two-Stage Procedures - Japan. 24-month Expanding Estimation Window, January 1994 to Au-
gust 2017, A =5, n = 0.15, Transaction costs = 50 bps. Significance at the 10%, 5% and 1% levels is denoted
by *, ** and *** respectively.

I The significance tests for the CERs use the value of A used in forming the portfolios.

(Bayes-Stein with VBC) was superior to 1/N for the ten stage two stock selections, and for the stage one asset
allocation between industrial sectors. When 7" = 360 MV is clearly superior to 1/N at the first stage, with
scores of 79% and 86%; and 1/N is highly superior to MV in stock selection in the second stage, with many
scores for individual industries close to zero, particularly when 7T is small. These results are consistent with
our hypothesis and theoretical results.

We conduct further robustness checks on six more data sets. We applied our core analysis to the four Fama-
French 5, 10, 12 and 17 industry portfolios, and found that MV-1/N is superior to the other strategies for each
of these industry portfolios using our four performance measures. We also applied our core analysis to the
market indices for the UK, USA, Germany, Switzerland, France, Canada and Brazil, and the ten largest firms
in each index. These results confirm our hypothesis and show Finally we repeated our core analysis with ten
UK industrial sectors, and the largest ten largest firms in each sector. Again MV-1/N is the best two stage

strategy. The full results are available in online appendices 6, 7 and 8.

9 Conclusions

For a range of organizational reasons, large investors typically split their portfolio decision into two stages -
asset allocation and stock selection. We find that mean-variance models are superior to 1/N for asset allocation,
while the reverse applies for stock selection. This is primarily because estimation errors are lower for asset
classes than for individual assets, and so are less of a problem for mean-variance models when used for asset
allocation than stock selection. We identify three reasons for the superiority of mean-variance over 1/N for
asset allocation. First, due to the small number of asset classes, a shorter time series is required to estimate the
covariance matrix for asset classes, which offers more degrees of freedom when estimating the inputs for asset

allocation. Second, asset classes are grouped data, resulting in smaller estimation errors for asset classes than
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Normal Distribution Uniform Distribution

Industrial Sector N

120 240 360 120 240 360
Basic Materials 9 00% 105% 363% 0.0% 71% 442%
Basic Resources 10 00% 0.1% 1.3% 0.0% 0.0% 0.1%
Consumer Discretionary 10 0.1% 124% 43.5% 00% 89% 50.4%
Consumer Products 10 0.0% 27% 19.1% 0.0% 1.0% 18.5%
Consumer Staples 10 00% 08% 121% 00% 0.1% 9.6%
Financials 10 00% 08% 98% 0.0% 00% 43%
Financial Services 8 00% 07% 78% 00% 04% 4.7%
Foods, beverages, tobacco 10 0.0% 20% 158% 00% 08% 12.3%
Health Care 10 0.0% 29% 19.9% 0.0% 1.2% 20.8%
Industrial Goods 10 0.0% 1.9% 18.0% 0.0% 0.1% 13.7%
Technology 10 00% 55% 22.8% 0.0% 1.2% 20.2%
Telecommunications 3 0.0% 3.1% 8.1% 0.0% 1.8% 8.1%
Utilities 10 00% 00% 00% 0.0% 00% 0.0%

Japanese industry indices 13 1.2% 424% 78.8% 03% 429% 85.5%

Table 12: Percent Positive Value of I" (&, x®V) for Bayes-Stein. The simulations are based on Japanese Data
(January 1994 to August 2017). The results are reported for the parameters simulated from both the normal
and uniform distributions.

individual assets. Finally, as there are fewer asset classes than individual assets, this leads to a smaller chance
of outliers and the error maximization problem for asset allocation. 1/N is unaffected by estimation errors, and
so its performance, relative to mean-variance, is greater for stock selection than for asset allocation.

Using a sample of US equities for ten asset classes and the 93 underlying individual assets, we confirm this
hypothesis using four different types of mean-variance model and a range of parameter settings; suggesting
that our hypothesis applies across a wide range of mean-variance models. Following DeMiguel et al. (2009b)’s
framework and parameter setting, but relaxing their assumption that equities have alphas that are strictly zero,
our theoretical and simulation results find the conclusions of DeMiguel et al. (2009b) are reversed - the smaller
is idiosyncratic asset volatility, the better mean-variance performs relative to 1/N. This finding is consistent
with our empirical results that mean-variance is superior to 1/N for asset classes. Finally we calibrate the
simulation analysis to our sample of US equities, and show that the Markowitz and Bayes-Stein models are
superior to 1/N for asset classes, while 1/N is superior for stock selection. We support our conclusions with
13 robustness checks on our S&P500 industry portfolios, and the replication of our core analysis on data for
Japan, with further replication for four US data sets, UK data and international data.

Future research could investigate the use of other portfolio techniques in both the asset allocation and stock
selection stages. It could also examine the asset allocation decision as between the main types of asset, e.g.

domestic equities, foreign equities, government debt, corporate debt, property, infrastructure, hedge funds, etc.

25



References

Allaj, Erindi (2019). “The Black-Litterman model and views from a reverse optimization procedure: An out-
of-sample performance evaluation”. In: Available at SSRN 2999335.

Barroso, Pedro and Konark Saxena (2019). “Lest we forget: using out-of-sample errors in portfolio optimiza-
tion”. In: Review of Financial Studies, Forthcoming;

Barry, Christopher B (1974). “Portfolio analysis under uncertain means, variances, and covariances”. In: The
Journal of Finance 29.2, pp. 515-522.

Bessler, Wolfgang, Heiko Opfer, and Dominik Wolff (2017). “Multi-asset portfolio optimization and out-
of-sample performance: an evaluation of Black-Litterman, mean-variance, and naive diversification ap-
proaches”. In: The European Journal of Finance 23.1, pp. 1-30.

Bessler, Wolfgang and Dominik Wolff (2015). “Do commodities add value in multi-asset portfolios? An out-
of-sample analysis for different investment strategies”. In: Journal of Banking & Finance 60, pp. 1-20.

Black, Fischer and Robert Litterman (1992). “Global portfolio optimization”. In: Financial analysts journal
48.5, pp. 28-43.

Blake, David, Alberto G Rossi, Allan Timmermann, Ian Tonks, and Russ Wermers (2013). “Decentralized in-
vestment management: Evidence from the pension fund industry”. In: The Journal of Finance 68.3, pp. 1133—
1178.

Board, John LG and Charles MS Sutcliffe (1994). “Estimation methods in portfolio selection and the effective-
ness of short sales restrictions: UK evidence”. In: Management science 40.4, pp. 516-534.

Branger, Nicole, Katarina Lucivjanska, and Alex Weissensteiner (2019). “Optimal granularity for portfolio
choice”. In: Journal of Empirical Finance 50, pp. 125-146.

Brinson, Gary P, L Randolph Hood, and Gilbert L Beebower (1986). “Determinants of portfolio performance”.
In: Financial Analysts Journal 42.4, pp. 39-44.

Carroll, Rachael, Thomas Conlon, John Cotter, and Enrique Salvador (2017). “Asset allocation with correla-
tion: A composite trade-oft”. In: European Journal of Operational Research 262.3, pp. 1164-1180.

DeMiguel, Victor, Lorenzo Garlappi, Francisco J Nogales, and Raman Uppal (2009a). “A generalized approach
to portfolio optimization: Improving performance by constraining portfolio norms”. In: Management science
55.5, pp. 798-812.

DeMiguel, Victor, Lorenzo Garlappi, and Raman Uppal (2009b). “Optimal versus naive diversification: How
inefficient is the 1/N portfolio strategy?” In: The review of Financial studies 22.5, pp. 1915-1953.

DeMiguel, Victor, Alberto Martin-Utrera, and Francisco J Nogales (2013). “Size matters: Optimal calibration
of shrinkage estimators for portfolio selection”. In: Journal of Banking & Finance 37.8, pp. 3018-3034.

Dickson, Mike (2016). “Naive Diversification Isn’t So Naive After All”. In: Available at SSRN 2713501.

Diris, Bart, Franz Palm, and Peter Schotman (2015). “Long-term strategic asset allocation: an out-of-sample
evaluation”. In: Management Science 61.9, pp. 2185-2202.

Durand, Robert B, John Gould, and Ross Maller (2011). “On the performance of the minimum VaR portfolio”.
In: The European Journal of Finance 17.7, pp. 553-576.

Elton, Edwin J and Martin J Gruber (1971). “Improved forecasting through the design of homogeneous groups”.
In: The Journal of Business 44.4, pp. 432-450.

Fan, Jianqging, Alex Furger, and Dacheng Xiu (2016). “Incorporating global industrial classification standard
into portfolio allocation: A simple factor-based large covariance matrix estimator with high-frequency data”.

In: Journal of Business & Economic Statistics 34.4, pp. 489-503.

26



Frankfurter, George M and Herbert E Phillips (1980). “Portfolio selection: an analytic approach for selecting
securities from a large universe”. In: Journal of Financial and Quantitative Analysis 15.2, pp. 357-377.

Han, Chulwoo (2016). “Improving the Naive Portfolio Strategy”. In: 29th Australasian Finance and Banking
Conference.

Hanoch, Giora and Haim Levy (1969). “The efficiency analysis of choices involving risk”. In: The Review of
Economic Studies 36.3, pp. 335-346.

Harris, Richard DF, Evarist Stoja, and Linzhi Tan (2017). “The dynamic Black—Litterman approach to asset
allocation”. In: European Journal of Operational Research 259.3, pp. 1085-1096.

Hwang, Inchang, Simon Xu, and Francis In (2018). “Naive versus optimal diversification: Tail risk and perfor-
mance”. In: European Journal of Operational Research 265.1, pp. 372-388.

Ibbotson, Roger G and Paul D Kaplan (2000). “Does asset allocation policy explain 40, 90, or 100 percent of
performance?” In: Financial Analysts Journal 56.1, pp. 26-33.

Jagannathan, Ravi and Tongshu Ma (2003). “Risk reduction in large portfolios: Why imposing the wrong
constraints helps”. In: The Journal of Finance 58.4, pp. 1651-1683.

James, W. and Charles Stein (1961). “Estimation with Quadratic Loss”. In: Proceedings of the Fourth Berkeley
Symposium on Mathematical Statistics and Probability, Volume 1: Contributions to the Theory of Statistics.
Berkeley, Calif.: University of California Press, pp. 361-379.

Jarrow, Robert and Feng Zhao (2006). “Downside loss aversion and portfolio management”. In: Management
Science 52.4, pp. 558-566.

Jarrow, Robert A (2010). “Active portfolio management and positive alphas: fact or fantasy?” In: The Journal
of Portfolio Management 36.4, pp. 17-22.

Jobson, J David and Bob Korkie (1980). “Estimation for Markowitz efficient portfolios”. In: Journal of the
American Statistical Association 75.371, pp. 544-554.

Jorion, Philippe (1985). “International portfolio diversification with estimation risk™. In: Journal of Business,
pp. 259-278.

— (1986). “Bayes-Stein estimation for portfolio analysis”. In: Journal of Financial and Quantitative analysis
21.3, pp. 279-292.

Kan, Raymond, Xiaolu Wang, and Guofu Zhou (2018). “Optimal portfolio choice with estimation risk: No
risk-free asset case”. In: Available at SSRN 2819254.

Kan, Raymond and Guofu Zhou (2007). “Optimal portfolio choice with parameter uncertainty”. In: Journal of
Financial and Quantitative Analysis 42.3, pp. 621-656.

Kazak, Ekaterina and Winfried Pohlmeier (2019). “Testing out-of-sample portfolio performance”. In: Interna-
tional Journal of Forecasting 35.2, pp. 540-554.

Kirby, Chris and Barbara Ostdiek (2012). “It’s all in the timing: simple active portfolio strategies that outper-
form naive diversification”. In: Journal of Financial and Quantitative Analysis 47.2, pp. 437-467.

Klein, Roger W and Vijay S Bawa (1976). “The effect of estimation risk on optimal portfolio choice”. In:
Journal of financial economics 3.3, pp. 215-231.

Kolm, Petter N, Reha Tiitiincii, and Frank J Fabozzi (2014). “60 Years of portfolio optimization: Practical
challenges and current trends”. In: European Journal of Operational Research 234.2, pp. 356-371.

Lam, Kin, Henry MK Mok, Iris Cheung, and HC Yam (1994). “Family groupings on performance of portfolio
selection in the Hong Kong stock market”. In: Journal of banking & finance 18.4, pp. 725-742.

Levy, Haim and Moshe Levy (2014). “The benefits of differential variance-based constraints in portfolio opti-

mization”. In: European Journal of Operational Research 234.2, pp. 372-381.

27



Li, Bowei (2016). “Sample selection bias, return moments, and the performance of optimal versus naive diver-
sification”. In: 29th Australasian Finance and Banking Conference.

Li, Jiahan (2015). “Sparse and stable portfolio selection with parameter uncertainty”. In: Journal of Business
& Economic Statistics 33.3, pp. 381-392.

Markowitz, Harry (1952). “Portfolio selection”. In: The journal of finance 7.1, pp. 77-91.

Memmel, Christoph (2003). “Performance hypothesis testing with the Sharpe ratio”. In: Finance Letters 1.1.

Meucci, A (2010). “The Black-Litterman Approach: Original Model and Extensions, 17 pages”. In: Download
Sfrom:-http://papers. ssrn. com/sol3/papers. cfm.

Michaud, Richard O and Robert O Michaud (2008). Efficient asset management: a practical guide to stock
portfolio optimization and asset allocation. Oxford University Press.

Oikonomou, Ioannis, Emmanouil Platanakis, and Charles Sutcliffe (2018). “Socially responsible investment
portfolios: Does the optimization process matter?” In: The British Accounting Review 50.4, pp. 379-401.
Platanakis, Emmanouil, Athanasios Sakkas, and Charles Sutcliffe (2019). “Harmful diversification: Evidence

from alternative investments”. In: The British Accounting Review 51.1, pp. 1-23.

Platanakis, Emmanouil and Charles Sutcliffe (2017). “Asset-liability modelling and pension schemes: the
application of robust optimization to USS”. In: The European Journal of Finance 23.4, pp. 324-352.

Platanakis, Emmanouil and Andrew Urquhart (2019). “Portfolio management with cryptocurrencies: The role
of estimation risk”. In: Economics Letters 177, pp. 76-80.

Satchell, Stephen and Alan Scowcroft (2000). “A demystification of the Black—Litterman model: Managing
quantitative and traditional portfolio construction”. In: Journal of Asset Management 1.2, pp. 138-150.

Sharpe, William F (1981). “Decentralized investment management”. In: The Journal of Finance 36.2, pp. 217-
234.

Shigeta, Yuki (2016). “Optimality of Naive Investment Strategies in Dynamic Mean-Variance Optimization
Problems with Multiple Priors”. In: Kyoto University, Graduate School of Economics Discussion Paper
Series No. E-16-004.

Silva, Thuener, Placido Rogério Pinheiro, and Marcus Poggi (2017). “A more human-like portfolio optimiza-
tion approach”. In: European Journal of Operational Research 256.1, pp. 252-260.

Stracca, Livio (2006). “Delegated portfolio management: A survey of the theoretical literature”. In: Journal of
Economic surveys 20.5, pp. 823-848.

Tu, Jun and Guofu Zhou (2011). “Markowitz meets Talmud: A combination of sophisticated and naive diver-
sification strategies”. In: Journal of Financial Economics 99.1, pp. 204-215.

Van Binsbergen, Jules H, Michael W Brandt, and Ralph SJ Koijen (2008). “Optimal decentralized investment
management”. In: The Journal of Finance 63.4, pp. 1849-1895.

28



	Introduction
	Hypothesis Development
	Portfolio Models
	Data
	Methodology
	Empirical Results
	Analytical Results
	demiguel2009optimal's Relative Performance Measure
	Simulation with Non-zero Alphas
	Theoretical Results on (,bold0mu mumu xxsubsectionxxxxew), Alphas, and 
	Simulation Based on Real World Parameters

	Robustness Checks
	Conclusions

