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Abstract

Neuroevolution has been used to train Deep Neural Networks on reinforcement learning problems. A
few attempts have been made to extend it to address either multi-task or multi-objective optimization prob-
lems. This research work presents the Multi-Task Multi-Objective Deep Neuroevolution method, a highly
parallelizable algorithm that can be adopted for tackling both multi-task and multi-objective problems. In
this method prior knowledge on the tasks is used to explicitly define multiple utility functions, which are
optimized simultaneously. Experimental results on some Atari 2600 games, a challenging testbed for deep
reinforcement learning algorithms, show that a single neural network with a single set of parameters can
outperform previous state of the art techniques. In addition to the standard analysis, all results are also
evaluated using the Hypervolume indicator and the Kullback-Leibler divergence to get better insights on
the underlying training dynamics. The experimental results show that a neural network trained with the
proposed evolution strategy can outperform networks individually trained respectively on each of the tasks.

1 Introduction

Deep Learning has successfully been adopted to solve many reinforcement learning problems. Recent results
show the huge potential of this technique, with impressive results that are far beyond human abilities [1, 2,
3]. The training of a Deep Neural Network (DNN) consists in changing its parameters to minimize a defined
cost function. The backpropagation algorithm [4] is used in most applications to compute the gradient of the
loss function for training multilayer feedforward neural networks. Another possible algorithm to train a DNN
is Deep Neuroevolution, a class of black-box algorithms inspired by biological evolution, which do not require
the computation of the gradient. It was experimentally shown that networks trained with Deep Neuroevolution
obtain results that can compete against gradient-descent deep learning algorithms in difficult reinforcement
learning problems [5, 6, 7, 8]. Population-based Neuroevolution algorithms can be adopted to find the optimal
solution by exploring the space of both parameters and hyperparameters [9] as well as the best neural network
architecture [10].

Deep Neuroevolution is a population-based algorithm, so it can be naturally extended to multi-task learning.
Some works in this direction addressed multi-task learning [8, 11], whereas other implemented a multi-objective
strategy on a single task [12]. We propose a Deep Neuroevolution method for Multi-Task Multi-Objective
problems, which is based on Evolution Strategy (MTMO-ES). This novel approach is used to optimize at the
same time different tasks and different objectives with a single neural network associated with a single set of
parameters. Multi-task learning aims at training a neural network to master multiple tasks simultaneously.

The proposed approach is tested on Atari 2600 games, a common benchmark for reinforcement learning
algorithms. A network trained with MTMO-ES is shown to achieve better results than previous single-task
single-objective deep reinforcement learning models trained individually on each task. A network trained for
multi-task learning is expected to be inherently more general than one trained on a single task only.

Furthermore, we study the outcome of the network using two performance indices, the Kullback-Leibler
divergence and the hypervolume indicator, that can be computed at each iteration, showing the underlying
training dynamics. The rest of the paper is organized as follows: in Section 2 we discuss the theory behind
the MTMO-ES algorithm. In Section 3 we present the analysis based on the hypervolume indicator and
the Kullback-Leibler divergence, providing interesting insights of how to compute them for every iteration.
Experimental results are shown in Section 4. Finally, conclusions are drawn in Section 5.



2 Multi-Task Multi-Objective Evolution Strategy

The goal of deep learning algorithms is to train a network so that its parameter vector θ maximizes a specific
utility function u(θ), which depends on the output obtained by the neural network associated with θ. For the
sake of conciseness, u will be used instead of u(θ) unless otherwise stated. Such an optimization problem can
be solved by Evolution Strategies (ES) [13], a class of nature-inspired black-box optimization methods [14]. In
general, an Evolution Strategy algorithm works as follows. Starting from one or more parents, a number of
offspring is generated using mutation, crossover, or other techniques. Offspring are typically evaluated on a cost
function (fitness function) and a new set of parents are selected according to a chosen criterion for the next
generation.

The aim of this work is to train a neural network with evolution strategy, so that the trained network
achieves good performance in all tasks using a single set of parameters. The best parent, P, selected in the last
iteration is the parameter vector of the trained network.

Offspring at iteration k are generated from a gaussian distribution centered in θP (k). To increase the
robustness, we perform mirrored sampling (i.e., two offspring are generated symmetrically or mirrored with
respect to their parent). In practice, each offspring is associated with another one that is symmetric with
respect to the parent values θP (k). Evaluating the offspring allows to estimate the gradient without resorting
to differentiation. This is useful especially when the rewards are sparse, which is a property that reinforcement
learning problems commonly have. Multi-Task Multi-Objective based on Evolution Strategies (MTMO-ES) is
based on this evolutionary approach and the details of the proposed method are described in the reminder
of this section. At iteration 0, the parameter vector θP (0) (subscript P stands for Parent, whereas 0 is the
iteration) is randomly initialized. In a single task, the new parent parameter vector can be computed at every
iteration k as shown in eq.(1):

θP (k + 1) = g(θP (k),∇θf(θ(k))) , θ(k) ∈ Θk (1)

where ∇θf(θ(k)) is the gradient of the score function estimator, f is the distribution from which the chosen
feature is obtained using θ(k), g is a chosen optimizer (e.g. Adam or stochastic gradient descent), and Θk is the
set of offspring generated at iteration k. It is assumed that an utility u depends on the measured feature f for
the single-task scenario. If there are two or more goals, the corresponding multi-objective optimization problem
over m ∈ N goals is stated as argmaxθ{u1(θ), u2(θ), . . . , um(θ)} We introduce a change to eq.(1) to address
both the multi-task and the multi-objective problem. Let T be a finite set of chosen tasks (i.e.: |T | = t ∈ N),
{u1, u2, . . . , um} is the set of goals, {f1, f2, . . . , fn} is the set of measurable features. Every different task must
be associated with at least one feature, so t ≤ n. Note that, in general for a given i, fi is not necessarily
associated with τi. The association between features and tasks is explicitly defined. Let δij = {0, 1} be a binary
variable that is 1 if and only if fi is evaluated on task τj . It is also required that every feature fi is associated

with at most one task τj :
∑t
j=1 δij = 1 , ∀i ∈ {1, . . . , n}. Instead of computing only one gradient on one feature

fi evaluated on one task τj , we compute n gradients based on n features evaluated on t tasks. Every i-th gradient
is then multiplied by a scalar αi to obtain the overall Multi-Task Multi-Objective (MTMO-ES) gradient:

θP (k + 1) = g (θP (k),Σni=1αi∇θfi(θ(k))) , θ(k) ∈ Θk (2)

n∑
i=1

|αi| = 1 , αi ∈ R ∀i (3)

n∑
i=1

|αi|δij =
1

t
, ∀j ∈ {1, . . . , t} (4)

It can be recognized that the MTMO-ES gradient is a linear combination of all single-task gradients. The
condition in eq.(3) is required to avoid a change in the modulus of the MTMO-ES gradient, provided that all
single-task gradients are normalized. The condition in eq.(4) avoids biases towards one of the tasks. In other
terms, with eq.(2)-(3) it is possible to rotate the final gradient accordingly to the measured features. This way
it is possible to force the evolution of the vector θ towards a common direction that maximizes every goal.
Before computing the gradient for every feature fi, offspring scores are rank-normalized. Without this step, the
network can get easily stuck in a local maximum within the first iterations [7]. The computation time required
to compute every gradient in eq.(2) is t times the one required for eq.(1), because every mutation θ ∈ Θk needs
to be evaluated on every task. However, this algorithm can be easily parallelized exploiting the same approach
implemented for the single-task algorithm [6]. With this formulation it is possible to address both multi-task
and multi-objective learning at the same time using Evolution Strategies. It is also easy to minimize some goals
and to maximize others. It is enough to associate with a negative α the features that have to be minimized.
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3 Hypervolume and Kullback-Leibler Divergence

Hypervolume. Given a set of solutions Θ, its associated Pareto front is defined as the set P such that
P (Θ) = {θ′ ∈ Θ | @θ ∈ Θ : θ � θ′} where, using the standard notation, θ � θ′ means that θ dominates the
solution θ′. The hypervolume indicator [15] h is the volume between the Pareto front P and the reference point.
This latter point is a parameter that must be carefully chosen to avoid distorted results [16]. In this work, the
easiest and most natural choice is to select the origin as the reference point. The Pareto front can be computed
at every iteration given the set of offspring Θk at iteration k. This means that also the hypervolume indicator h
can be computed as a function of k. The difference between the maximum value of two different goals ui and uj
can be high. To avoid biases in the hypervolume indicator, it is important to normalize each goal with respect
to its maximum value over all iterations. This indicator shows how much effectively the network is learning to
achieve good results on every goal. It can be analytically computed if t = 2. The computation is nontrivial for
higher dimension and good estimations can be obtained with efficient algorithms [17].
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Figure 1: Multi-task single-objective ES trained on River Raid and Zaxxon, evaluated on River Raid (left) and
on Zaxxon (right) for 800 iterations. Elite mean scores, with minimum and maximum score per iteration. The
dashed lines are the results obtained by ES single task as shown in [6]. The network trained with the new
approach is able to perform better in both tasks, given that it is trained for a sufficient number of iterations.

Kullback-Leibler Divergence. Given two discrete distributions P and Q defined over the same support X ,
the Kullback-Leibler divergence is described by eq.(5):

DKL(P,Q) =
∑
x∈X

p(x)ln
p(x)

q(x)
(5)

In this work, distributions P and Q are associated with a given goal u and they can change as a function
of different samples of the set Θ. For hard reinforcement learning problems, those distributions are unknown
and cannot be computed analytically. A viable approach is to exploit a frequentist approach, using relative
frequencies on sampled values to get an estimate of p(x) and q(x). In practice, θP (k) is evaluated N ∈ N times
to get N i.i.d. samples from f(θP (k)). The interval from the minimum and the maximum values in all iterations
is partitioned into M ∈ N subintervals with same length. Each subinterval is associated with the number of
perturbations that have a score within the subinterval range. To overcome numerical issues coming from some
subintervals having zero frequency, Laplace smoothing is applied to the data before computing DKL. This
smoothing technique consists in adding a small ε to each subinterval, followed by a normalization of P and Q
to 1. The Kullback-Leibler divergence is computed using the distribution estimated at the current iteration k
for P , and the one at a reference iteration k̄ for Q. Some possible choices for k̄ are the first iteration, the last
iteration, or k̄ = k−∆k, where ∆k ∈ Z is a fixed lag. The Kullback-Leibler divergence is also called information
gain. It is a measure of the amount of information that the algorithm is able to extract going from Q to P [18].
When P and Q are identical, DKL(P,Q) = 0. On the other hand, if for all x ∈ X p(x) 6= 0 and q(x) = 0, then
the two distributions are disjointed. In this case, the DKL will be large and it depends both on ε and on the
distribution P. In practice, a large DKL means that the two distributions are different, whereas a small value
implies similar distributions.

4 Experimental Analysis and Results

All experiments are run on a single deep neural network. The architecture is the same used in [1], which consists
of three convolutional layers, followed by a fully connected layer. The output layer is fully connected too, and
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Figure 2: Multi-task single-objective ES trained on River Raid and Zaxxon, evaluated on River Raid (left) and
on Zaxxon (right) for 800 iterations. Offspring mean scores, with minimum and maximum score per iteration.
The dashed lines are the mean elite scores obtained by ES single task in their respective game as shown in
[6]. Interestingly, even the mean score obtained by Zaxxon offspring is slightly better than the mean elite score
obtained with single-task ES.

each node is respectively associated with one out of the 18 valid actions. Our implementation is an extension of
the work of Conti et al. [7] and inherits its parallelizability. Indeed, all simulations are run on a single machine
using parallel GPU computing. Although the approach is general and can be applied to a large number of
tasks, in this work we limited the analysis to scenarios with a few tasks for the sake of simplicity. First, the
multi-task approach is tested. The two Atari games Zaxxon and River Raid are chosen from OpenAI Gym
[19] because they share similar game dynamics. Scores are compared with those obtained with a single-task
ES approach (River Raid: 5009.0, Zaxxon: 6380.0) [6] and with IMPALA, a multi-task algorithm based on
V-trace [11] (River Raid: 2850.15, Zaxxon: 6497.00). The mean of the scores obtained by the parent candidate
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Figure 3: Comparison between three training strategies: multi-task, single-task trained on one game, single-task
trained on the other game. A network trained on a single task cannot master both games, whereas the network
trained with the new approach is able to play well both games.

solutions evaluated over 200 episodes is shown in Fig. 1. After an initial convergence toward a local minimum,
the network is able to find new strategies and to outperform previous results on both tasks. Fig. 2 shows the
mean score obtained evaluating 5, 000 offspring for every iteration. The range between minimum and maximum
value is large, which means that the algorithm is exploring new possible solutions at every iteration. We test
other two runs, evaluating the score on both tasks for a single network trained with single-task single-objective
ES. The hypervolume indicator is computed for three independent simulations. Results are shown in Fig. 3.
This plot shows that the Pareto front obtained with the multi-task ES algorithm covers a larger area than the
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other two, which means that the new algorithm is finding strategies able to master both tasks at the same
time. Using the single-task algorithm, the Pareto front moves along one of the two axes. With the multi-task
algorithm, the direction of the Pareto front is common to both axes. The Kullback-Leibler divergence is then
computed on parents score. All the results obtained using different lags ∆k are plotted in Fig. 4. When the
divergence is evaluated with respect to the initial distribution, we expect a convergence towards a large value.
This is exactly the behavior showed in the figure, which means that the distribution at the end is completely
different than the original one. When using a fixed lag ∆k, an increasing smooth line shows that the network is
changing its distribution faster and faster. This is usually followed by a negative slope, which means that the
distribution is still changing, but slower than before. In the last iterations the line is noisy, showing that the two
distributions have similar mean values, so the network is not really learning anymore. We also investigate how
many strategies found during multi-task training are better in both tasks than the best elite score found with a
single-task approach. This result is plotted in Fig. 5, which shows the percentage of the set of parameters per
iteration that can outperform results obtained with single-task ES. It is notable that up to an impressive 20%
(i.e.: around 1, 000) offspring during the last iterations are good candidates to be the next parent. Multi-task
ES is able to find 2 − 3% of offspring with outstanding results even in the first hundred iterations. Finally,
single-task multi-objective ES is tested. We want to maximize the score of Zaxxon using two objectives: the
score itself and the number of played frames. The idea is that explicitly forcing the network towards long-run
strategies can help finding a better solution. The results of this new multi-objective strategy are compared
with the ones of the single-objective ES strategy and the plots are shown in Fig. 6. Although the new method
shows a slower improvement in the first iterations, at the end it achieves better results with an increasing trend
whereas the single-objective version seems to have converged to a local maximum.
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Figure 4: DKL computed on parent scores with respect to the first iteration (first row, left), to the previous 10
iterations (first row, right), to the previous 20 iterations (second row, left), to the previous 50 iterations (second
row, right), shown as a log-log plot. M = 100 is the chosen number of subintervals. The index is computed
separately on the two tasks, namely River Raid and Zaxxon. When the index is evaluated with respect to
the first iteration, the two lines converge towards a value different from zero. Indeed, the sampled distribution
obtained at iteration k diverges from the initial one for both tasks. When the index is evaluated using a fixed
delay ∆k, it is high for both tasks within the first hundred iterations, showing that the network is learning.
Then the values decrease because the difference between the distributions becomes smaller.

5 Conclusions

Multi-Task Multi-Objective Evolution Strategy (MTMO-ES) is a novel training algorithm for Deep Neural Net-
works that can simultaneously address both multi-task and multi-objective problems. Tests on some Atari 2600
games show that a neural network trained with this evolution strategy can obtain excellent results in more than
one task or one objective, using only one set of parameters. It is indeed remarkable that a single network with a
single set of parameters can outperform networks trained respectively on one task or one objective only. Thanks
to its underlying structure, this algorithm can be easily parallelized using workers on many CPUs or GPUs.
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Figure 5: Percentage of offspring that can outperform both single-task ES state-of-the-art scores for every
iteration. Up to 20% of the networks generated for every iteration obtain better results than the scores obtained
with single-task ES.

0 25 50 75 100 125 150 175 200
Epoch

0

2000

4000

6000

8000

10000

12000

Sc
or

e

Zaxxon a = 0.9

0 25 50 75 100 125 150 175 200
Epoch

0

2000

4000

6000

8000

10000

12000

Sc
or

e

Zaxxon a = 1.0

Figure 6: Mean score obtained from 20 evaluations per iteration using single-task multi-objective ES on Zaxxon.
The area shows the score range (from minimum to maximum) per iteration. The algorithm is maximizing both
the score and the number of frames (left), compared with single-task single-objective ES where the only objective
is the score (right). The score improves thanks to the additional requirement on the number of frames.
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In principle, an arbitrarily large number of tasks can be chosen without affecting the total time required. In
practice, the overhead will become not negligible after a certain number of tasks, and the algorithm will take
longer. The hypervolume indicator and the Kullback-Leibler divergence, when computed at each iteration, can
give useful insights on the learning dynamics. MTMO-ES is a general optimization method and does not require
prior knowledge of the environment dynamics. For this reason, we believe it can be easily adopted in many
diverse domains and obtain interesting results with relatively low implementation effort.
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