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Abstract—This is the third in a series of papers that investigate the semi-annual, annual and Universal Time variations in the magnetosphere. In this paper, we use the Lin et al. (2010) empirical model of magnetopause locations, along with the assumption of pressure equilibrium and the Newtonian approximation of magnetosheath pressure, to show that the equinoctial pattern arises in both the cross-tail current at the tail hinge point and in the total energy stored in the tail. The model allows us to study the effects of both dipole tilt and hemispheric asymmetries. As a test of the necessary assumptions made to enable this analysis, we also study simulations by the BATSRUS global MHD magnetosphere model. These also show that the reconnection voltage in the tail is greatest when the dipole tilt is small but this only applies at low solar wind dynamic pressure $p_{SW}$ and does not, on its own, explain why the equinoctial effect increases in amplitude with increased $p_{SW}$, as demonstrated by Paper 2. Instead, the effect is consistent with the dipole tilt effect on the energy stored in the tail around the reconnection X line. A key factor is that a smaller/larger fraction of the open polar cap flux threads the tail lobe in the hemisphere that is pointed toward/away from the Sun. The analysis using the empirical model uses approximations and so is not definitive; however, because the magnetopause locations in the two hemispheres were fitted separately in generating the model, it gives a unique insight into the effect of the very different offsets of the magnetic pole from the rotational pole in the two hemispheres. It is therefore significant that our analysis using the empirical model does predict a UT variation that is highly consistent with that found in both transpolar voltage data and in geomagnetic activity.

1 Introduction

This is the third in a series of papers investigating semi-annual, annual, and Universal Time (UT) variations in the magnetosphere. In the first paper of the series (Lockwood et al., 2020a: hereafter Paper 1) it was shown that the Russell-McPherron (R-M) effect is indeed at the heart on the semi-annual variation of geomagnetic activity, as is taken to be the case in a great many publications since it was originally proposed by Russell & McPherron (1973), this seminal paper having been cited over 750 times in the literature at the time of writing. This effect is predicted by assuming that the interplanetary magnetic field (IMF) lies in the solar equatorial plane that is normal to the solar rotation axis (the XY plane of the Geocentric Solar Equatorial (GSEQ) reference frame, such that the north-south component of the IMF in GSEQ, $B_{Y \text{GSEQ}}$, is zero). The effect arises because geomagnetic activity is driven by southward field in the Geocentric Solar Magnetospheric (GSM) frame ($B_{Z \text{GSM}} < 0$) and the rotation of the GSM frame relative to the GSEQ frame around their common X axis (i.e. in their common YZ plane) depends of the fraction of the year, $F$, and the Universal Time, UT. Paper 1 demonstrated the R-M effect in a number of ways, but the strongest evidence is that the “favoured” equinox, at which geomagnetic activity is enhanced, was shown to depend on the polarity of the dawn-dusk component of the IMF in GSEQ $B_{Y \text{GSEQ}}$, with the enhancement being only at the September equinox for $B_{Y \text{GSEQ}} > 0$ and only at the March equinox for $B_{Y \text{GSEQ}} < 0$. This is a unique prediction of the R-M mechanism (Berthelier, 1976; Zhao & Zong, 2012). Paper 1 showed that this conclusion was not altered by the fact that the pattern in $F$-UT plots (where $F$ is the fraction of the year and UT is Universal Time) is not like that of predicted for the R-M effect and more like that of an “equinoctial pattern” in which the tilt of the Earth’s dipole axis toward and away from the Sun (in the XZ plane) is also considered. However, when analysed for one $B_{Y \text{GSEQ}}$ polarity
at a time the characteristics of the equinoctial pattern are hardly seen and instead the two halves of the predicted R-M pattern emerge.

1.1 The Russell-McPherron effect and large geomagnetic storms

The above is not at all surprising given the great success that the R-M mechanism has had in explaining magnetospheric phenomena (e.g., Berthelier, 1976; Burton et al., 1979; Crooker et al., 1992; Boyle et al., 1997; Kamide et al., 1998; O’Brien & McPherron, 2002; McPherron et al., 2009; Nowada et al., 2009; Zhao & Zong, 2012; Jackson et al., 2019; Munteanu et al., 2019). However, Paper 1 also showed that although the R-M effect was at the heart of the semi-annual variations in average geomagnetic activity levels and in the occurrence of small and moderate storms, it was not involved in the direct production of large geomagnetic storms. Indeed, large storms are generated by large southward field in the GSEQ frame ($[B_z]_{GSEQ} < 0$), often ahead of or inside Coronal Mass Ejections (CMEs), and Paper 1 showed that the theory predicts that in these cases the R-M effect actually reduces the geoeffectiveness of the large southward field in GSEQ, rather than increasing it as is the case for $[B_z]_{GSEQ} \approx 0$.

Because Paper 1 shows that the R-M effect does not, on its own, explain the semi-annual variation in large storms, a second, related mechanism, must be active. This could be an internal magnetospheric mechanism, for example one that “pre-conditions” the magnetosphere such that the average state of the magnetosphere, which does have a semiannual variation due to the R-M effect, influences the geoeffectiveness of a solar wind disturbance. Alternatively, this could be a second external mechanism that acts in concert with the R-M effect but is the dominant effect for the largest storms. We also stress an important point made by Lockwood et al. (2020b; hereafter “Paper 2”) that the R-M effect is not working in quite the way that is commonly envisaged. Paper 2 shows that the power input to the magnetosphere $P_o$ for the “unfavoured” equinox and IMF $[B_z]_{GSEQ}$ polarity combination is decreased by almost as much as it is increased for the “favoured” equinox and $[B_z]_{GSEQ}$ polarity combination: this means that, when averaged over both $[B_z]_{GSEQ}$ polarities, the R-M effect on $P_o$ is weak and this gives a weaker semi-annual variation in $P_o$ than is seen in geomagnetic activity. It is the fact that geomagnetic activity is enhanced by a second mechanism during the unfavoured $[B_z]_{GSEQ}$ polarity at a given equinox (despite the lower $P_o$), that gives the larger part of the net enhancement at each equinox, and hence of the semi-annual variation, and not the modulation of solar wind-magnetosphere coupling (and hence $P_o$) by the R-M effect.

1.2 The am geomagnetic index and power input into the magnetosphere

Paper 1 surveyed the semi-annual variation in a number of geomagnetic indices. However, the second paper in this series (Paper 2) restricted its attention to the $am$ index (Mayaud, 1980). This index was employed because it is by far the best for studies of the $F$-$UT$ pattern of geomagnetic activity, because it is based on data from longitudinal rings of magnetometers in both hemispheres that are as uniform as possible. The index also deploys weighting functions to reduce the effects of necessary non-uniformities of the station rings, particularly that caused by the lack of viable magnetometer sites in the southern hemisphere because a much larger fraction of Earth’s surface in that hemisphere is ocean. Lockwood et al. (2019d) have modelled the response of planetary geomagnetic indices and shown that $am$ has an exceptionally uniform $F$-$UT$ response pattern, especially at higher levels of geomagnetic activity. Indices based on data from one hemisphere cannot be used as they have a strong annual variation caused by the seasonal variation of ionospheric conductivity generated by solar illumination. Indices that do not have uniform coverage in longitude in both hemispheres will also introduce spurious variations in both UT and $F$. Lockwood et al. (2019d) show that the overall 2-sigma error in assuming the $F$-$UT$ response pattern for the $am$ index is completely flat (i.e., the response is constant at all $F$ and all UT) is 0.65% but that even this small error depends strongly on the activity level, being 2.8% for $am < 10$ nT but only 0.21% for large storms with $am > 70$ nT.

The $am$ index is found to be highly correlated with the power input into the magnetosphere, estimated from interplanetary parameters: using data for 1995–2017 (inclusive), Lockwood (2019) showed that the correlation was 0.79 for 3-hourly data, 0.91 for daily data, 0.93 for Carrington rotation means and 0.98 for annual means (all of which are highly statistically significant giving $p$-values for the null hypothesis of less than 0.0001). For a number of reasons, Paper 2 employed the same coupling function as Lockwood (2019), $P_o$, being that devised by Vasyliunas et al. (1982). Firstly, it is based on physical principles (and in particular the correct physical principles, see Lockwood, 2019). Secondly, and very importantly, it has just one free fit parameter, called the “coupling exponent”, $\alpha$. This is important because it minimises the problem of “overfitting”, whereby the use of too many free fit parameters can generate seemingly good fits to the training data by fitting to the noise, leading to incorrect fits that have reduced, little or even (in extreme cases) zero predictive power when applied to data other than the training dataset because the noise is different. Overfitting is a problem that is well recognised in disciplines such as climate science and population studies but has not often been considered in space physics. Thirdly, tests against a basket of other commonly-used coupling functions (but not all of the many alternatives that have now been proposed) show that it performs better over a range of timescales (1 day to 1 year was tested by Finch & Lockwood, 2007). The full formula for $P_o$ is given by equation (2) of Paper 1, but if assuming for the interval of data studied that the magnetic moment of the Earth is constant, we can eliminate several constants in the equation by normalising to $P_o$ the mean of the value for the whole interval. Using the best-fit coupling exponent $\alpha = 0.44$ (Lockwood et al., 2019a), we obtain the coupling function

\[
\frac{(P_o)}{(P_o)} = c \cdot m_{sw}^{0.23} \cdot v_{sw}^{0.23} \cdot \rho_{sw}^{-1.79} \cdot B^{0.88} \cdot \sin^{4}(\theta/2) \tag{1}
\]

where $c$ is a known constant. Note that a great many coupling functions use this kind of formulation but with independently-fitted exponents of the various terms and it is important to understand that this is not how equation (1) was derived. This formula employed the theoretical dimensional analysis to relate the various exponents and uses just the one free fit parameter, $\alpha$. Noise in the data will cause overfitting and the more free parameters that have been used, the worse that
problem becomes, such that good fits to the training dataset are not sustained when moving to test data. In the context of coupling functions, a problem that has frequently been ignored (because its effect was assumed to average out) is the noise introduced into the correlation studies by data gaps in the interplanetary data series. These were both long and frequent before the advent of the WIND and ACE spacecraft in 1995 (Lockwood et al., 2019a). The effects of datagaps on the best-fit coupling exponent \( \alpha \), and hence on \((P_a/P_o)\) were studied by introducing synthetic datagaps into near continuous data by Lockwood et al. (2019a). These authors conclude that all coupling functions trained on data from before 1995 are very likely to be unfit for purpose, and the problem will be greater the more free fit parameters have been employed in generating them. As well as leading us to use the well-tested coupling function given by equation (1), these considerations also mean that we only use data from 1995 onwards.

### 1.3 The effect of solar wind dynamic pressure

A factor that the literature strongly suggests that we should also consider in relation to geomagnetic activity is the solar wind dynamic pressure, given by:

\[
p_{sw} = m_{sw} N_{sw} V_{sw}^2
\]  

where \( m_{sw} \), \( N_{sw} \) and \( V_{sw} \) are as used in equation (1). Caan et al. (1973) showed that the magnetic energy density in the near-Earth tail lobes was increased by both increased \( p_{sw} \) and by prior intervals of southward-pointing IMF. A direct effect of \( p_{sw} \) on geomagnetic activity was demonstrated by Karlsson et al. (2000) who showed that near-Earth tail energy content was reduced if \( p_{sw} \) was suddenly decreased, causing quenching of any substorm expansion that had recently begun. Increases in \( p_{sw} \) have also been observed to trigger onsets of full substorm expansion phases (Schieldge & Siscoe, 1970; Kokubun et al., 1977; Yue et al., 2019).

Paper 2 has shown some relationships between \( p_{sw} \) and geomagnetic activity. A key inference is that \( p_{sw} \) has a separate effect on geomagnetic activity to the power input, \( P_a \). Equations (1) and (2) show that the ratio of the two is

\[
p_{sw}/(P_a/P_o) = m_{sw}^{0.77} N_{sw}^{0.77} V_{sw}^{0.21} e^{0.385} \sin^4(\theta/2)
\]

and hence, although they have common terms, they are not directly related and, in particular the IMF and IMF-orientation terms are unique to the power input. Figure 1 gives more details of a key result from Paper 2 using all the 1-minute near-Earth interplanetary observations taken between 1995 and 2019, inclusive. Figure 1a shows the number of samples (on a logarithmic colour scale), colour coded for bins that are 0.27 wide in normalised solar wind dynamic pressure, \( p_{sw}/(p_{sw}) \) (vertical axis) and 0.135 wide in normalised magnetospheric power input \( (P_a/P_o) \), where \( p_{sw} \) and \( P_a \) are the means of \( p_{sw} \) and \( P_a \) respectively, for all the whole dataset. Figure 1b shows the mean of the \( am \) index for each bin, where the 3-hourly \( am \) data have been linearly interpolated to times 60 min after the time of the interplanetary observation, that being the optimum response lag derived in Paper 2. This plot clearly shows contours of constant \( am \) run diagonally across the plot, such that at constant solar wind dynamic pressure \( p_{sw} \), \( \langle am \rangle \) increases with increased magnetospheric power input \( P_a \) as we move horizontally to the right of the plot. Similarly at constant magnetospheric power input \( P_a \), \( \langle am \rangle \) increases with increased solar wind dynamic pressure \( p_{sw} \) as we move vertically up the plot. Hence the solar wind dynamic pressure has a distinct and separate role in increasing geomagnetic activity to magnetospheric power input \( P_a \). Figures 1c and 1d show occurrence frequency of interpolated \( am \) exceeding, respectively, the 90th percentile and 95th percentiles of its distribution for the whole data set, \( f(am > q(0.90)) \) and \( f(am > q(0.95)) \) respectively. The same behaviour can be seen in the occurrence of events of large \( am \) as for the mean values.

Paper 2 revealed a second new result about the dynamic pressure. The amplitude of the F-UT equinoctial pattern which, as discussed in Paper 1, is the subject of a great many proposed mechanisms, was shown in Paper 2 to increase linearly with increased \( p_{sw} \). This was arrived at by studying the fit residuals of the best-fit linear regression of \( P_a \) to \( am \), \( \Delta am = am - \langle sp_a + c \rangle \). The equinoctial pattern seen in \( am \) is not present in \( P_a \) and therefore it is not surprising that it is found in \( \Delta am \). However, it is a surprise that the amplitude of that pattern increases with \( p_{sw} \). This strongly suggests, but does not prove, that there is a mechanism that generates the equinoctial pattern that is controlled by the dynamic pressure. What is for sure is that the result shown in Paper 2 needs explaining and places a major new constraint on all potential mechanisms. The authors find it very difficult to see how solar wind dynamic pressure could have influenced the conductivity enhancement mechanism that has been proposed as an explanation of the equinoctial
variation (Lyatsky et al., 2001; Newell et al., 2002) but we do not rule it out, at least at this stage.

One proposed mechanism which we do rule out is that the equinoctial pattern is caused by variations in the magnetopause reconnection voltage, caused by the sunward tilt of the Earth's magnetic axis in the XZ plane, toward or away from the Sun (Crooker & Siscoe, 1986; Russell et al., 2003; Croosen et al., 2012). We do so because geomagnetic observations show that the equinoctial pattern is not seen in the directly-driven (DP2) currents on the dayside but rather in the nightside DP1 currents and the substorm current wedge. This was first demonstrated by Finch et al. (2008) but the result has since been confirmed by Chambodut et al. (2013) using different data. Chambodut et al. (2013) used the four $aP$ indices that are compiled from the mid-latitude am stations, but only using stations that are in one of four Magnetic Local Time (MLT) sectors. They showed that the equinoctial pattern (which reveals the effect of the dipole tilt) was strongest for $aP$-midnight and weakest for $aP$-noon. Finch et al. (2008) used many more magnetometer stations (including polar and auroral stations as well as mid-latitude ones) in order to define the local time and latitude variation more precisely. They found that on the dayside there was no trace of any equinoctial pattern and that it arose most strongly for stations closest to the substorm current wedge. These results have been interpreted as showing that the dipole tilt effect on geomagnetic activity is caused by processes in the tail or by conductivity effects in the nightside auroral oval and not by changes in the magnetopause reconnection voltage (Lockwood, 2013; Lockwood et al., 2016).

Confirmation of this conclusion is presented in Paper 2, Figure 5 of which shows the $F$-$UT$ patterns of average transpolar voltage, $\Phi PC$. Because these are average values (covering all phases of the substorm cycle and including northward IMF intervals as well as southward ones) these values must be regarded as long-term averages and so represent steady-state: in which case, these average values of $\Phi PC$ equal the averages for the dayside magnetopause reconnection voltage $\Phi MX$ and the average reconnection voltage in the cross-tail current sheet $\Phi TX$ (Lockwood & Cowley, 1992; Cowley & Lockwood, 1992). Figure 5 of Paper 2 shows that although a semi-annual variation in $\Phi PC$ (and hence also in $\Phi MX$ and $\Phi TX$) is clearly present, the $UT$ variation predicted for dipole tilt effects is absent and hence this is not a dipole tilt effect. The third point is that the semi-annual variation in $\Phi PC$ is actually rather smaller than that in the half-wave rectified dawn-dusk interplanetary electric field $E_{SW}$ and the estimated power input into the magnetosphere, $P_s$. Figure 2 is a summary of data shown in Figure 3 of Paper 2. It shows the normalized variations with fraction of year, $F$, of $E_{SW}/E_{SW}$, $\Phi PC/\Phi PC$, $am/(am)$ and $P_f(P_s) = P/P_s$, where the means are taken over all $F$. Only completely simultaneous data are used which means that the data in all panels are for only the intervals when the DMSP-F13 satellite traversed one or other polar caps. The variations with $F$ in the four panels of Figure 2 are remarkably similar in form and the red and blue lines in the second panel show the same variation is present in $\Phi PC$ for both the northern and southern polar caps, as indeed it must always be in steady state and hence long-term averages. Significantly, the relative amplitude of the $\Phi PC$ (and hence $\Phi MX$) variation is smaller than that in $E_{SW}$ and $P_s$ and so there is no evidence in either the waveform nor the amplitude of the semi-annual variation in $\Phi MX$ for a dipole tilt effect on $\Phi MX$. Instead, $\Phi MX$ follows that predicted by $E_{SW}$ and $P_s$ (which both employ the GSM frame and so contain the Russell-McPherron effect (giving a semi-annual variation) but not the effect of dipole tilt toward and away from the Sun).

We conclude that all the evidence is that the Russell-McPherron effect gives the semi-annual variation in $\Phi MX$ but there is no evidence for an additional dipole tilt effect on $\Phi MX$. Figure 2 shows that the largest fractional variation is in the $am$ index, implying the $am$ response is amplified. Paper 2 showed that the fit residuals of $P_s$ to $am$, $\Delta am$, show an almost perfect equinoctial pattern. As mentioned above, at first sight this is not surprising because $am$ shows an equinoctial pattern but $P_s$ being computed in the GSM frame, does not. However, $P_s$ shows a semi-annual variation and that is subtracted in the fit residuals. What is interesting is that when subtracted an equinoctial pattern is revealed (rather than a mixture of an equinoctial and an R-M effect) and this strongly implies that the amplification of the semi-annual variation in $am$, relative to that in $P_s$, does appear to depend on the dipole tilt because the fit residuals do give us the right $UT$ variation for an equinoctial pattern as well as the amplification of the semi-annual variation.

Given there is very strong evidence that the equinoctial variation arises on the nightside and is not found in dayside
reconnection voltage nor the associated DP2 currents, we are searching for an alternative explanation for the equinoctial pattern in the am fit residuals. Finch et al. (2008) also showed that these magnetometer deflections in the substorm current wedge that give the equinoctial pattern showed a \( V_{SW}^2 \) dependence, which is consistent with the relationship between \( p_{sw} \) and the equinoctial \( \Delta am \) patterns revealed in Paper 2. An important clue as to the role of \( p_{sw} \) was provided by Caan et al. (1973) who showed that the magnetic energy density in the near-Earth tail lobes was increased by intervals of southward-pointing IMF, as expected for the storage-release system of the magnetosphere, which is the basis of our understanding of the substorm cycle. In the growth phase of substorms, much of the energy that is extracted from the solar wind (\( P_s \)) is stored in the near-Earth tail as magnetic flux opened by reconnection in the dayside magnetopause is appended to the tail by the solar wind flow. This energy is subsequently released in substorm expansion phases as the open flux is rapidly re-closed by reconnection in the cross-tail current sheet (see discussion by, e.g., Lockwood, 2019). We know on timescales longer than the substorm cycle (such as the 3-hour time resolution of the am index or greater) that geomagnetic activity is highly correlated with energy input into the magnetosphere, \( P_s \) averaged over the relevant interval (Lockwood, 2019). In addition, Appendix A of Paper 1 shows that \( am \) is highly correlated with both the average and the maximum of the AL and the SML auroral electrojet indices in the 3-hour window it is compiled over and therefore it is dominated by the substorm expansion-phase current wedge and electrojet. Hence the generally-accepted theory of the magnetospheric storage/release system giving substorm cycles predicts that geomagnetic activity, as detected using mid-latitude indices such as \( am \) index, will depend on the stored energy in the tail available to drive the substorm expansion phases.

A second finding by Caan et al. (1973) is highly significant—namely that the energy density in the tail is also increased by increased solar wind dynamic pressure. Lockwood (2013) has pointed out that this implies that \( p_{sw} \) influences the auroral electrojet and the equinoctial \( F-UT \) pattern by constraining the near-Earth tail such that, on opening open flux to the tail lobes of the magnetosphere (during periods of southward IMF), the lobe field (and hence also the stored energy density in the lobes and magnetic shear across the cross-tail current sheet) increases by a greater factor if \( p_{sw} \) is large.

To understand the implications of these results, consider a flux \( F_{TL} \) threading a cross section of the tail in one lobe: if, for simplicity, we take the lobe field \( B_{TL} \) to be uniform at the (negative) \( X \) coordinate of that cross section, the cross-sectional area of the lobe is \( A_{TL} = F_{TL} B_{TL} \) and the energy stored in the lobe field per unit length is \( \varepsilon_{TL} = A_{TL} B_{TL}^2/(2\mu_0) = F_{TL}^2/(2\mu_0) \). Hence energy stored in the tail is increased by both increased tail lobe flux, \( F_{TL} \), and by reduced \( A_{TL} \). As a point of accuracy, note that \( F_{TL} \) is not quite the same as the total open (polar cap) flux \( F_{PC} \) because there is, in general, open flux \( F_{OS} \) that threads the magnetopause sunward of the tail cross-section considered and for a cross-section that is sunward of the tail reconnection \( X \)-line there is closed flux \( F_{CA} \) that contributes to \( F_{TL} \) that threads the tail current sheet and sunward of the cross section and sunward of the tail reconnection \( X \)-line. Hence in general \( F_{TL} = F_{PC} + F_{OS} - F_{CA} \). However, in general \( F_{PC} \gg F_{CA} \) and \( F_{PC} \gg F_{OS} \) so \( F_{PC} \approx F_{TL} \). It is known that enhanced dynamic pressure compresses the magnetosphere in a quasi-shape-preserving way (e.g. Roelof & Sibeck, 1993), reducing the near-Earth tail lobe area by a factor \( f \) (where \( f < 1 \)), to \( A_{TL} = f A_{TL} \). For the same tail lobe flux, the field becomes \( B_{TL} = F_{TL}/A_{TL} = F_{TL}/f A_{TL} \) and the energy density stored per unit length of the lobe becomes \( \varepsilon_{TL} = A_{TL} B_{TL}^2/(2\mu_0) = F_{TL}^2/(2\mu_0) \). Because \( f < 1 \), this means that the energy stored in the tail is increased just by compressing the magnetic energy in the tail during substorm growth phases and thereby increase geomagnetic activity in the subsequent expansion phases for a given \( P_s \), which is what Figure 1 shows to occur.

Lastly note that the open flux is controlled by the continuity equation

\[
\frac{dF_{PC}}{dt} = \int_{OBC} \mathbf{B} \cdot d\mathbf{a} = \Phi_{MX} - \Phi_{TX} \tag{4}
\]

where \( \Phi_{MX} \) is the reconnection voltage across the magnetopause reconnection \( X \)-line(s) where open flux is generated and \( \Phi_{TX} \) is the reconnection voltage along the reconnection \( X \)-line(s) in the cross tail current sheet where open flux is destroyed (Cowley & Lockwood, 1992). Note that equation (4) is actually Faraday’s law, in integral form,
applied to the open-closed field line boundary, OCB. Increasing \(B_{LT}\) near the tail X-line with increased \(p_{SW}\) should increase \(\Phi_{MX}\) because the magnetic shear across the cross-tail current sheet (\(\approx 2 B_{LT}\)) is increased. This could reduce the open flux if \(\Phi_{MX}\) is small but by the continuity equation (4) would just slow the rate of increase if \(\Phi_{MX}\) is large. In addition, \(p_{SW}\) could increase \(\Phi_{MX}\) by increasing the reconnection rate or the X-line length in the magnetopause. Hence there is no general relationship between \(p_{SW}\) and the open flux \(F_{OCB}\).

This series of papers is primarily about annual, semianual and UT variations in the magnetosphere. Because the solar wind is supersonic and super-Alfvénic, there can be no UT effect generated by the Earth’s rotation on \(p_{SW}\). However, there are semi-annual and annual variations in \(p_{SW}\) and these are shown in Figure 3 which gives mean variations as a function of fraction of year \(F\). Figure 3a shows in red the variation of the estimated power input into the magnetosphere, \(P_{sw}\) with a weak semi-annual variation and peaks around the equinoxes caused by the R-M effect: this variation has been discussed extensively in Paper 1 and Paper 2. The black line shows the semi-annual variation in the \(am\) index which has a considerably enhanced amplitude compared to that in \(P_{sw}\) as also discussed in Papers 1 and 2. On the other hand, the blue line shows the dynamic pressure \(p_{sw}\) has a predominantly annual variation with peak values in January/December and minimum values June/July. The lack of any equinox peaks in the \(P_{sw}\) variation immediately rules out a direct external contribution of \(p_{sw}\) to the semi-annual variation in geomagnetic activity. Figure 3b studies the variations of the constituent terms in \(p_{sw}\), given by equation (2).

The orange line is \(m_{sw}\) which is almost flat (there are extremely weak equinox peaks that may well be a very small axial variation, i.e. associated with Earth’s heliographic latitude, \(|A_H|\)). There are clear near-equinox peaks in the square of the solar wind speed \(V_{sw}^2\), which are consistent with an axial effect and the increased probability of intersecting fast streams when \(|A_H|\) is larger. For the years used to generate Figure 3 (1995–2019) at least, the March peak in \(V_{sw}^2\) is considerably larger than the January peak. However, the dominant variation in \(p_{sw}\) is set by that in the solar wind number density, \(N_{sw}\), which is caused by the variation over the year of the Sun-Earth distance, \(r_{SE}\). The dashed line shows the normalised variation of \(1/r_{SE}\) which we would expect \(N_{sw}\) to follow because there are no sources and sinks of solar wind plasma in interplanetary space.

### 1.4 UT variations in geomagnetic activity

Paper 1 also showed that there is a persistent UT variation in geomagnetic activity revealed by the \(am\) index. This phenomenon has been described many times, with lower activity reported at about 3–9 UT in many papers. In each case, the concern has been the longitudinal evenness of the magnetometer network used, particularly for the Auroral Electrojet indices \(AE\) and \(AL\) (Davis & Sugiura, 1966; Allen & Kroevel, 1975; Ahn et al., 2000; Ahn & Moon, 2003). However, the results of Lockwood et al. (2019d) show that the \(am\) index is by far the best to employ in this respect and this gives strong support to the reports of the UT variation in \(am\) data (Russell, 1989; de La Sayette & Berthelier, 1996; Cliver et al., 2000).

### 2 Magnetospheric compression by solar wind dynamic pressure

In the present paper, we make use of two models to try to illustrate and elucidate the twin rôles of dynamic pressure \(p_{sw}\) and Earth’s dipole tilt \(\phi\) in driving geomagnetic activity: a global magnetohydrodynamic (MHD) numerical model of the magnetosphere and an empirical model of the location of the magnetopause in three dimensions. The latter is used in conjunction with approximations that need to be consistent with each other, but also are consistent with the construction assumptions of the empirical model. Because of these approximations, the results from the empirical model are not as rigorous as those from the MHD model but, nevertheless, allow us to examine some phenomena that are not yet available in the set-up of the MHD model. The approximations used with the empirical model are that the magnetopause is in equilibrium and the so-called “Newtonian approximation”, giving the pressure that the shocked solar wind of the magnetosheath applies to the magnetopause. This approximation is needed to account for the effect that the solar wind is supersonic and super-Alfvénic in the Earth’s frame giving the bow shock upstream of the Earth. The heated, compressed, deflected and slowed solar wind in the magnetosheath, between the bow shock and the magnetopause, can be analytically described by the “gas-dynamic” predictions that assume the magnetic pressure is negligible (Spreiter et al., 1966); however, this assumption is not generally valid (Erkaev et al., 1998).

The Newtonian approximation states that a solar wind velocity of mean ion mass \(m_{sw}\), number density \(N_{sw}\) and velocity \(V_{sw}\) exerts a pressure \(p_d\) on a point on the magnetopause in the direction of the boundary normal at that point, \(\vec{n}\), of:

\[
p_d = km_{sw}N_{sw}(\vec{V}_{sw} \cdot \vec{n})^2 = kp_{sw} \cos^2 (\psi)
\]

where the boundary-normal unit vector \(\vec{n}\) makes an angle \(\psi\) with \(V_{sw}\) and \(k\) is the “blunt nose” factor that allows for the loss in pressure as magnetosheath plasma flows around the magnetosphere, and is discussed further below. There are number of different equivalent formulations of this approximation in the literature (Schield, 1969; Sotirelis, 1996; Kartalev et al., 1996; Petrinec & Russell, 1997; Farrugia et al., 1998; Sotirelis & Meng, 1999; Karlsson et al., 2000; Shue & Song, 2002; Merkin et al., 2005; Lu et al., 2015): we here use the formulation in which the total pressure exerted on the magnetopause by the shocked solar wind (including the effect of the static pressure of the undisturbed solar wind in near-Earth interplanetary space outside the bow shock) is given by:

\[
p_{db} = kp_{sw} \cos^2 (\psi) + (N_{sw} k_B T_{sw}) + B_{sw}^2/(2 \mu_0)
\]

where \(p_{sw}\), \(T_{sw}\), \(N_{sw}\), and \(B_{sw}\) are the solar wind dynamic pressure, plasma temperature, number density and the interplanetary magnetic field just outside the bow shock in undisturbed interplanetary space; \(k_B\) is Boltzmann’s constant and \(\mu_0\) the permeability of free space (the magnetic constant). Note that Petrinec & Russell (1997) studied the error in the Newtonian approximation compared to gas-dynamic computations and Lu et al. (2015) have compared it with numerical MHD simulations. Equation (6) is derived by assuming the entire magnetosheath is in equilibrium and by taking the balance...
of forces on it along the magnetopause boundary-normal direction. Thus the use of the Newtonian approximation expands the requirement that the magnetopause is in equilibrium to the bow shock and the whole magnetosheath also being in equilibrium. This is consistent with the use of the empirical model which is an average location and orientation of the boundary for a given set of prevailing conditions (with no account being taken of the history of those conditions) which is a tacit assumption of equilibrium that would average out transient departures from equilibrium. That having been said, we should note the Cowley & Lockwood (1992) paradigm of flow excitation in the magnetosphere-ionosphere system is that the production of open flux, and its removal from the dayside and appending to the tail lobe, perturbs both the magnetopause and the ionospheric open/closed field line boundary from their equilibrium locations and convection is the motion induced as these boundaries relax back towards their new equilibrium location for given amount of open flux. Hence in this paradigm, the magnetopause is always somewhat perturbed from equilibrium when convection is driven (which is essentially all the time) and adopting equilibrium is almost always a simplifying assumption.

The “blunt nose” $k$ factor is often assumed to be a constant. From gas dynamic calculations around an object of constant shape, Spreiter et al. (1966) computed values of 0.844 and 0.881 for ratios of the specific heats of 2 and 5/3, respectively. Schield (1969) estimated $k$ to be between 0.7 and 1 and such values have been used in many studies. In general, the erosion of the dayside magnetosheath by magnetic reconnection in the dayside magnetopause when the IMF points southward and consequent appending of open flux to the tail, changes the shape of the magnetosheath and so we should expect the $k$ factor to vary with the magnetopause reconnection voltage and hence the southward component of the IMF in the GSM frame. This has been investigated using a global MHD model of the magnetosphere by Lu et al. (2015) who derived values of 0.8–1.3, depending on $B_{Z, GSM}$ and $P_{ow}$. The values of $k > 1$ were all for northward IMF and as we are concerned with intervals of enhanced geomagnetic activity such values are not appropriate. Figure 4b of Lu et al. (2015) shows that for $P_{ow} = 2$ nPa, $k$ varies between about 0.975 for very strongly southward IMF ([$B_{Z, GSM} \approx -20$ nT] and 0.825 for weakly southward IMF ([$B_{Z, GSM}$ between about $-8$ nT and zero]). We here employ the $k = 0.9$ but note that the results of Lu et al. (2015) give an uncertainty of order $\pm 0.075$ ($\approx 8\%$) due to the effect of IMF $[B_{Z, GSM}]$. The empirical model of the magnetopause location is valuable because the equilibrium condition means that the pressure exerted by magnetosheath on the magnetopause, $P_{ow}$, will equal the total pressure inside the boundary (synonymous with energy density) which then can therefore be computed. We use a model of the magnetopause that treats the northern and southern hemispheres separately (Lin et al., 2010) and so is very useful in evaluating the effects of the difference between northern and southern hemispheres of the geomagnetic field. The Lin et al. (2010) model is based on 1226 magnetopause crossings observed between December 1994 and January 2008 by many spacecraft: Cluster, Geotail, GOES, IMP 8, Interball, Los Alamos National Laboratory (LANL), Polar, TC1, Time History of Events and Macroscale Interactions during Substorms (THEMIS), and Wind.

Because of the limitations of the assumption of equilibrium, we here also employ global MHD numerical model simulations of the magnetosphere which also allows us to explore the dynamical processes taking place and how they are influenced by solar wind dynamic pressure and the Earth’s dipole tilt. We use the Space Weather Modeling Framework (SWMF), developed by the Center for Space Environment Modeling at the University of Michigan to simulate the interaction between solar wind and magnetosphere (described by Tóth et al., 2005, 2012). The SWMF consists of several numerical modules, such as the ideal MHD solver BATS-R-US (Block Adaptive Tree Solar-wind Roe-type Upwind Scheme) (Powell et al., 1999; De Zeeuw et al., 2000; Gombosi et al., 2001), an Ionospheric Electrodynamics (IE or RIM) model (Ridley et al., 2002), and the inner magnetosphere Rice Convection Model (RCM; Toffoletto et al., 2003). The SWMF modelling framework has now been tested many times, for example against magnetic field observations from geosynchronous orbit by Rastatter et al. (2011), using multiple spacecraft covering all areas of the magnetosphere during the 22/23 June 2015 geomagnetic storm by Reiff et al. (2016), by comparison with statistical data ensembles by Ridley et al. (2016) and against empirical field models by Kubyshkina et al. (2019), who also provide a general overview of the development of this modelling capability. The model has been used in a great many studies and in the context of the present paper, we note that Kubyshkina et al. (2015) deployed the model in a study of how dipole tilt influences geomagnetic activity. Specifically, we employ model version SWMF version v20140611. The runs were performed using NASA’s Community Coordinated Modeling Center (CCMC). We study the implications of the empirical model first because many findings are later confirmed using the MHD model. However, the MHD model is set up with a symmetric dipole geomagnetic field and whereas the empirical model treats the two hemispheres separately (Lin et al., 2010) and so can give us information on the effects of the north-south hemispheric asymmetry in the geomagnetic field. This asymmetry is important and growing: the 12th generation of the International Geomagnetic Reference Field (IGRF-12) (Thébault et al., 2015) gives that in 1900 the offset of the geomagnetic dip poles (defined as the points on the Earth’s surface where the magnetic field is vertical) and the geographic (rotational) poles was 19.5° and 18.3° in the north and south hemispheres, respectively, whereas in 2015 these offsets were 3.7° and 25.7°. Furthermore the northern dipole has moved through 63.9° of longitude in this interval whereas the southern has moved through 12.6° such that the longitudinal offset between them, which for a geocentric dipole would be 180°, fell from 115.5° to 63.4°. Hence the deviation from a geocentric dipole, and the north-south asymmetry in the field, is significant and has grown.

3 Application of an empirical model of the magnetopause

There are a number of empirical models available that give the location of the magnetopause as a function of the prevailing solar wind conditions (Sibeck et al., 1991; Roelof & Sibeck, 1993; Shue et al., 1997; Kuznetsov & Suvorova, 1998; Shue & Song, 2002; Lin et al., 2010). These models all assume that
the magnetopause is in equilibrium by giving a single magnetopause location in any one geocentric direction for a given set of upstream solar wind conditions, with no allowance for time history. We use the model by Lin et al. (2010) because, as discussed above, it treats the two hemispheres separately and that gives us a rare chance to study the effects of north-south asymmetries in the geomagnetic and that gives us a rare chance to study the effects of north-south asymmetries in the geomagnetic field. The 21 coefficients used by the model are listed in Table 9 of the paper by Lin et al. (2010). The model requires inputs of the IMF used by the model are listed in Table 9 of the paper by Lin et al. (2010). The model requires inputs of the IMF $B_Z$ component in the GSM frame (we use a range of values but 0 and $-6 \text{nT}$ in particular), the solar wind static pressure (we use the mean value of the distribution for 1995–2017 which is 0.015 nPa) and the solar wind dynamic pressure $p_{SW}$ (we use a range of values, and often the mean value for 1995–2017 which is 1.50 nPa) and the dipole tilt angle (we use a range of values, in particular $-33$, 0 and $+33$ degrees). In conjunction with these model values we use a blunt-nose $k$ factor of 0.9, as described above.

Figure 4 illustrates the Lin et al. model magnetopause, showing positions for $[B_Z]_{GSM} = 0$ (in blue) and for southward IMF ($B_Z^{GSM} = -6 \text{nT}$, in red), for the mode values of the distributions of observed solar wind static and dynamic pressures over the interval 1995–2017 (respectively, $p_i = 0.015 \text{nPa}$ and $p_{SW} = 1.5 \text{nPa}$), and for 3 dipole tilt angles, $\phi$: close to its smallest value ($\phi = -33^\circ$, top panels), close to its largest value $\phi = +33^\circ$ (bottom panels) and $\phi = 0$ (middle panels). The left-hand, middle and right-hand panels are views of Earth (the pale blue dot) in the $+Y_{GSM}$, $-Z_{GSM}$ and $+X_{GSM}$ directions, respectively, of the GSM frame. (1 $R_E$ is a mean Earth radius and equal to 6370 km). The left hand panels are views of the noon-midnight plane (i.e. $Y_{GSM} = 0$), the middle panels are views of the magnetospheric equatorial plane (i.e. $Z_{GSM} = 0$) and the right hand panel shows magnetopause locations at $X_{GSM}$ of 5 $R_E$, -10 $R_E$ and -25 $R_E$. The left column also shows the tail “hinge point” as a black dot: this is where the tail current sheet (ordered by the solar wind flow) meets the geomagnetic equatorial plane (that orders the near-Earth magnetosphere). For $\phi = \pm 33^\circ$ the hinge angle is $147^\circ$, for $\phi = 0$ it is $180^\circ$. The dashed line is the bisector of the tail “hinge angle”. The plots demonstrate the “flaring” of the tail and the earthward erosion of the dayside magnetosphere as the IMF becomes increasingly southward, both caused by the increased voltage with which field lines are opened by magnetic reconnection in the dayside magnetosphere ($\Phi_{MX}$) which, in steady state, is the rate at which they are appended to the tail lobe by the magnetic curvature force and then the solar wind flow). Note that Lu et al. (2011) have used global MHD simulations from SWMF and compared to the Lin et al. empirical model and the agreement is generally good but they only used zero dipole tilt and did not consider the effect of hemispheric asymmetry.

3.1 Tail lobe field intensity and magnetic energy density

The pressure on every point on the magnetopause normal to the boundary is computed using the Newtonian approximation (Eq. (6)). Throughout the analysis in this section, we use the mode values of the distributions of solar wind dynamic and static pressures, as in Figure 4. From assuming pressure balance (equilibrium) throughout the tail, the (anisotropic) pressure (i.e., energy density, $\omega$) can be computed at every point inside the magnetosphere: this is done by assuming that there is pressure balance normal to the magnetopause between the lobe pressure and the pressure on the sheath side of the magnetopause given by the Newtonian approximation. If we assume the dominant pressure is magnetic, which is valid because we consider the tail lobes but exclude the plasma sheet, this energy density is $B_{TL}^2/(2\mu_0)$ and hence we can also compute the field in the lobe, $B_{TL}$. To simplify the calculations, we consider pressure balance in the YZ plane at a given X, which means we are considering the pressure (energy density) associated with the X-component of the field only. This is a first approximation because total magnetic energy density at any point in the magnetosphere is

$$\omega_B = \frac{B_{TL}^2}{2\mu_0} = \frac{B_X^2}{2\mu_0} + \frac{B_{YZ}^2}{2\mu_0}. \quad (7)$$

In theory, we could take a tomographic approach and estimate both $B_X$ and $B_{YZ}$ at every point in the tail by considering...
pressure balance along at least two directions at each point. However, this is over-complex for our purposes and not justified when we remember the uncertainties that the assumption of equilibrium will cause. Instead we estimate the first term on the right of equation (7), which is the dominant one in the tail lobe, by evaluating equilibrium pressure balance in YZ plane at each X. We take two approximate approaches to handling the second term. The first is to make only a first order correction for it. At every point inside the magnetosphere the angle that the field makes with the X axis, $\chi$ (= arctan $(B_{YZ}/B_X$)). When we integrate over a volume $\tau$ we get

$$\int_{\tau} \omega_B d\tau = \int_{\tau} \frac{B_{11}^2}{2\mu_0} d\tau = \int_{\tau} \frac{B_{11}^2}{2\mu_0 \cos^2(\chi)} d\tau. \quad (8)$$

The first approximation used is that $\cos^2(\chi)$ is unity. By studying the tail at $X < -10 R_E$ the deflections of the field in the $\pm X$ direction are generally smaller than about 15° for which $B_{11}/B_{11}^2 = \cos^2(\chi) > 0.93$ and so using $\cos^2(\chi) = 1$ introduces an error in $\omega_B$ of less than 7%. However, because $\cos^2(\chi) < 1$ this also gives a persistent underestimate which we make a first order correction by multiplying the integral over the volume $\tau$ by a constant $c_\chi = 1/(\cos^2(\chi_m))$, where $\chi_m$ is an approximate mean value of $|\chi|$. Using $|\chi| = 5^\circ$ gives $c_\chi$ of 1.08. This method is used only as an order-of-magnitude check on the results of the second method which is to make an estimate of $\cos^2(\chi)$ at every point. This is done along every diameter of the tail cross section in the YZ plane at a given X. The angle $\chi$ at either end of each diameter is given by the magnetopause boundary orientation and we then assume $\chi$ varies linearly with distance between these two points. The area-weighted mean of all points in the magnetosphere YZ cross section at each X is then computed. The assumption of a linear variation in $\chi$ is a purely pragmatic one, but justified given that $\chi$ is small, its effect varies as $\cos^2(\chi)$ and that in making the correction we are neglecting regions such the plasma sheet where ion and/or electron gas pressure becomes important (so the total energy density $\omega > \omega_B$).

We note that the assumption of equilibrium in the tail is a major one, but it matches the same assumption for the magnetosheath (inherent in the Newtonian approximation). Given that the dipole tilt angle will be constantly changing with a cycle period of 24 h it is by no means certain that equilibrium fully applies at any one time and, depending on the timescales to do so, the tail could be in a constant state of evolution. We evaluate the potential effects of this assumption in Section 4 of the present paper using a global numerical MHD model. The top panel of Figure 5 plots the mean energy density $\langle \omega \rangle$ in the tail as a function of the X coordinate: the average $\langle \omega \rangle$ is taken over the magnetosphere cross-section in both hemispheres (i.e., all $Y_{GSM}$ and $Z_{GSM}$ inside the magnetopause) or a given $X_{GSM}$. The different lines are for different combinations of IMF $B_{Z_{GSM}}$ and dipole tilt, $\phi$ that are input to the magnetopause model. The red, pink, and red dashed lines are for IMF $B_{Z_{GSM}} = -6$ nT and the blue, cyan and blue dashed lines are for $B_{Z_{GSM}} = 0$. The red and blue lines are for $\phi = 0$ and the effect of appending open flux to the tail during southward IMF can be seen by the raised $\langle \omega \rangle$ values. The pink and dashed red and cyan and dashed blue are the corresponding variations for $\phi = -33^\circ$ and $\phi = +33^\circ$ are very similar but both diverge from the $\phi = 0$ case, especially close to Earth.

The middle panel of Figure 5 plots the difference $\delta(\omega)$ between $\langle \omega \rangle$ for IMF $B_{Z_{GSM}} = -6$ nT and $\langle \omega \rangle$ for $B_{Z_{GSM}} = 0$ ($\langle \omega \rangle_{BZ=0}$). Hence $\delta(\omega)$ quantifies the additional energy stored in the tail by the enhanced magnetopause reconnection caused by the more southward IMF orientation. The black line is for $\phi = 0$. The values of $\delta(\omega)$ for the near-maximum tilt $\phi (+33^\circ$, green line) and the near-minimum $\phi (-33^\circ$, black dashed line) are very similar, but not identical and, at all X tailward of $-5 R_E$, $\delta(\omega)$ is smaller for the large $|\phi|$ cases than for $\phi = 0$. Hence the increased flux in the tail for southward IMF has raised $\langle \omega \rangle$ by more for $\phi = 0$ than for the larger $|\phi|$ cases. To show the fractional increase in stored energy density, the bottom panel of Figure 5 plots $\delta(\omega)$ as a ratio of the $\langle \omega \rangle$ value for $B_{Z_{GSM}} = 0$ ($\Delta = \delta(\omega)/\langle \omega \rangle_{BZ=0}$) using the same line colours and types as the middle panel. This reveals that for $\phi = +33^\circ$ (northern hemisphere summer) the fractional increase in stored energy density is slightly greater than for $\phi = -33^\circ$ (southern hemisphere summer) at all $X < -5 R_E$. This arises because of the north-south asymmetry in the geomagnetic field that the Lin et al. (2010) model makes allowance for by treating the two hemispheres separately. The fractional rise in stored energy density is greater for $\phi = 0$ than for $\phi = -33^\circ$ or $\phi = +33^\circ$. This difference is found at all X below $-5 R_E$ and peaks at around $-35 R_E$. 

Fig. 5. Results of using the Newtonian approximation to obtain the pressure normal to the magnetopause associated with the solar wind static and dynamic pressures ($p_i$ and $p_{sw}$) and assuming the boundary is in pressure equilibrium with the internal pressure we compute the energy density $\omega$ at all locations in the magnetospheric tail between $X_{GSM} = 0$ and $X_{GSM} = -50 R_E$. The top panel shows the average value of $\omega$ at a given $X_{GSM}$ for various combinations of the model inputs IMF $B_i$ and dipole tilt $\phi$. The red and blue lines are for $\phi = 0$ and $B_z = -6$ nT and 0, respectively. The pink and dashed red and cyan and dashed blue are the corresponding variations for $\phi = -33^\circ$ and $\phi = +33^\circ$. The middle panel shows the difference in mean energy density for the $B_z = -6$ nT and $B_z = 0$ cases, $\delta(\omega)$, the black, green and dashed lines being for $\phi = 0$, $\phi = +33^\circ$ and $\phi = -33^\circ$, respectively. The bottom panel shows the rise $\delta(\omega)$ as a ratio of its value for $B_z = 0$, $\delta(\omega)/\langle \omega \rangle_{BZ=0}$.
Figure 6 studies the predicted dependencies of the lobe fields on $\phi$ and IMF $[B_z]_\text{GSM}$ in more detail. The top two panels show the maximum magnetic field in the north and south lobes ($B_N$ and $B_S$ in Figs. 6a and 6b, respectively, where particle pressure is assumed negligible). These values are taken along the bisector of the hinge angle, as shown by the dashed lines in the left-hand plots of Figure 4. They are plotted as a function of $\phi$ for various values of IMF $B_z$. It can be seen that $\phi$ has an opposite effect on the maximum field in the two lobes. Figure 6c plots the magnetic shear $\Delta B$ (proportional to total current in the current sheet between the lobes) to show the variation with $\phi$ most clearly, values have been normalised to the value for $\phi = 0$. The magnetic shear is lower for large $|\phi|$ and the hemispheric asymmetry results in it being lower for $\phi = -33^\circ$ than for $\phi = +33^\circ$. This same behaviour is also seen in the difference in the total energy stored in the tail (between $X = -5 R_E$ and $X = -50 R_E$) for IMF $[B_z]_\text{GSM} = -6$ nT and $[B_z]_\text{GSM} = 0$, $\delta W_{\text{TL}}$ (the integral of $\delta \theta$) with $X$, and its fractional value $\Delta_{\text{TL}}$, which are plotted in Figure 6d. The $\delta W_{\text{TL}}$ parameter allows for the change in the volume of the tail $V_{\text{TL}}$, which is also given (and does not show as large a variation and asymmetry as the rise in stored energy).

3.2 Equinoctial patterns in tail lobe energy and magnetic shear

The variations with $\phi$ shown in Figure 6 explain the equinoctial F-UT pattern, as demonstrated by Figure 7. Figure 7a is a reminder of the form of the R-M F-UT pattern, being a plot of $\sin^4(\theta/2)$, where $\theta$ is the IMF “clock angle” in the GSM frame $\theta = \arctan([B_y]_\text{GSM}/[B_z]_\text{GSM})$ for an IMF in the +Y or the −Y direction of the GSEQ frame (where $\theta$ is the IMF clock angle in the GSM frame). Figure 7b is a F-UT plot of the dipole tilt angle $\phi$. Figures 7c and 7d use the F-UT dependence of $\phi$ shown in Figure 7b with the variations of normalised $B_N$ and $B_S$ with $\phi$ for IMF $B_z = -5$ nT that were presented in Figures 6a and 6b, respectively, to plot the F-UT variations of normalised $B_N$ and $B_S$ ($B_N/[B_N]_{\phi=0}$ and $B_S/[B_S]_{\phi=0}$), predicted by the empirical magnetopause model for equilibrium conditions with IMF $B_z = -6$ nT and solar wind dynamic pressure, $p_{\text{SW}} = 1.5$ nT.

Fig. 6. (Top panels) The maximum lobe field along the bisector of the tail hinge angle, evaluated assuming $\omega = B^2/2\mu_0$ and shown as a function of the dipole tilt angle $\phi$ and for various values of the IMF $B_z$. (a) shows the field in the northern lobe, $B_N$, (b) shows that in the southern lobe, $B_S$, both as a ratio of their values for $\phi = 0$. The fall in $B_N$ with increasing $\phi$ is mirrored by a rise in $B_S$, but not quite exactly: this can be seen in part (c) that shows the magnetic shear across the hinge in the current sheet $\Delta B = |B_N| + |B_S|$ which is proportional to the current per unit length in the cross-tail current sheet (again plotted values are normalized to the value for $\phi = 0$, $|\Delta B|_{\phi=0}$. It can be seen that $\Delta B$ is largest for $\phi = 0$ but is also larger for large positive $\phi$ than large negative $\phi$. This is another consequence of the hemispheric asymmetry in the magnetopause model. Part (d) looks at the dependence on $\phi$ of the difference between the results for IMF $B_z = -6$ nT and $B_z = 0$ of: the total volume of the tail between $X_{\text{GSM}} = -50 R_E$ and $X_{\text{GSM}} = 0$, $V_{\text{TL}}$: the rise in total stored energy compared to IMF $B_z = 0$ case, $\delta W_{\text{TL}}$ (which is the integral of $\delta \theta$ over the volume $V_{\text{TL}}$); and the fractional rise in total energy compared to the $B_z = 0$ case, $\Delta_{\text{TL}} \delta W_{\text{TL}}/W_{\text{TL}}$. Each is again plotted normalized to its value for $\phi = 0$ to allow comparisons of the effects of $\phi$ which in each case shows the same general form as the variation of the magnetic shear, with largest values for $\phi = 0$, but slightly larger values for large positive $\phi$ than for correspondingly large negative $\phi$.

Fig. 7. Time-of-year (F) – UT plots based on the dependencies on $\phi$ shown in Figure 6 for IMF $B_z = -6$ nT and solar wind dynamic pressure, $p_{\text{SW}} = 1.5$ nT. For comparison (a) shows the Russell-McPherron pattern of IMF orientation factor $\sin^4(\theta/2)$ for unit IMF in the +Y or −Y direction of the GSEQ frame (where $\theta$ is the IMF clock angle in the GSM frame). (b) shows the F-UT pattern of the dipole tilt angle $\phi$. (c) The peak northern hemisphere lobe field along the hinge angle bisector, $B_N$. (d) The peak southern hemisphere lobe field along the hinge angle bisector, $B_S$. (e) The peak magnetic shear across the current sheet at the hinge point, $\Delta B = B_N + B_S$. (f) The fractional rise $\Delta_{\text{TL}}$ in total energy stored in the tail (between $X_{\text{GSM}} = -50 R_E$ and $X_{\text{GSM}} = -5 R_E$) compared to for IMF $B_z = 0$. $\Delta B = |B_N| + |B_S|$, $\delta W_{\text{TL}}$ (the integral of $\delta \theta$) with $X$, and its fractional value $\Delta_{\text{TL}}$, which are plotted in Figure 6d. The $\delta W_{\text{TL}}$ parameter allows for the change in the volume of the tail $V_{\text{TL}}$, which is also given (and does not show as large a variation and asymmetry as the rise in stored energy).
Figure 7e shows the maximum magnetic shear across the hinge point between the two lobes $\Delta B = B_{S}\hat{z} + B_{E}$ and Figure 7f shows $\Delta TL$, the fractional rise in total stored energy in the tail (between $X_{GSE} = -50 R_E$ and $X_{GSE} = -50 R_E$) compared to that for IMF $B_z = 0$. Both these panels show the equinoctial pattern. The study was repeated for a variety of values of the solar wind dynamic pressure $p_{SW}$ between 0.05 nPa and 4 nPa and the pattern of normalised values of $\Delta B$ and $\Delta TL$ was always as shown in Figure 7, but the absolute values increased linearly, as expected analytically from equation (6) and as shown for observations in Figures 13 and 14 of Paper 2.

Averaging the $F$-UT patterns in Figures 7b, 7e and 7f over all UT gives the average variations with $F$ shown in Figure 8a and averaging them over all $F$ gives the average UT variations shown in Figure 8b. The blue lines show $\cos(\phi)$, the mauve lines show the maximum magnetic shear $\Delta B$ across the hinge point (as a ratio of the value for $\phi = 0$, $[\Delta B]_{\phi=0}$) and the black lines show the fractional increase in total energy stored in the tail (between $X_{GSE} = -5 R_E$ and $X_{GSE} = -5 R_E$) for IMF $B_z = -6$ nT compared to $B_z = 0$, $\Delta TL$ (as a ratio of $[\Delta TL]_{\phi=0}$). Both the magnetic shear across the hinge point and the fractional rise in total stored energy show a clear semi-annual variation with clear peaks near to (but not exactly at) the times of minimum $[\phi]$. There is also a clear annual variation with larger values predicted around the June solstice than the December one. This is also responsible for moving the peaks in the black and mauve variations towards the summer solstice. This annual variation is discussed further in Section 4. The UT variations for both $\Delta B/[\Delta B]_{\phi=0}$ and $\Delta TL/[\Delta TL]_{\phi=0}$ show a weak minimum at 0.09 UT which is consistent with Figure 13 of Paper 1. The curves for $\cos(\phi)$ show neither of these annual nor UT variations, therefore they are not inherent in the dipole tilt angle.

Replacing the magnetopause locations (in both hemispheres) with averages for the two hemispheres at the same $X_{GSM}$, $Y_{GSM}$ and $Z_{GSM}$ causes both the annual and UT variations to disappear and hence both are associated with north-south asymmetry in the magnetopause and hence with north-south asymmetry in the geomagnetic field.

Figure 8. Average variations with (a) time-of-year, $F$, and (b) Universal Time, $UT$. The blue lines are for the cosine of the angle tilt angle $\phi$, the mauve lines are for the magnetic shear across the hinge point in the tail, $\Delta B$, and the black line is the fractional increase in total energy in the tail (between $X_{GSE} = -5 R_E$ and $X_{GSE} = -5 R_E$) for IMF $B_z = -6$ nT compared to zero IMF $B_z$, $\Delta TL$. For $\Delta B$ and $\Delta TL$ two features are seen that are found in geomagnetic data (see Fig. 15 of Paper 2) but are not present in the $\cos(\phi)$ variation: (1) in the $F$ variation, the December minimum is deeper than the June minimum; (2) the $UT$ variation shows a minimum at 0-8 UT. Both are consequences of the hemispheric asymmetry in the magnetopause model which arises from the hemispheric asymmetry in the geomagnetic field.

The UT variation predicted above was detected in observations of geomagnetic activity in Paper 1 (Fig. 14). Detecting the annual variation is rather more difficult, but evidence that it is indeed present is given in this section using the $am$ index data and the estimated power input to the magnetosphere $P_s$ for 1995–2017, for which the data are quasi-continuous. Data gaps are handled as described in Lockwood et al. (2019a) using their criteria for numbers of samples that restricts errors in $P_s$ to 5%. Figures 9b and 9c show the mean values of $am/(am)_{1yr}$ and $P_s/(P_s)_{1yr}$ as a function of fraction of year $F$ and year, using 36 equal-width bins of $F$ and where $\langle am \rangle_{1yr}$ and $\langle P_s \rangle_{1yr}$ are the mean values for that year. The top panel shows the daily international sunspot number used to define the solar cycles. As found in Papers 1 and 2, the semi-annual variation is of larger amplitude in $am$ than $P_s$. Also note that there is considerable variability in the separation of the two equinox peaks for $am$. Figures 9d and 9e study the June-Dec asymmetry by taking mean values in 0.25-year intervals around the June and December solstices: for $am$ these are $\langle am \rangle_{jun}$ and $\langle am \rangle_{dec}$. We then define a solstice asymmetry for $am$ as

$$r_{am} = \frac{\langle am \rangle_{jun} - \langle am \rangle_{dec}}{\langle am \rangle_{jun} + \langle am \rangle_{dec}}.$$ (9)

From the model predictions shown in Figure 8a we would expect $r_{am}$ to be positive. We define $r_{am}(P_s)$ in the same way, using the corresponding means of $P_s$. The variations in $r_{am}$ and $r_{am}(P_s)$ are shown in Figures 9d and 9e, respectively: red histogram bars are for positive values and blue bars are for negative values. It can be seen that there is considerable variability in the polarity of both $r_{am}$ and $r_{am}(P_s)$ and that the two vary in a very similar way. Hence the dominant driver of June–Dec asymmetry in $am$ is that in $P_s$, which is largely a matter of chance of when geoeffective solar wind happens to hit Earth. Comparison of (d) and (e) shows that $r_{am}$ reflects $r_{am}(P_s)$ very closely we can also see from the previous panels that the equinoctial peaks move toward the summer solstice when $r_{am}(P_s)$ is positive, as in Figure 8a. Figure 9f shows $r_{am}(am) - r_{am}(P_s)$ which reveals that the asymmetry is consistently a little larger for $am$ than for $P_s$. Thus, although the solstice asymmetry is dominated by the random nature of solar ejecta hitting Earth, there is a persistent bias in that for $am$ that is as predicted in Figure 8a. We attribute this, like the UT variation, to the north-south asymmetry in the geomagnetic field.
Fig. 9. The annual variations of observed am index and inferred power input to the magnetosphere, $P_a$, comparing the solstices in particular. (a) the daily sunspot number, $R$; (b) the normalised average am index $<am>/am_{yr}$, where $<am>_{yr}$ is the average am in 36 equal-bin widths of fraction of year, $F$, in each year and $(am)_{yr}$ is the average am for that year, color-coded as a function of $F$ and year; (c) the corresponding plot for the power input to the magnetosphere $(P_a)_{yr}$/(P), (d) a comparison of the means of am in quarter-year intervals around the June and December solstices, $(am)_{jun}$ and $(am)_{dec}$ respectively: the annual value of the ratio $r_{sol}(am)$ is plotted as red/blue bars for years when it was positive/negative, respectively, where $r_{sol}(am) = (am)_{jun} - (am)_{dec}/(am)_{yr} + (am)_{dec}$; (e) a comparison of the corresponding ratio for power input to the magnetosphere $r_{sol}(P_a) = [(P_a)_{jun} - (P_a)_{dec}]/(P_a)_{yr} + (P_a)_{dec}$; (f) shows the difference, $r_{sol}(am) - r_{sol}(P_a)$.

5 Global numerical MHD modelling

We employ the BATSRSU global numerical model of the magnetosphere, specifically Space Weather Modeling Framework (SWMF) version v20140611 which deploys the Rice Community Coordinated Modeling Center (CCMC) (Tóth et al., 2005) and the simulation results are available at https://ccmc.gsfc.nasa.gov (runs Henry_Zhou_040616_1, Henry_Zhou_040616_2, Henry_Zhou_040616_2). At all simulation run times $t$ prior to 100 min, the solar wind conditions were held constant with a 5 nT IMF pointing due southward in GSM coordinates $(B_{Z,GSM} = B_{SW} = -5 \text{ nT})$, a solar wind number density, $N_{SW}$ of $5 \times 10^{6} \text{ m}^{-3}$, a solar wind temperature, $T_{SW}$ of $2 \times 10^{5} \text{ K}$ and a solar wind speed of $V_{SW} = 400 \text{ km s}^{-1}$. The only changes made to these initial conditions were to $V_{SW}$: starting at $t = 100 \text{ min}$, the $V_{SW}$ was ramped up linearly until it reached 800 km s$^{-1}$ at $t = 120 \text{ min}$. It was then held at this value until $t = 160 \text{ min}$ before again being ramped up linearly to 1200 km s$^{-1}$ at $t = 180 \text{ min}$, and was held at this level until the end of the run at $t = 240 \text{ min}$. A summary of model inputs is given in Table 1 which also gives the solar wind dynamic pressure, $p_{sw}$, the power input to the magnetosphere, $P_a$, and its normalised value $P_a/P_o$ (where $P_o = (P_a)_{1995-2017}$ for each of the three plateau levels of $V_{SW}$ (400 km s$^{-1}$, 800 km s$^{-1}$ and 1200 km s$^{-1}$).

Figure 10 places these three plateau levels in context of the observed conditions over the last 22 years. The black line in Figure 10a shows the annual means of $P_a/P_o$, where $P_o$ is the mean value of $P_a$ for all samples in the 22 years. The power input to the magnetosphere, $P_a$, is computed using 1-minute solar wind and IMF data and the theoretical formulation of Vasyliunas et al. (1982) given by equation (1). The coloured pixels give the annual probability density functions (p.d.f.) of $P_a/P_o$ about these mean values. The horizontal blue, mauve and green lines show $P_{MOD}/P_o$ for the three plateau $V_{SW}$ levels, where $P_{MOD}$ is the $P_a$ value for the model simulations (given in Table 1): (blue) $V_{SW} = 400 \text{ km s}^{-1}$ (for simulation time $t < 100 \text{ min}$); (mauve) $V_{SW} = 800 \text{ km s}^{-1}$ (for $120 < t < 100 \text{ min}$); and (green) $V_{SW} = 1200 \text{ km s}^{-1}$ (for $180 < t < 240 \text{ min}$). Figure 10b shows the distribution of all observed $P_a/P_o$ for all years (in gray) and again compares it to the three $P_{MOD}/P_o$ values. Note that the form and width of the distribution is a strong function of the averaging timescale (Lockwood et al., 2019b) for reasons discussed by Lockwood et al. (2019c). Figure 10 shows the variations of the fraction of time that $P_a$ exceeds $P_{MOD}$, $f[P_a > P_{MOD}]$. For $V_{SW} = 400 \text{ km s}^{-1}$ (blue line) $f[P_a > P_{MOD}]$ varies between 0.033 at sunspot minimum to 0.32 at sunspot maximum; for $V_{SW} = 800 \text{ km s}^{-1}$ (mauve line) it varies between 0.001 and 0.051 and for $V_{SW} = 1200 \text{ km s}^{-1}$ (green line) it varies between 0 and 0.010. The horizontal coloured dashed lines are the mean values of $f[P_a > P_{MOD}]$ over the entire 1995–2017 period.

5.1 Simulated magnetospheric fields

Figure 11 presents an overview of the BATSRSU predictions for dipole tilts of $\phi = -35^\circ$, $\phi = 0$ and $\phi = +35^\circ$ in the noon-midnight cross section of the magnetosphere (i.e. the $X_{GSM}$-$Z_{GSM}$ plane). The colour contours show $\log_{10}(B)$ where $B$ is the modelled magnetic field in nT. The open-closed field line boundary at noon and midnight is shown by the black/ yellow line in each panel. The mauve lines are open field lines that are mapped from points separated by $7^\circ$ of latitude along the noon-midnight cross section of the ionospheric polar caps. Each plot in Figure 11 is for simulation run time $t = 90 \text{ min}$. The right-hand edge of each plot is at $X_{GSM} = +15 R_E$ in the undisturbed solar wind and as $X_{GSM}$ decreases, a steep rise in $B$ is seen at the bow shock. Further decreasing $X_{GSM}$, we see a fall in $B$ across the magnetosheath and then an even bigger rise in $B$ as we enter the magnetosphere at the magnetopause. We can use this second rise in $B$ to identify the dayside magnetopause. On each plot, the location of the open-closed field line boundary is given and the black dot is the location of the model magnetopause reconnection site, determined as where the boundary normal field, the boundary tangential field and the flow along the boundary all change polarity. For $\phi = 0$ the reconnection site in the noon-midnight plane is at a latitude in the GSM frame of $|\lambda| = 0$. For $\phi = +34^\circ$ it is at $|\lambda| = -16^\circ$ and for $\phi = -34^\circ$ it is at $|\lambda| = +16^\circ$. In all cases the reconnection site sits towards the centre of an extended region of maximum magnetic shear (the maximum difference between any of the three field components) across the magnetopause that is between $|\lambda| = -22^\circ$ and $+22^\circ$ for $\phi = 0$ and between $|\lambda| = 0$ and $28^\circ$ in the winter hemisphere for $|\phi| = 34^\circ$.

The open field lines in Figure 11 illustrate a key point concerning the fraction of the open flux that is appended to
Table 1. Model inputs to the CCMC SWMF Magnetosphere model BATSRUS version v20140611 (runs Henry_Zhou_040616_1, _2, and _3) for simulation times $t$ up to 100 min.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value used</th>
<th>Simulation time, $t$ range (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar wind number density, $N_{SW}$</td>
<td>$5 \times 10^6$ m$^{-3}$</td>
<td>$0 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>Solar wind temperature, $T_{SW}$</td>
<td>$2 \times 10^7$ K</td>
<td>$0 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>IMF $B$</td>
<td>5 nT</td>
<td>$0 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>IMF clock angle in GSM, $\theta$</td>
<td>180°</td>
<td>$0 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>F10.7 index</td>
<td>150</td>
<td>$0 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>Dipole tilt angle, $\phi$ (run 1)</td>
<td>0</td>
<td>$0 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>Dipole tilt angle, $\phi$ (run 2)</td>
<td>$-35^\circ$</td>
<td>$0 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>Dipole tilt angle, $\phi$ (run 3)</td>
<td>$+35^\circ$</td>
<td>$0 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>Mean solar wind ion mass, $&lt;m_{SW}&gt;$</td>
<td>1.1 a.m.u.</td>
<td>$0 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>Dipole moment of Earth, $M_E$</td>
<td>$7.5333 \times 10^{22}$ Am$^2$</td>
<td>$0 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>Solar wind speed, $V_{SW} = -V_X$</td>
<td>400 km s$^{-1}$</td>
<td>$0 &lt; t &lt; 100$</td>
</tr>
<tr>
<td>Solar wind dynamic pressure, $p_{sw}$</td>
<td>0.882 nPa</td>
<td>$0 &lt; t &lt; 100$</td>
</tr>
<tr>
<td>Power input to the magnetosphere, $P_a$</td>
<td>$1.562 \times 10^{16}$ W</td>
<td>$0 &lt; t &lt; 100$</td>
</tr>
<tr>
<td>$P_{sw}$ $P_a$ ($P_a = (P_a)_{1995-2017}$)</td>
<td>$2.005$</td>
<td>$0 &lt; t &lt; 100$</td>
</tr>
<tr>
<td>Solar wind speed, $V_{SW} = -V_X$</td>
<td>800 km s$^{-1}$</td>
<td>$120 &lt; t &lt; 160$</td>
</tr>
<tr>
<td>Solar wind dynamic pressure, $p_{sw}$</td>
<td>3.526 nPa</td>
<td>$120 &lt; t &lt; 160$</td>
</tr>
<tr>
<td>Power input to the magnetosphere, $P_a$</td>
<td>$3.937 \times 10^{16}$ W</td>
<td>$120 &lt; t &lt; 160$</td>
</tr>
<tr>
<td>$P_{sw}$ $P_a$ ($P_a = (P_a)_{1995-2017}$)</td>
<td>$5.047$</td>
<td>$120 &lt; t &lt; 160$</td>
</tr>
<tr>
<td>Solar wind speed, $V_{SW} = -V_X$</td>
<td>1200 km s$^{-1}$</td>
<td>$180 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>Solar wind dynamic pressure, $p_{sw}$</td>
<td>7.936 nPa</td>
<td>$180 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>Power input to the magnetosphere, $P_a$</td>
<td>$6.760 \times 10^{16}$ W</td>
<td>$180 &lt; t &lt; 240$</td>
</tr>
<tr>
<td>$P_{sw}$ $P_a$ ($P_a = (P_a)_{1995-2017}$)</td>
<td>$8.667$</td>
<td>$180 &lt; t &lt; 240$</td>
</tr>
</tbody>
</table>

Fig. 10. Comparison of the power input to the magnetosphere $P_{MOD}$ for the BATSRUS model run, computed using the model input conditions (listed in Tab. 1) and the theoretical formulation of Vasyliunas et al. (1982), compared to the values from one-minute interplanetary data, $P_a$, computed for 1995–2017. The coloured lines are for the three plateau levels of $V_{SW}$ used in the simulations: (blue) $V_{SW} = 400$ km s$^{-1}$ (for simulation time $t < 100$ min); (mauve) $V_{SW} = 800$ km s$^{-1}$ (for $120 < t < 100$ min); and (green) $V_{SW} = 1200$ km s$^{-1}$ (for $180 < t < 240$ min). (a) Annual distributions of $P_{sw}/P_a$, where $P_a$ is the mean value for all samples in the 22 years. The black line shows the annual means of $P_{sw}/P_a$. (b) The distribution of $P_{sw}/P_a$ for all years (in gray), again compared to the three $P_{MOD}/P_a$ values. (c) The variation of the fraction of time that $P_a$ exceeds $P_{MOD}/f [P_a > P_{MOD}]$. The horizontal coloured dashed lines are the mean values over the 1995–2017 period.

Fig. 11. Model simulations of the magnetic field intensity by the BATSRUS global MHD model for dipole tilts $\phi$ of (a) $+35^\circ$, (b) 0 and (c) $-35^\circ$. Each plot is for simulation run time $t = 90$ min. The open-closed field line boundary is shown in each case and the black dot gives the location of the magnetopause reconnection site. The mauve lines are open magnetospheric field lines separated by $7^\circ$ along the moon-midnight cross section of the ionospheric polar caps. A summary of model inputs is given in Table 1.

The tail lobe and the fraction that threads the dayside magnetopause (referred to as flux $F_{sw}$ in Sect. 1.3). In the symmetric case in the $X_{GSM}$-$Z_{GSM}$ plane ($\phi = 0$, Fig. 11b), 5 of the 7 illustrative open field lines in each hemisphere thread the lobe at the left-hand edge of the plot at $X_{GSM} = -30$ $R_E$ and two thread the magnetopause sunward of $X_{GSM} = -30$ $R_E$. For the asymmetric cases the situation is different. In the summer hemisphere...
(the northern in Fig. 11a and the southern in Fig. 11c) a smaller fraction is appended to the lobe because a larger fraction threads the dayside magnetopause (3 of the illustrative field lines thread the lobe at $X_{\text{GSM}} = -30 \, R_E$ and 4 thread the magnetopause sunward of $X_{\text{GSM}} = -30 \, R_E$). Conversely, in the winter hemisphere (the southern in Fig. 11a and the northern in Fig. 11c) a larger fraction is appended to the lobe and a smaller fraction threads the dayside magnetopause (5 of the illustrative field lines thread the lobe at $X_{\text{GSM}} = -30 \, R_E$ and 2 thread the magnetopause sunward of $X_{\text{GSM}} = -30 \, R_E$). Thus total flux in the near-Earth lobes is lower for $\phi = -35^\circ$ and $\phi = +35^\circ$ (8 illustrative field lines) than for $\phi = 0$ (10 illustrative field lines).

This effect is quantified more accurately in the following section and in three dimensions (i.e., considering the open flux at $|Y_{\text{GSM}}| > 0$, away from the noon-midnight plane). The cause is readily inferred from animations of Figure 11 for different simulation times, $t$: in the large $|\phi|$ cases the reconnection site is shifted from the subsolar point into the winter hemisphere. This shift of the reconnection site (and of the location of maximum magnetic shear across the dayside magnetopause) into the winter hemisphere was found in MHD simulations by Park et al. (2006) and Hohljikoki et al. (2014) and in observations by Trattner et al. (2012), Zhu et al. (2015) and Kitamura et al. (2017). In the winter hemisphere, the curvature force acting to straighten newly-opened field lines acts in the same direction as the near-magnetopause magnetosheath flow and the field lines evolve rapidly into the tail lobe. In addition, the distance around the magnetopause from the reconnection site to a point on the tail magnetopause at a given $X_{\text{GSM}}$ is smaller. On the other hand, for open field lines evolving into the summer hemisphere, the sheath flow and magnetic curvature forces are acting in opposite directions close to the X-line and the initial motion towards the tail lobe is slow. In addition, the distance around the magnetopause from the reconnection site to a point on the tail magnetopause at a given $X_{\text{GSM}}$ is larger. The effect is that more open field lines at any one instant have evolved into the tail lobe in the winter hemisphere than in the summer hemisphere. For the $\phi = 0$ case, the reconnection site is at the subsolar point and the situation in both hemispheres is similar to the winter hemisphere case for larger $|\phi|$ and field lines evolve more rapidly into the tail lobe.
5.2 Magnetic fluxes and total energy in the tail lobes

Figure 12 shows the field magnitude $B$ in cross sections of the geomagnetic tail at the same simulation time as Figure 11 ($t = 90$ min). The rows are for $X_{\text{GSM}}$ of (from top to bottom) $-10 \, R_E$, $-15 \, R_E$, $-20 \, R_E$, and $-25 \, R_E$. The columns are for dipole tilts of (left) $\phi = +35^\circ$, (middle) $\phi = 0$ and (right) $\phi = -35^\circ$. In each plot, the outer edge of the outer ring is the bow shock and the inner high-$B$ region is the magnetosphere and the two tail lobes, separated by the low-field plasma sheet, can be clearly seen. At all $X_{\text{GSM}}$ the field in the “winter” lobe (south for $\phi = +35^\circ$, north for $\phi = -35^\circ$) is similar to that for the $\phi = 0$ case whereas for the “summer” lobe (north for $\phi = +35^\circ$, south for $\phi = -35^\circ$) it is always considerably lower. These variations of the field strength with $\phi$ are qualitatively consistent with the deduction in Figures 6a and 6b from the magnetopause model. The area of the summer lobe is always larger and the well-known curvature of the cross-tail current sheet at large $X$ can be seen clearly. Note that the colour scale is reduced for increasingly negative $X_{\text{GSM}}$ and so the change in colours does not fully describe the decrease in field strength with distance down the tail.

It is important to stress that BATSRUS includes no north-south asymmetry in the geomagnetic field and so the results for $\phi = -35^\circ$ in the north/south hemisphere are the same as for $\phi = +35^\circ$ in the south/north hemisphere (i.e., in the winter/summer hemisphere, respectively). Henceforth we only present results for $\phi = +35^\circ$ and then study the two hemispheres.

Figure 13 plots the magnetic flux threading the tail lobes as a function of $X$ (the lobes being identified by the polarity of the $B_X$ component). The flux was then estimated by integrating $\vec{B} \cdot d\vec{a}$ over the cross-sectional area of the lobe. Taking cross sections at a given $X$, the elements of area are in the $ZY$ plane, $d\alpha_Y$ and the normal field to those elements is $B_x$, hence $\vec{B} \cdot d\alpha = B_x d\alpha_Y$. One polarity of $B_x$ is considered at a time to separate out the northern and southern lobes. We found the most useful way to distinguish the lobes from the central plasma sheet, the magnetosheath and the solar wind was to require the total particle energy density, $\omega_P$ (for this simulation and for the $X$ values that we are interested in) to be below $2 \times 10^{-10} \, \text{J m}^{-3}$. Sampled comparisons with a magnetopause locator provided by CMCC were extremely close. To integrate, we first applied a 2-D interpolation linear scheme to $B_x$ and to $\omega_P$ to give a higher spatial resolution grid with separations of 1% of the MHD model grid-point separations.

The orange and green lines are for the north and south lobes and $\phi = 0$ and the black line is the sum of the two. All fluxes fall with increasingly negative $X$ because of flux crossing the cross tail current sheet (from south to north sunward of the tail reconnection X-line and north to south tailward of the X-line: the former flux was referred to as $F_{ca}$ in Sect. 1.3). The red, blue and grey lines are the same for $\phi = +35^\circ$, being for the north, south and both lobes, respectively. (The symmetry of the model means that for $\phi = -35^\circ$ the plots are the same but the north and south hemisphere variations are swapped.) The flux variation for $\phi = +35^\circ$ in the southern (winter hemisphere) is roughly the same as for both hemispheres for $\phi = 0$, but the lobe flux in the north (summer hemisphere) is considerably smaller and so, therefore, is the total. Table 2 quantifies the effect noted here and in Figure 11 by computing the fraction of the open magnetospheric flux (which by Maxwell’s law $\nabla \cdot \vec{B} = 0$ must be the same in the two hemispheres) that threads each tail lobe at $X_{\text{GSM}} = 10 \, R_E$ at simulation time $t = 90$ min. For $\phi = 0$, the percentage is 62.33% for both the northern and southern lobe, whereas for $\phi = +35^\circ$ it is 48.30% for the northern (summer) lobe and 77.95% for the southern (winter) lobe. For the two
hemispheres combined, the percentages are 62.33% for $\phi = 0$ and 63.13% for $\phi = +35^\circ$. Figure 13 shows that for $|\phi| = 35^\circ$, the difference between the flux threading the summer and winter tail lobes at $X_{GSM} < -15 R_E$ is roughly constant at about 0.9 $\times$ 10$^8$ Wb. The newly-opened flux on the summer side of the magnetopause reconnection site (that is shifted into the winter hemisphere, as shown in Fig. 11) increases in velocity from zero at the reconnection site to approximately $V = 80$ km s$^{-1}$ at the magnetic equator, a distance of 2 $\times$ 10$^7$ m. Thus field lines evolving into the summer lobe take of order 500 s for evolve from the reconnection site to the magnetic equator in the $|\phi| = 35^\circ$ cases, a motion aided by the field curvature force but opposed by the magnetosheath flow. At the estimated reconnection voltage of 95 kV, this means that there is a flux of 500 $\times$ 95 $\times$ 10$^7$ = 0.475 $\times$ 10$^8$ Wb that is destined for the summer lobe but is still threading the dayside magnetopause in the winter hemisphere between the reconnection X-line and the geomagnetic equator. This alone accounts for over half of the difference in fluxes threading the two lobes.

Figure 14 uses the same colour scheme as Figure 13, but shows the corresponding variations for the total magnetic energy density per unit $X$, $dW_B/dX$ (in terms of the energy density $\rho$, $dW_B/dX = \rho A_{TL}$, where $A_{TL}$ is the cross-sectional area of the lobe). Note that Figure 12 shows there are variations with $X_{GSM}$ in both $B$ (and so $B^2/2\mu_0$) and in cross-sectional area and both contribute to $dW_B/dX$. Integrating over the 15 $R_E$ length of the tail shown reveals that total magnetic energy $W_B$ is 20% larger for the $\phi = 0$ case than for the $|\phi| = 35^\circ$ cases which is a larger effect than the 5% effect found using the empirical magnetopause model in Section 2.

Figure 15 studies the maximum magnetic shear across the tail current sheet as a function of $X_{GSM}$ and $Y_{GSM}$. The left panel is for $\phi = 0$, the middle panel for $\phi = +35^\circ$ and the right panel shows the difference between the two. The right panel therefore shows where and by how much the cross tail current is decreased when $\phi = \pm 35^\circ$ compared to when $\phi = 0$: it is mainly reduced down the centre of the tail which is likely to be where and why the tail reconnection voltage is reduced.

### 5.3 Reconnection voltage and tail energy density changes caused by solar wind velocity increases

In this section we study how the reconnection and transpolar voltages behave for $\phi = \pm 35^\circ$ and $\phi = 0$ with simulation time. In the model simulation runs, the input solar wind velocity $V_{SW}$ was ramped up linearly from 400 km/s to 800 km/s between simulation times $t$ of 100 min and 120 min and then from 800 to 1200 km/s at $t$ between 160 and 180 min. All these timings are for interplanetary space at $X_{GSM} = 30 R_E$. Figure 16a shows the consequent variation in solar wind dynamic pressure $p_{SW}$, the vertical pink lines bounding the increases in $V_{SW}$. The increases in $V_{SW}$ also increase the dawn-to-dusk electric field $[E_X]_{GSM} = V_{SW} [B_Z]_{GSM}$. Figure 16b shows the variation of the voltage placed across the magnetopause $\Phi_M = [E_Y]_{GSM} [\Delta Y]_{GSM} = V_{SW} [B_Z]_{GSM} [\Delta Y]_{GSM}$, where $[\Delta Y]_{GSM}$ is the modelled width of the magnetopause in the $Y_{GSM}$ direction, taken here at the average $X_{GSM}$ of the tail reconnection site, $X_R$. The tail reconnection line is identified as where $[B_Z]_{GSM}$, $[B_Z]_{GSM}$, and $[Y_{GSM}]_{GSM}$ all change polarity. Note that the width of the tail $[\Delta Y]_{GSM}$ is slightly greater for $\phi = 0$ than for $\phi = \pm 35^\circ$ and this is reflected in the $\Phi_M$ values shown by the green and black lines, respectively, in Figure 16b.

Figure 16c shows the voltages across the two ionospheric polar caps, $[\Phi_{PCN}]$ and $[\Phi_{PCS}]$ that are generated by the Ridley Ionosphere Model (RIM) at simulation times $dt = 1$ min apart as a standard product of the model. For the case of zero dipole tilt, $\phi = 0$, $[\Phi_{PCN}]$ and $[\Phi_{PCS}]$ are essentially identical and are given by the green line. However, for the case of $\phi = +35^\circ$, $[\Phi_{PCN}]$ (the transpolar voltage in the summer hemisphere, red line) is

### Table 2. The percentages of open magnetospheric flux threading the magnetopause (MP) in the north and south hemispheres at $X_{GSM} > -10 R_E$ and run time $t = 90$ min.

<table>
<thead>
<tr>
<th>Run #</th>
<th>$\phi$ (°)</th>
<th>Hemisphere</th>
<th>Open flux, $F_{PC}$ ($10^8$ Wb)</th>
<th>Flux in tail lobe at $X_{GSM} = -10 R_E$, $F_{TL}$ ($10^8$ Wb)</th>
<th>Percent of $F_{PC}$ threading tail lobe at $X_{GSM} = -10 R_E$ (%)</th>
<th>Percent of $F_{PC}$ threading the MP at $X_{GSM} &gt; -10 R_E$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>N</td>
<td>5.832</td>
<td>3.635</td>
<td>62.33</td>
<td>37.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>S</td>
<td>5.832</td>
<td>3.635</td>
<td>62.33</td>
<td>37.67</td>
</tr>
<tr>
<td>3</td>
<td>35</td>
<td>N</td>
<td>5.090</td>
<td>2.458</td>
<td>48.30</td>
<td>51.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>S</td>
<td>5.103</td>
<td>3.978</td>
<td>77.95</td>
<td>22.05</td>
</tr>
</tbody>
</table>

![Fig. 15. The magnetic shear $\Delta B$ across the cross-tail current sheet as a function of $X_{GSM}$ and $Y_{GSM}$ from the BATSRUS model runs at simulation time $t = 90$ min. The left panel is for $\phi = 0$, the middle panel for $\phi = +35^\circ$ and the right panel shows the difference between the two.](image-url)
Fig. 16. Modeled effect of solar wind speed changes. Between simulation times \( t \) of 100 min and 120 min and between 160 min and 180 min the solar wind velocity \( V_{SW} \) was ramped up linearly. These times are marked by vertical pink lines. (a) The resulting variation in solar wind dynamic pressure, \( p_{SW} \). (b) The voltage placed across the magnetosphere by the solar wind flow, \( \Phi_M = V_{SW}|BZ|_{GSM} \Delta Y_M \), where \( \Delta Y_M \) is the width of the magnetosphere in the \( Y \) direction of the GSM frame (here taken to be at the average \( X_{GSM} \) of the tail reconnection \( X \)-line, \( X_R \)). The green line is for \( \phi = 0 \) and the black line for \( \phi = 35^\circ \). (c) The transpolar voltages across the ionospheric polar caps. The green line is for \( \phi = 0 \) for which the voltages across the northern and southern polar caps, \( [\Phi_{PC}]_N \) and \( [\Phi_{PC}]_S \), are essentially identical. The blue and red lines are \( [\Phi_{PC}]_N \) and \( [\Phi_{PC}]_S \) for \( \phi = +35^\circ \) (i.e., for the summer and winter hemispheres). The area between the two is shaded grey and the black line is the average of \( [\Phi_{PC}]_N \) and \( [\Phi_{PC}]_S \). This colour scheme is used in all panels (d)-(f) showing equivalent parameters. (d) The reconnection efficiencies, \( [\Phi_{PC}]_N / \Phi_M \) and \( [\Phi_{PC}]_S / \Phi_M \). (e) The total open magnetic fluxes in the northern and southern hemispheres \( [F_{PC}]_N \) and \( [F_{PC}]_S \). (f) The magnetic energy stored per unit length of the tail at \( X_{GSM} \approx X_R \), the average \( X_{GSM} \) of the tail reconnection \( X \)-line, \( [dW_{BX}/dX]_N \) and \( [dW_{BX}/dX]_S \). (g) The tail current sheet reconnection voltages, \( \Phi_{TX} \). (h) The difference in reconnection voltages for the \( \phi = 0 \) and \( \phi = 35^\circ \) simulations, \( \Delta \Phi \); the orange line is for the inferred reconnection voltages in the dayside magnetopause, \( \Delta \Phi = [\Phi_{MX}]_{\phi=0} - [\Phi_{MX}]_{\phi=35} \); the mauve line is for the inferred reconnection voltages in the nightside cross-tail current sheet, \( \Delta \Phi = [\Phi_{TX}]_{\phi=0} - [\Phi_{TX}]_{\phi=35} \). The vertical pink lines in panels (c)–(h) bound the solar wind velocity increases lagged by the inferred average propagation delay of 8 min. The average tail reconnection site varied between \( X_{GSM} = -21 \) \( R_E \) and \( X_{GSM} = -24 \) \( R_E \) for \( \phi = 0 \) and at \( X_{GSM} \) between \( -17 \) \( R_E \) and \( -20 \) \( R_E \) for \( \phi = 35^\circ \).
consistently smaller than $|\Phi_{PC}|_N$ (the transpolar voltage in the winter hemisphere, blue line) which is very similar to that for $\phi = 0$. (Note that for the case of $\phi = -35^\circ$, identical plots were obtained with $|\Phi_{PC}|_N$ and $|\Phi_{PC}|_S$ swapped.) The effects of the two ramps of increasing $V_{SW}$ can be seen as upward ramps in $|\Phi_{PC}|_N$ and $|\Phi_{PC}|_S$ after a mean lag $d\tau$ of 8 min. which accounts for propagation from $X_{GSM} \approx 30 R_E$ to the nose of the magnetopause and across the magnetosheath and the subsequent rise of the transpolar voltages, showing the derived transpolar voltages are dominated by the magnetopause reconnection. Note that the vertical pink lines have been shifted by this lag in parts (c)-(h) of Figure 16. Figure 16c plots the reconnection efficiencies, estimated as $\Phi_{PC}(t)/\Phi_{M}(t - d\tau)$. These reconnection efficiency estimates are almost constant showing that the transpolar voltages $\Phi_{PC}$ are largely set by the voltage across the magnetosphere $\Phi_{M}$. However, this is not quite true, as each upward ramp in $V_{SW}$ causes a slight ramped decrease in the reconnection efficiency.

The tendency for the simulated transpolar voltage (often called the cross-cap potential, although it is in reality a potential difference, i.e. a voltage) to be greater in the winter hemisphere, seen in Figure 16d, was also noted in BATSRSU model by Zhang et al. (2007) and attributed to the lower conductivity in the winter ionosphere. These authors also noted the same effect was seen, albeit to a lesser extent in the statistical DMSP-based Ionospheric Convection Model (DICM) (Papitashvili & Rich, 2002) but only when $|B|_{GSM}$ is large (which does not apply in this case) and the results from the Assimilative Mapping of Ionospheric Electrodynamics (AMIE) technique (Richmond & Kamide, 1988) for the storm that they numerically simulated tended to lie close to the average of $|\Phi_{PC}|_N$ and $|\Phi_{PC}|_S$.

The difference between $|\Phi_{PC}|_N$ (summer hemisphere transpolar voltage) and $|\Phi_{PC}|_S$ (winter hemisphere transpolar voltage) shown by the red and blue lines in Figure 16d for $\phi = 35^\circ$, raises an important point. By Faradays law, “voltage” is synonymous with “flux transfer rate”. (Incidentally, that is why it is important to stress that the name cross-cap potential is physically misleading.) In steady state, the flux transfer rate into the tail must be the same in the two hemispheres: this means that a difference between the two transpolar voltages is an inherently non-steady state situation and so we should not expect to see a hemispheric difference in transpolar voltages in statistical models that average in such a way as to tend to a steady state description (an assumption often made tacitly by assuming that there is a single transpolar voltage for a given set of interplanetary conditions). An additional factor is Maxwell’s equation $\nabla \cdot \mathbf{B} = 0$ (the non-existence of magnetic monopoles) which means that the total open flux in the two hemispheres must always be identical ($|\Phi_{PC}|_N = |\Phi_{PC}|_S$). This is shown to be true for the global MHD simulations in Figure 16e (any slight differences in the $\phi = +35^\circ$ case are associated with numerical errors in field line mapping) but note that the total open flux for $\phi = +35^\circ$ (red black and blue lines) is consistently smaller than for $\phi = 0$ (green line) by a factor of about a quarter.

At the magnetopause, the transfer of open field lines into the tail is controlled by the unwinding of the curvature force on newly-opened field lines and then the magnetosheath flow. Tangential stress balance tests at the magnetopause (Paschmann et al., 1986; Lockwood & Hapgood, 1998; Blagau et al., 2015; Sonnenup et al., 2016) demonstrate that the ionospheric conductivity can have no influence on the balance of forces on field lines at the magnetopause and differences in transfer rates at the magnetopause and in the ionosphere caused by ionospheric conductance demonstrate their decoupling by induction effects (i.e., changes in the magnetic field between the magnetopause and the ionosphere) (Lockwood & Cowley, 1992). Any reduced flux transfer rate along the magnetopause in the summer hemisphere must lead to a faster accumulation of flux in the winter lobe, $F_N$, compared to that in the summer lobe, $F_S$. This can be seen to be occurring in Figure 16f which plots the magnetic energy stored in unit length $dW_{SW}/dX_N$ and $dW_{SW}/dX$ of the two lobes at $X_{GSM} = X_N$, $X_{GSM}$ of the tail reconnection X-line: the energy stored in the winter hemisphere lobe field near the X-line for $\phi = +35^\circ$ (the blue line) is slightly lower than that stored in either lobe for $\phi = 0$ (the green line), but the energy stored in the summer lobe (the red line) is considerable lower. All these energies ramp up following the solar wind increases, but the average for $\phi = 0$ is always greater than, and increases with increased $p_{SW}$ by a larger factor, than for $\phi = +35^\circ$. Hence the effect of tilt is consistent with that deduced from the magnetopause model (see Fig. 6). Given the pressure on the tail magnetopause exerted by the magnetosheath, this means that the current sheet between the two lobes will migrate towards the summer hemisphere, as noted in simulations using the same MHD model by Ridley et al. (2004). This motion is also found in the simulations presented here for $\phi = \pm 35^\circ$. Note however, that it is the rate of transfer of field lines along the magnetopause, not that in the ionosphere, that is causing this – and hence any hemispheric difference in ionospheric transpolar voltage caused by ionospheric conductivity is not a factor in these changes in the tail, as described by Lockwood & Cowley (1992), that difference is accounted for by the inductive decoupling caused by changes to open field lines between the tail lobe and the ionosphere (see also Lockwood & Morley, 2004).

Because of Maxwell’s equation $\nabla \cdot \mathbf{B} = 0$ the rate at which open field lines are generated in the two hemispheres must always be identical, being equal to the voltage across the magnetopause reconnection line (or potentially several spatially separated lines), $\Phi_{MYS}$ in both hemispheres. The modelled accelerated flows along the dayside magnetopause show that the dipole tilt shifts the magnetopause reconnection site into the winter hemisphere in the simulations. As a result, for the newly-opened field lines evolving towards the winter hemisphere, the magnetosheath flow and the magnetic curvature force act in the same direction and the field lines evolve rapidly towards the winter tail lobe. On the other hand, for open field lines on the other side of the magnetopause X-line, the curvature force initially has to act against the magnetosheath flow (which has a component directed away from the subsolar point and back towards the X-line) and open field lines evolve more slowly towards the summer lobe. As a result, as indicated by Figure 11, more of the open flux threads the dayside magnetopause in the summer hemisphere than in the winter hemisphere and, consequently, less flux threads the summer lobe than the winter lobe. This is quantified in Table 2 for the simulation time $t = 90$ min: for $\phi = \pm 35^\circ$, 52% of the open flux threads the dayside magnetopause sunward of $X_{GSM} = -10 R_E$ in the summer hemisphere whereas this figure is only 22% for the winter hemisphere. By comparison, for $\phi = 0$ this
percentage is 38% in both hemispheres. Hence the winter tail lobe anti-sunward of $X_{\text{GSM}} = -10 R_E$ contains more flux for $\phi = \pm 35^\circ$ (100–22 = 78%) than that in the summer tail lobe (100–52 = 48%), a ratio of (78/48) $\approx$ 1.6.

In steady state, the transpolar voltages would have to be the same in the two hemispheres and both would equal the reconnection voltage in the dayside magnetopause and in the cross-tail current sheet ($\Phi_{\text{PC,LS}} = [\Phi_{\text{PC,LS}} = \Phi_{\text{MX}} = \Phi_{\text{TX}}]$). For non-steady conditions, Faraday’s law, applied to the boundary of the open field line region (the polar cap) becomes a continuity equation for the open flux, $\Phi_{\text{PC}}$, given by equation (4). We computed the tail reconnection voltage $\Phi_{\text{TX}}$ in three separate ways. Firstly, for simulation times $dt = 1$ min apart, we identified the tail X-line in the model simulations, defined by $[B_X]_{\text{GSM}}$, $[B_Z]_{\text{GSM}}$ and $[V_X]_{\text{GSM}}$ all swapped polarity. The average $X_{\text{GSM}}$ of the tail reconnection site, $X_R$, varied between $-21 R_E$ and $-24 R_E$ in the $\phi = 0$ simulations and between $-17 R_E$ and $-19 R_E$ for $\phi = 35^\circ$. Note that this reconnection site is associated with numerical diffusion in the MHD code and so we do not place great significance on these X-line positions in terms of the real magnetosphere, only in the simulations. We then computed integrated $\tilde{E}_x \cdot d\tilde{l}$ along the length of the model X-line where $\tilde{E}_x$ is the electric field along the X-line (the reconnection rate) in its own rest frame. There are always numerical errors associated with this kind of calculation (Ridley et al., 2010) because it relies on correct identification of the X-line and its motion (which is often slow, meaning its motion is quantised by the 0.4 $R_E$ spatial grid resolution of the model and linear interpolation was required). We also computed $\Phi_{\text{TX}}$ using Faraday’s induction law applied to the two tail lobes separately

$$\Phi_{\text{TX}} = -dF_L/dt + \int_{\text{MP}} \tilde{E} \cdot d\tilde{l} \quad (10)$$

where $F_L$ is the magnetic flux threading the lobe at $X_{\text{GSM}} = X_R$, $\tilde{E}$ is the electric field in the magnetopause at $X_{\text{GSM}} = X_R$ (in its rest frame) surrounding that lobe and $d\tilde{l}$ is an element of length in that magnetopause boundary and the integration is carried out along the magnetopause segment MP at $X_{\text{GSM}} = X_R$ from the point where it meets the cross-tail current sheet on the dawnside to where it meets on the dusk side. The calculation was carried out for the northern and southern lobes separately, and depends on correctly identifying the magnetopause and its motion, which causes similar problems to the previous X-line calculation. Lastly, we used equation (5) with the assumption that $\Phi_{\text{MX}}$ was equal to $\Phi_{\text{PC}}$ in the winter hemisphere, $[\Phi_{\text{PC,LS}}]$ (shown in Fig. 16c). By Faraday’s law, $\Phi_{\text{MX}} = [\Phi_{\text{PC,LS}}]$ means that there is no build up nor decay of magnetic flux in the winter (southern) hemisphere between the magnetopause reconnection site and the points that map to the dawn-dusk cross-section of the winter ionospheric polar cap across which $[\Phi_{\text{PC,LS}}]$ is measured, in other words the winter dayside open flux is in steady state. This assumption was tested by computing the rate of change of magnetic flux threading the dayside magnetopause sunward of $X_{\text{GSM}} = 0$; it was found for the winter hemisphere this varied between 4 kV and $-4$ kV with an average value of 0.4 kV. Hence assuming $\Phi_{\text{MX}} = [\Phi_{\text{PC,LS}}]$ (in this case where the southern polar cap is in winter) is accurate to within 5% at any one time and to within 0.5% on average.

These computations yielded four separate estimates of $\Phi_{\text{TX}}$ which, on average, always agreed to within 3% for the $\phi = 0$ case and to within and about 15% for the $\phi = \pm 35^\circ$ cases. There was considerable minute-to-minute noise in the results from the methods that involved integration of the simulated electric field. Consequently, their main use here is just to confirm that using $\Phi_{\text{MX}} = [\Phi_{\text{PC,LS}}]$ gives a sensible value and the same general waveform. The variations of $\Phi_{\text{TX}}$ for $\phi = 0$ and $\phi = 35^\circ$ (derived from Eq. (4)) by assuming $\Phi_{\text{MX}} = [\Phi_{\text{PC,LS}}]$ are shown by the green and black lines, respectively, in Figure 16g.

Figure 16h plots the differences in inferred $\Phi_{\text{MX}}$ (mauve line) and $\Phi_{\text{TX}}$ (from Eq. (4), black line) and between the $\phi = 0$ and $\phi = 35^\circ$ cases. It can be seen that $\Phi_{\text{MX}}$ is very similar in the two cases which is inconsistent with the idea that the equinoctial pattern is caused by a variation of $\Phi_{\text{MX}}$ with the X-line which we have also deduced to be the case from observations. The reconnection voltage increase with increased solar wind velocity is slightly greater for $\phi = 35^\circ$ than for $\phi = 0$.

At all $\phi$ values studied, the tail reconnection voltage $\Phi_{\text{TX}}$ is raised by the ramped increases in $V_{\text{SW}}$. There is a transient response in both cases which is different for the $\phi = 35^\circ$ and $\phi = 0$ cases, and is also different for the first and second ramp increases in $V_{\text{SW}}$ (which is not surprising as propagation times down the tail are smaller in the second of those two cases).

We are not here concerned with the transient responses, rather we here look at the levels that the voltage settles down to after each increase.

A key point is that the tail reconnection voltage $\Phi_{\text{TX}}$ before the first $V_{\text{SW}}$ increase is always smaller for the $\phi = 35^\circ$ case than for the $\phi = 0$ case, which is consistent with the idea that $\Phi_{\text{TX}}$ decreases with increased $|\phi|$. However, this situation changes after $t = 120$ min, midway through the magnetospheric response to the first ramp-up in $V_{\text{SW}}$ (and corresponding increase solar wind dynamic pressure $p_{SW}$). During the transient that follows this rise, $[\Phi_{\text{TX}}]_{|\phi=35^\circ}$ firstly exceeds and then is smaller than $[\Phi_{\text{TX}}]_{|\phi=0}$ but then settles to an enhanced level where the two are roughly equal. For the second $V_{\text{SW}}$ ramp-up we again see transient oscillations in $[\Phi_{\text{TX}}]_{|\phi=0} - [\Phi_{\text{TX}}]_{|\phi=35^\circ}$ but then the two again settle down to (almost constant) values and again $[\Phi_{\text{TX}}]_{|\phi=35^\circ}$ is very similar to $[\Phi_{\text{TX}}]_{|\phi=0}$. Hence the simulations show that at the low $p_{SW}$, $\Phi_{\text{TX}}$ is lower for the $\phi = 35^\circ$ than for $\phi = 0$, but then becomes roughly equal to it, as $p_{SW}$ is increased.

Below is a summary of the key points from these global MHD simulations that are consistent with the results of the study using the magnetopause model presented in Section 3.

(a) The energy stored in unit length of the tail increases during and immediately after each upward ramp in solar wind dynamic pressure, $p_{SW}$. It is increased most for dipole tilt angle $\phi = 0$ and least for the summer hemisphere lobe when $\phi$ is large (Fig. 16b).

(b) The cross-tail current in the near-Earth current sheet (i.e., the magnetic shear across it) is increased by $p_{SW}$ and the increase is greatest for $\phi = 0$ (Fig. 15).

(c) The tail reconnection voltage $\Phi_{\text{TX}}$ increases following the increases in $p_{SW}$. For the $\phi = 35^\circ$ case, the rise was from 49 kV (at simulation time 108 min, just before the arrival of the first ramp in $p_{SW}$) to 191 kV and for the $\phi = 0$ case from 68 kV to 190 kV. These increases are delayed after the $p_{SW}$ ramps, which we would expect because of the
propagation time to the relevant part of the tail and because of the known response delay of nightside reconnection in the storage/release system. Both tilt angle cases show some oscillatory response in $\Phi_{TX}$ after the $p_{SW}$ ramps (but this is more pronounced for the $\phi = 35^\circ$ case, especially after the second ramp).

(d) The tail reconnection voltage $\Phi_{TX}$ is greater for $\phi = 0$ at low $p_{SW}$ but this difference shrinks with increased $p_{SW}$ and disappears when $p_{SW}$ is large. Note in this context, the low (initial) $p_{SW}$ in this simulation is 0.88 nPa which roughly half the mode value of $p_{SW}$ for all data ($\approx 1.6$ nPa) so this dependence of $\Phi_{TX}$ on $\phi$ is significant for much of the time even if it is not when $p_{SW}$ is very large.

(e) The open flux $F_{pc}$ rises during the simulation run from $4.67 \times 10^8$ Wb to $5.76 \times 10^8$ Wb (a rise of 23%) for the large dipole tilt case ($\phi = 35^\circ$) and from $6.08 \times 10^8$ Wb to $7.86 \times 10^8$ Wb (a rise of 29%) for the $\phi = 0$ case (Fig. 16d). In both cases, the rises occur in two ramps following the upward ramps in solar wind dynamic pressure. The increase in magnetopause reconnection voltage $\Phi_{MX}$ with $p_{SW}$ in this simulation slightly exceeds that in the tail reconnection voltage $\Phi_{TX}$ and so (by Eq. (4)) the polar cap flux $F_{pc}$ increases. However, we note that this is not a general result. For example, a rise in $p_{SW}$ caused by a rise in solar wind number density, $N_{SW}$ (as opposed to the ramps in speed solar wind speed, $V_{SW}$, employed here) would not be accompanied by a rise in the interplanetary electric field, $E_{SW}$, and hence nor in the voltage across the magnetosphere, $\Phi_{M}$. The reconnection efficiency can vary but this would, most likely, not give a rise in $\Phi_{MX}$ and so $F_{pc}$ would fail because of the rise in $\Phi_{TX}$.

6 Discussion and Conclusions

We have used an empirical magnetopause model and a global MHD numerical model to study the effects of Earth’s dipole tilt and solar wind dynamic pressure on the near-Earth geomagnetic tail and hence geomagnetic activity.

We have demonstrated that enhanced solar wind dynamic pressure increases stored energy in the near-Earth tail, as found by Caan et al. (1973) and hence the subsequent geomagnetic activity when that energy is released, as envisaged by Karlsson et al. (2000). We have shown using both the empirical and MHD models how dipole tilt combines with solar wind dynamic pressure to influence the energy that is stored in the tail for a given open flux. It also influences the magnetic shear across the cross-tail current sheet and the reconnection voltage which is the process that releases the stored energy and allows its deposition in the near-Earth magnetosphere and the auroral ionosphere and thermosphere.

Figures 15 and 16 of Paper 2 provides an important insight as to which of these two effects (increased reconnection voltage or increased energy stored in the tail) is the key mechanism when it comes to modulating geomagnetic activity. It shows that the amplitude of the equinoctial pattern in the $am$ index increases almost linearly with average solar wind dynamic pressure $p_{SW}$ between 0 and about 3 nPa (the maximum for which the numbers of data samples are high enough to give meaningful $F$-$UT$ patterns). The upper limit of 3 nPa is approximately the same as the value of $p_{SW}$ between the first and second rises in the global MHD simulations presented here. Interestingly, the simulated excess tail reconnection voltage for $\phi = 0$ decreases with increasing $p_{SW}$ (Figs. 16g and 16h) and so enhanced/reduced tail reconnection voltage does not appear to explain the observed dependence on $p_{SW}$ shown in Figure 16 of Paper 1. On the other hand, the variations of energy stored in the tail (Fig. 16f) do produce the required signature because the excess for $\phi = 0$ does increase as $p_{SW}$ increases at all levels of $p_{SW}$.

The total energy stored in the tail is lower when the dipole tilt is large, because a larger fraction of the open flux generated at a low-latitude magnetopause reconnection site is not appended to the tail lobe in the summer hemisphere as it is slower to evolve into the tail and so threads the dayside magnetopause. Hence, this effect not only explains the equinoctial pattern of geomagnetic activity but also why it is enhanced by increased solar wind dynamic pressure, as shown in Paper 2 (Lockwood et al., 2020b).

There have been a great many mechanisms proposed to explain the equinoctial $F$-$UT$ pattern in geomagnetic activity. Boller & Stolov (1970) proposed that the dipole tilt caused a modulation of the stability of the flanks of the magnetopause to the Kelvin-Helmholtz instability. Svalgaard (1977) suggested that the tilted dipole presents a stronger magnetic field to the solar wind, thereby increasing the magnetopause standoff distance and enlarging the magnetospheric cavity and reducing geomagnetic activity by diluting the electric and magnetic gradient (an idea not supported by the study by Olson (1969) nor by subsequent empirical models of the magnetopause, such as that by Lin et al. (2010) used in the current paper). Lyatsky et al. (2001) and Newell et al. (2002) postulated that the equinoctial pattern was caused by tilt-induced changes in the ionospheric conductivity within both nightside auroral ovals. Other proposals have invoked tilt influences on the daytime magnetopause reconnection voltage (Crooker & Siscoe, 1986; Russell et al., 2003) or the effect of tilt on the proximity of the ring current and auroral electrojet (Alexeev et al., 1996) or tilt effects on the stability of the cross-tail current sheet (Kivelson & Hughes, 1990; Danilov et al., 2013, Kubyshkina et al., 2015). We here find no evidence that any of these mechanisms are significant and instead find that the effect of dipole tilt on energy stored in the near tail (and, potentially, the modulation of the cross-tail current and tail reconnection voltage although that is not found in the numerical simulations) is an adequate explanations of the equinoctial pattern and also explain the coupled role of solar wind dynamic pressure in enhancing the pattern.

The empirical magnetopause model analysis allows us to study the effect of north-south asymmetry in the geomagnetic field and shows that this has the potential to explain the $UT$ variation discussed in Paper 1 and predicts a June/December solstice asymmetry. In observations over a short interval this is swamped by the random nature of the occurrence of geoeffective solar wind hitting Earth but can still be identified because the asymmetry in the $am$ index is found to be consistently greater than that in the power input into the magnetosphere.

Note that the asymmetry in tail lobe fluxes derived here using the MHD model only exists because the magnetosphere is not in steady state. Lockwood & Cowley (1992) discuss how in steady state, the voltage (i.e. the flux transfer rate) across the dayside magnetopause X-line(s) where open flux is
generated ($\Phi_{MX}$) equals that across the X-line(s) in the cross tail current sheet where field lines are re-closed ($\Phi_{TX}$) equals that across the Stern Gap at any $X$ ($\Phi_{PC}$, the total flux transport rate antisunward of that $X$) and across ionospheric polar cap ($\Phi_{PC}$) and because $\Phi_{MX}$ and $\Phi_{TX}$ are the same in both hemispheres the total flux transport rate in both hemispheres will be the same and the total open flux at any $X$ will be the same. However, nothing in the MHD model run nor in the real magnetosphere can act to ensure steady state and indeed from comparing the derived values of $\Phi_{PC}$ and $\Phi_{TX}$ we know that steady state is never achieved during the simulation run. Departures from steady state give the differences in the tail lobe flux that we find. For example, consider $\Phi_{MX} > \Phi_{TX}$ (as in a substorm growth phase), starting from a southward turning of the IMF, new open flux is produced with equal fluxes in both hemispheres but because of the effect of dipole tilt described, more of that new open flux will have had time to reached the tail in the winter hemisphere than the summer. During $\Phi_{MX} < \Phi_{TX}$ (substorm expansion phases) the same open flux is taken from the two lobes, leaving fewer flux in the summer lobe as a smaller fraction of the open flux built up in the prior growth phase has reached he tail, then it takes longer to replenish that loss in the summer hemisphere during the recovery phase because it takes any replenishing new open flux longer to get there. The consequence is that a smaller/larger fraction of the open polar cap flux threads the tail lobe in the hemisphere that is pointed toward/away from the Sun.

Our analysis using the empirical model uses approximations and so is not definitive; however, because the magnetopause locations in the two hemispheres were fitted separately in generating the model, it gives a unique insight into the effect of the very different offsets of the magnetic pole from the rotational pole in the two hemispheres. It is therefore significant that our analysis using the empirical model does predict a UT variation that is highly consistent with that found in both trans-polar voltage data and in geomagnetic activity.
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