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Abstract. The two key issues related to steganography techniques are, 

statistical undetectability and picture quality. Image steganography takes the 

advantage of limited power of Human Visual System (HVS). The proposed 

framework offers an approach of secure data hiding technique in digital 

images. Novel scheme, presented encrypts meaningful secret data using 

nonlinear dynamics (chaos theory) before embedding into host or cover 

image. A basic LSB embedding method is used for encrypting data into 

cover image. Genetic Algorithm based pixel adjustment process is used to 

reduce the difference of error between the host image and its stego version 

with low distortions. The results of proposed scheme are compared with 

other steganographic algorithm using Peak Signal to Noise Ratio (PSNR) and 

Structural Similarity (SSIM) index, color frequency test and StirMark 

analysis. 

Keywords: Image Steganography, Spatial Domain, Dynamic System, 

Chaotic Maps, HVS, Steganalysis. 

1 Introduction and Motivation 

Steganography, an information hiding method, is used in secret 

communication. It is about secure transmission of secret information using 

images, audio, video and other digital media as a cover, embedding the secret 

information to be sent into the carrier signal, transmitting as an unnoticeable 

way through public channels, aiming at sending out the information secretly 

and safely without causing the suspicion of the behavior of hidden message 

[1]. Steganographic methods can be classified into spatial domain and 

frequency domain embedding. Steganography in spatial domain is more 



challenging, as the change in the image content may leave visually or 

statistically detectable features [2]. This paper deals with LSB replacing 

method due to its high embedding capacity and low computational 

complexity.  

 Chaos theory was developed by Edward Lorenz in 1972, is a 

mathematical physics which cuts across traditional scientific disciplines, 

trying to gather unrelated kinds of wilderness and irregularity into a system. 

Chaos occurs when a system is very sensitive to initial conditions. Two nearly 

undistinguishable sets of initial conditions for the same system will result in 
two final situations that differ greatly from each other. Chaotic systems are 

mathematically deterministic but nearly impossible to predict [3].  

 In recent years, use of chaotic system in several fields is noticeable. Easy 

implementation, more randomness, confidentiality and non-periodicity are the 

key issues related to chaotic steganographic techniques. K Ganesan et. al. [4] 

focused on developing algorithm that can be used to hide the secret messages 

using random number logic. Based on the fractal theory, an optimization 

technique has been presented in [5] by modifying a chaos optimization 

algorithm (COA). A hybrid model of chaotic function and cellular automata is 

presented in [6]. Lifang Yu et al. [7] proposed an improved adaptive 

steganography method where chaotic parameters are selected by the Genetic 

Algorithm. 

 

2 Proposed Method (CEGAO) 

The proposed scheme offers an approach to encrypt the secret image based on 

chaos theory before embedding into the cover image. A Genetic Algorithm 

(GA) based optimization technique is used to reduce the difference error 

between the host image and its stego version. After extracting the encrypted 

secret image from the stego image chaotic decryption is performed to get back 

the actual secret image.  

2.1  Preliminary 

The logistic map [3] is one of the simplest chaotic maps defined by the 

quadratic recurrence equation as per (1) below, 

 𝑋𝑘+1 =  𝜇𝑋𝑘(1 − 𝑋𝑘)                                      (1)                                                          

                                                                                                                     

Where 0 ≤ µ ≤ 4, 𝑋𝑘 ∈ [0,1], µ is a control parameter or bifurcation 

parameter. The logistic map stands in chaotic state when 3.5699456 < µ ≤ 4 

[3]. Thus, the sequence {Xk(k=0,1,2,…,N-1} generated is non-periodic and non-

convergent. Two logistic sequences generated from different initial conditions 

are statistically uncorrelated. Figure 1 illustrates bifurcation diagram of 

logistic map for different values of the bifurcation parameter. 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.2  Chaotic Encryption of Secret Image 

Let i be the 24-bit secret image of size n×n represented as 𝑥(𝑖, 𝑗) where 0 ≤
𝑖 < 𝑛 𝑎𝑛𝑑 0 ≤ 𝑗 < 𝑛. In this paper the secret image is divided into four equal 

blocks each of size b×b where b=n/2. Thus the total number of pixels in each 

block is b×b. Each pixel has three 8 bit components R (Red), G (Green) and B 

(Blue) respectively. So the total number of components (N) in a secret image 

block is N = b×b×3.   

 Now for the first secret image block using the logistic map as per (1), a 

chaotic sequence {Xk(k=0,1,2,…,N-1 } of N real numbers is generated with the 

initial values of µ and X are considered as 3.89 and 0.50 respectively, as the 

map shows its chaotic behavior when 3.5699456 < µ ≤ 4 and X ∈ (0,1).  

Consider a Lenna image of size 256×256 divided into four equal blocks 

each of size 128×128 as shown in Figure 3(a). For encryption of the first 

block a chaotic sequence of 128×128×3 = 49,152 elements is generated using 

the logistic map as given in (1). The logistic map is iterated 49,152 times. 

Table 1 shows the elements generated from the logistic map with the initial 

values of µ and X considered as 3.89 and 0.50 for 20 iterations where actual 

number of elements generated is 49,152. The grouped frequency distribution 
of the chaotic numbers with 10 intervals and the corresponding histogram are 

shown in Figure 2. 

Table 1. Elements generated using the logistic map for 20 iterations 

0.9725 0.1040 0.3625 0.8990 0.3530 0.8885 0.3853 0.9213 0.2818 0.7873 

0.6513 0.8833 0.4008 0.9342 0.2389 0.7073 0.8053 0.6098 0.9255 0.2680 

Fig. 1. Bifurcation diagram of the logistic map (Source: http://hyperchaos.files.wordpress.com) 



    

(a)                                                                     (b) 

Fig. 2. (a)Frequency distribution of chaotic numbers and corresponding (b) Histogram 

 The histogram exhibits that there is an asymmetry in the frequency 

distribution of the chaotic numbers. For asymmetrical distribution, median is a 

suitable measure of location [8]. So the median [8] of this grouped data is 

calculated according to the formula given in (2). 

 
Median = L + 

𝑁
2 − 𝑐𝑓𝑏

𝑓𝑚
 × 𝑤 

 

                                (2) 

 Where L is the lower class boundary of the group containing the median, 

N is the total frequency, cfb is the cumulative frequency of the groups before 

the median group,  fm is the frequency of the median group and w is the group 

width. The median calculated according to (2) is 0.6305 for the first secret 

image block. Next the median is considered as threshold T. Thus for each 

Xk(k=0,1,2,…,N-1) ≥ T then Bk(k=0,1,2,…,N-1)=1 otherwise 0. A binary sequence 

{Bk(k=0,1,2,…,N-1} generated for the first secret image block for 20 iterations is 

shown in Table 2. 
Table 2. Binary sequence generated in 20 iterations 

1 0 0 1 0 1 0 1 0 1 1 1 0 1 0 1 1 1 1 0 

  

 Now for each 8 bit component Ck(k=0,1,...N-1)  of the first secret image block 

an XOR operation of each bit of the component Ck is done with a single bit of 

Bk in the binary sequence e.g. if C0 = 01010000 and B0 = 1 then 𝐶0
̅̅ ̅ = 

10101111. Where 𝐶0
̅̅ ̅  is the encrypted component. Repeat this procedure until 

all such components of the first secret image block is encrypted.  

 The same procedure is followed for the remaining three blocks of the 

secret image with different initial conditions of the bifurcation parameter µ. 

The values of µ considered are 3.90, 3.91, and 3.92 for the remaining three 

blocks. Finally all the encrypted blocks are merged to form the encrypted 

secret image. Now each eight bit component of the encrypted secret image is 



embedded into the cover image using the base embedding scheme as 

described in Section 2.3. 

2.3  Base Embedding Scheme 

In the base scheme first three bits of the secret message are concealed inside 

three (03) bits of LSB of Red pixel, next three bits in the three (03) bits of 

LSB of Green pixel. The remaining two bits of secret message are concealed 

in two (02) bits of LSB of Blue pixel. The particular distribution pattern is 

taken considering that the chromatic influence of blue to the human eye is 

more than that of red and green pixels [9].  

2.4 Genetic Algorithm Optimization 

Finally the quality of the stego image obtained from above is optimized using 

basic genetic algorithm approach. The first step is determining the initial 

population by designing the chromosome, fitness function and GA operators. 

Chromosome Design: In this step different chromosomal representation of 

the pixel value of the stego image is obtained. Random selections of candidate 

solutions are made as initial population. Each of the individual in the initial 

population has the LSB data same as the encrypted secret data.  

Fitness Function: The fitness of each individual in the population is 

calculated according to the fitness function F as follows. 

 𝐹 =  𝑤1  ×  𝑝1  + 𝑤2 × ( 1 − 𝑝2) (3) 

The quality of the stego image is improved in sense of two performance 

indices MSE (p1) and HVS deviation (p2) [10]. MSE measure [11] as per (1) is 

the most widely accepted statistical image quality feature. The other preferred 

parameter sis SSIM (structural similarity) [11] index as given as per (6). A 

good SSIM metric indicates a stego image that is indistinguishable from the 

original version. The predefined weights w1 = 0.8, w2 = 0.2 are used for 

optimization of the objective function F. 

Mutation: Each individual chromosome is evaluated as per (3) and best fitted 

chromosome is selected twice for mutation with probability 0.05 and the least 

fitted individual is discarded.  The bits of the chromosomes, except the target 

layers, are changed from ‘1’ to ‘0’ or ‘0’ to ‘1’ depending upon the mutation 

value. The output of this step results in a new mating pool ready for crossover. 

Crossover: A random single point crossover is chosen and portion lying on 

one side of crossover site is swapped with the other side. Thus a new pair of 
individuals is generated. 

The steps Mutation and Crossover are repeated iteratively till either we get a 

chromosome having pixel value closest to the original value or maximum 

number of iterations is completed. Finally the optimized stego image is 

obtained. 

 



2.5 Extraction and Chaotic Decryption 

A reverse method is applied for decoding where all the bits are extracted from 

LSB of the RGB pixels of the stego image in the order 3, 3, 2 respectively [9]. 

The encrypted secret image so obtained of size n×n is divided into four equal 

blocks as shown in Figure 3(b). A chaotic sequence of N real numbers is 

generated as {Xk(k=0,1,2,…,N-1}, considering the same initial values of µ and X as 

in encoding.  Next the median is considered as threshold value T. Now for 

each  Xk(k=0,1,2,…,N-1) ≥ T  then Bk(k=0,1,2,…,N-1) = 1 otherwise 0. Thus a binary 

sequence {Bk(k=0,1,2,…,N-1)} is generated. Now for each encrypted 8 bit 

component 𝐶𝑘
̅̅ ̅ of the encrypted secret image part XOR each bit of the 

component with a single bit Bk(k=0,1,2,...,N-1) in the binary sequence e.g. if the 

extracted encrypted component 𝐶0
̅̅ ̅ =10101111 and B0 =1 then then the 

decrypted component Ck
  will be 01010000.  

 This procedure is repeated until all the encrypted eight bit components of 

the secret image block are decrypted. For decryption of the remaining three 

blocks the same procedure is followed with different initial conditions of the 

logistic map as assumed during encoding. All the decrypted secret image 

blocks are merged to form the original secret image of size n×n.  
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3 Experimental Results and Performance Evaluation 
Fig. 3. (a) Chaotic encryption process of the secret image Lenna before embedding and (b) 

Chaotic decryption process of the encrypted Lenna after extraction 



A simulation environment is implemented using visual C++ 2013 as IDE and 

OpenCV 2.4.6.0 as the graphics library. The proposed technique is applied on 

various 24-bit JPEG images as cover images. Three of them are “Baboon”, 

“Peppers”, and “Tiffany” of size 512 × 512. A 24-bit image Lenna.png of size 

256 × 256 is taken as the secret image. The experimental results (as given in 

Table 3) are compared with the existing C-LSB [12] algorithm in terms of 

PSNR and SSIM. The SSIM measure given in (6), measures the perceptual 

similarity between the original image and its stego version. The quality 

measure is measured by PSNR [11] as per (4). 

 
PSNR = 10𝑙𝑜𝑔10

𝐿2

𝑀𝑆𝐸
 

 

(4) 

 

 Where L is peak signal level for a gray scale image and it is taken as 255. 

The value of MSE [11] is computed as per (5).
 

 

MSE= 
1

𝐻𝑊
∑ ∑(𝑃𝑖𝑗 − 𝑆𝑖𝑗)2

𝑊

𝑗=1

𝐻

𝑖=1

 

 

(5) 

 Where H and W are height and width and Pij represents the original image 

and Sij represents corresponding stego image. Whereas, the similarity measure 

between two images x and y is measured by Structural Similarity (SSIM) 

index [11] as follows. 

 
𝑆𝑆𝐼𝑀(𝑥, 𝑦) =

(2𝜇𝑥𝜇𝑦 + 𝑐1) × (2𝜎𝑥𝑦 + 𝑐2)

(𝜇𝑥
2 + 𝜇𝑦

2 + 𝑐1) × (𝜎𝑥
2 + 𝜎𝑦

2 + 𝑐2)
 

 

 (6) 

 Where 𝜇𝑥 and 𝜇𝑦 are the average of x and y, 𝜎𝑥𝑦 is the covariance of x and 

y, 𝜎𝑥
2 and 𝜎𝑦

2 are the variance of x and y. Here c1 = (k2L)2 and c2 = (k2L)2 where 

k1 = 0.01 , k2 = 0.03 by default  and L = 255 for a gray scale image. 

Table 3. Comparative Study of the proposed technique CEGAO with the C-LSB [11] technique  

Cover 

Image 

 

Method PSNR SSIM 

R (Red) 

Channel 

G (Green) 

Channel 

B (Blue) 

Channel 

Baboon C-LSB[11] 46.76 0.93 0.97 0.95 

CEGAO 48.19 0.99 0.99 0.99 

Peppers C-LSB[11] 45.81 0.92 0.94 0.98 

CEGAO 47.59 0.99 0.99 0.99 

Tiffany C-LSB[11] 46.53 0.98 0.97 0.96 

CEGAO 48.55 0.99 0.99 0.99 



3.1 Resistance against Visual Attacks 

For proposed scheme the stego images are visually indistinguishable from 

their cover counterparts. The original, stego version and their corresponding 

histograms for the blue components are shown in Figure 4. The results for the 

other components are similar. 

 

 

 

 

 

 

(a)                                                              (b) 

Fig. 4. (a) Cover images (baboon, peppers and tiffany) and their corresponding histogram (b) 

Stego images and their corresponding histogram 

3.2 Resistance to Statistical Tests 

The objective of Steganalysis is to develop some standard statistical tests to 

determine if the stego image contains any hidden message. Color frequency 

test is one of the popular first order statistical tests. Here the results of the test 

are shown empirically.   

Color Frequency Test. According to Westfield and Pfitzmann [13] the 

probability of embedding is given as per (7) below, 

 
𝑝 =

1

2
𝑣
2𝛤(𝑣

2)
∫ 𝑡

𝑣
2−1𝑒−𝑡

2 𝑑𝑡

𝜒𝑘−1
2

0

 
 

    (7) 

Where v is the degrees of freedom and v = k -1 is the distinct color categories. 

The quantity 𝜒2 = ∑
(𝑦𝑖−𝑦𝑖

∗)2

𝑦𝑖
∗𝑖  follows chi-square distribution. The expected 

distribution 𝑦𝑖
∗ compared against the observed distribution𝑦𝑖. In the proposed 

scheme the probability is computed by taking a sample of 1% of the total 

number of pixels. The sample is increased by 1% in each iteration till it went 

up to 100%. In the experiment it is found that the probability of embedding 

yielded approx 0 for every sample. 

StirMark Analysis.  Any steganographic scheme should resist some standard 

tests to establish strength and robustness. The test has been done using 

StirMark 4.0 [14] and it shows good results. A sample of the results is shown 

in Table 4. 



Table 4. StirMark Analysis of the proposed scheme on peppers image (size: 512 X 512) 

 

 

4 Conclusion 

A secure Genetic Algorithm based image steganography technique GACIS 

has been proposed in this paper using the concept of non-linear dynamic 

system (chaos). This paper shows that the proposed algorithm obtained better 

results than an existing approach C-LSB which results in good visual 

imperceptibility of the stego image with low distortions. The proposed 

technique is applied to JPEG files as cover images, however it can work with 

any other formats. Further work focuses on improving the efficiency of the 

algorithm by finding the best parameters for the logistic map using soft 

computing techniques. 
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