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Abstract  
Social media conveys a reachable platform for users to share information. The inescapable practice of social media has produced remarkable volumes of social data. Social media gathers the data in both structured-unstructured and formal-informal ways as users are not concerned with the exact grammatical structure and spelling when interacting with each other by means of various social networking websites (Twitter, Facebook, YouTube, LinkedIn, etc.). People are increasingly involved in and dependent on social media networks for data, news and opinions of other handlers on a variety of topics. The strong dependence on social media network sites contributes to enormous data generation characterized by three issues: scale, noise, and variety. Such problems also hinder social network data to be evaluated manually, resulting in the correct use of statistical analytical methods. Mining social media data can extract significant patterns that can be advantageous for consumers, users, and business. Pattern mining offers a wide variety of methods to detect valuable knowledge from huge datasets, such as patterns, trends, and rules. In this work, data was collected comprised of users’ opinions and sentiments and then processed using a significant number of pattern mining methods. The results were then further analyzed to attain meaningful information. The aim of this paper is to deliver a summary and a set of strategies for utilizing the ubiquitous pattern mining approaches, and to recognize the challenges and future research guidelines of dealing out social media data.
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1. Introduction  
Pattern mining research has effectively created abundant tools, techniques, and algorithms to tackle bulky amounts of data to resolve real-life issues by extracting significant patterns and acquiring discerning knowledge. Data produced from social media sites is distinct from traditional feature value data used in typical data mining. Social media data is mainly user-produced content on social media sites. Social media data is noisy, vast, unstructured, distributed, and dynamic. An additional characteristic of social media data is its interpersonal nature that can complicate pattern analysis. These attributes challenge pattern mining tasks to discover new efficient methods and algorithms mainly in the aspect of text mining, opinion mining and sentiment analysis. Pattern mining of social media can aid researchers understand innovative phenomena because of the usage of social media and enhance business intelligence to deliver improved facilities and create innovative prospects. Some pattern mining methods have been premeditated particularly to detect rules and patterns
based on interpersonal attributes. Pattern mining methods can assist to locate secret groups in a social networking site, find influential people in the enormous blogosphere, detect user sentiments for active planning, create approval systems for tasks ranging from creating new friends to purchasing certain products, guard user secrecy and safety, or develop and strengthen faith amongst users. Moreover, the open contact with data offers large volumes of information to enrich performance and enhance pattern mining methods. Improvements in the pattern mining relies on large datasets and social media are a source of data for corporate and academic pattern mining researchers to test and produce innovative pattern mining methods.

The whole pattern mining process can be considered as three main serial of data pre-processing, feature extraction and classification. The data pre-processing aids decrease of noise, filtering, data standardization, etc. The feature extraction and selection stage characterize the data, resulting in a feature vector utilized to predict or detect data by clustering or classification. Classification is concerned with the matter of distinguishing unknown data as one from a group of previously learnt data. In clustering, the aim is to study the structural relations amongst data.

While some surveys have focused on pattern mining used in social media data, no specific survey has been reported to date on social media data derived from pattern mining techniques used on social media data while also incorporating spam detection, community detection, influence analysis, recommendation and link prediction techniques. We believe that this review can bring a beneficial summary of present work, and deliver probable future study guidelines in the area of social media data.

The rest of this paper is prepared in this fashion: In section 2, we briefly presented social media data and its structure, in sections 3-12 we review associated techniques. Lastly, in section 13 conclusions and future research guidelines of pattern mining in social media data are conferred.

2. Social Media Data Collection

Social media sites deliver a prevailing foundation for data collections since such sites store statistical information about individuals, their associations with other users in the same site and their reviews, ranking, or rating information reliant on the nature of the sites. There are nine important topics that need to be considered regarding the collection of the data (1) reliability, (2) correctness, (3) confidentiality, (4) structure, (5) language, (6) region, (7) type of data content, (8) venue (e.g. Facebook, Twitter), and (9) time-frame.

2.1. Source of Social Media Data

There are various types of social media sites from which one can collect data from such as some online social networking (e.g., Facebook, LinkedIn, Myspace etc.), blogging (e.g., Business insider, Huffington post, Engadget etc.), microblogging (Twitter, Plurk, Tumblr etc.), wikis (e.g., Wikipedia, Wikihow, Wikitravel etc.), social news (e.g., Reddit, Digg, Slashdot etc.), social bookmarking (e.g., StumbleUpon, Delicious etc.), media sharing (e.g., YouTube, UstreamTV, Flicker etc.), opinion, reviews and rating (e.g., Yelp, Cnet, Epinions etc.), answers (e.g., WikiAnswers, Yahoo!Answers etc.). In general, data can be collected by various means including communicating with the site manager/administrator to obtain the dataset, or downloading the dataset that is formed for academic purposes, etc. It is best to interpret social media data as a foundation of raw data, which contains (and is not restricted to) the following metrics: likes, shares, comments, conversions, impressions, mentions, and most significantly, clicks – the click metadata is vital for understanding further about what people are concerned with. Table 1 provides a list of the famous social media networks.

Table 1. List of famous social media networks
<table>
<thead>
<tr>
<th>Social network name</th>
<th>Date of Foundation</th>
<th>Country of Foundation</th>
<th>Monthly active user (reported on August 2020)</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>February, 2004</td>
<td>America</td>
<td>2.7 billion</td>
<td>Social Networking</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>January, 2010</td>
<td>America</td>
<td>1.5 billion</td>
<td>Messaging, Audio and Video calling</td>
</tr>
<tr>
<td>Tumblr</td>
<td>February, 2007</td>
<td>America</td>
<td>371 million</td>
<td>Social Networking, Microblogging</td>
</tr>
<tr>
<td>Instagram</td>
<td>October, 2010</td>
<td>America</td>
<td>1 billion</td>
<td>Social Networking, Media Sharing</td>
</tr>
<tr>
<td>Twitter</td>
<td>March, 2006</td>
<td>America</td>
<td>330 million</td>
<td>Microblogging</td>
</tr>
<tr>
<td>Skype</td>
<td>August, 2003</td>
<td>America</td>
<td>100 million</td>
<td>Audio and Video call, Instant messaging</td>
</tr>
<tr>
<td>Viber</td>
<td>December, 2010</td>
<td>America</td>
<td>260 million</td>
<td>Messaging</td>
</tr>
<tr>
<td>Line</td>
<td>March, 2011</td>
<td>Japan</td>
<td>84 million</td>
<td>Messaging</td>
</tr>
<tr>
<td>Snapchat</td>
<td>September, 2011</td>
<td>America</td>
<td>301 million</td>
<td>Social Networking</td>
</tr>
<tr>
<td>Pinterest</td>
<td>March, 2010</td>
<td>America</td>
<td>291 million</td>
<td>Media Sharing</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>December, 2002</td>
<td>America</td>
<td>303 million</td>
<td>Social Networking</td>
</tr>
<tr>
<td>VKontakte</td>
<td>October, 2006</td>
<td>Russia</td>
<td>400 million</td>
<td>Social Networking</td>
</tr>
<tr>
<td>Reddit</td>
<td>June, 2005</td>
<td>America</td>
<td>330 million</td>
<td>Social News</td>
</tr>
<tr>
<td>Google+</td>
<td>December, 2011</td>
<td>America</td>
<td>395 million</td>
<td>Social Networking</td>
</tr>
<tr>
<td>YouTube</td>
<td>February, 2005</td>
<td>America</td>
<td>1.9 billion</td>
<td>Media Sharing</td>
</tr>
<tr>
<td>Flicker</td>
<td>February, 2004</td>
<td>America</td>
<td>90 million</td>
<td>Media Sharing</td>
</tr>
<tr>
<td>Myspace</td>
<td>August, 2003</td>
<td>America</td>
<td>20 million</td>
<td>Social Networking</td>
</tr>
<tr>
<td>Vine</td>
<td>June, 2012</td>
<td>America</td>
<td>200 million</td>
<td>Media Sharing</td>
</tr>
<tr>
<td>Quora</td>
<td>June, 2009</td>
<td>America</td>
<td>100 million</td>
<td>Social Networking</td>
</tr>
<tr>
<td>Digg</td>
<td>November, 2004</td>
<td>America</td>
<td>8 million</td>
<td>Social News</td>
</tr>
<tr>
<td>StumbleUpon</td>
<td>November, 2001</td>
<td>America</td>
<td>35 million</td>
<td>Social bookmarking</td>
</tr>
<tr>
<td>Odnoklassniki</td>
<td>March, 2006</td>
<td>Russia</td>
<td>45 million</td>
<td>Social networking</td>
</tr>
</tbody>
</table>

2.2. Acquiring Social Media Data

The three main techniques proposed in the literature to collect data from social media are discussed here: Network traffic analysis, Ad-hoc applications and Crawling the user graph. Network traffic analysis arrests packet streams from a social media network link and then examines request-response pairs concerning user communications with social media. From these pairs, it is probable to deduce information about the users who are browsing other users’ pages. Additionally, information about the users can be gained by the analysis of the response consignment. Ad-hoc applications exploits a group of application programming interfaces (APIs), to deliver services and games to the social media users. In this application, a user does not interrelate directly with the application servers as the social media network architecture offers an interface layer between user and application. Generating ad-hoc applications to obtain data from social media permits to assemble information about the users in a dual way. The APIs generally let the application to access information on the users’ profile who are registered to the application. Moreover, the study of the log on the application servers permits to extract information about the active user behavior. Crawling is the most widespread solution for data collection in social media and comprises on asking the social media for publicly offered information about users and can be demonstrated as a directed graph \( G=(N, P) \), where \( N \) is the group of nodes (users) and \( P \) is the group of edges (social associations between users). Each node has incoming and outgoing links. The main objective is to collect information about the users by developing a technique to visit every user in the network. Crawling the social media network graph is a recursive procedure that initiates from a group of initial users and moves forward by determining new users at each step, thus enriching the collection of data procedure in terms of data representativeness and duration.

Table 2 displays the broadly utilized data collection methods in selected articles.

| Table 2. The broadly utilized data collection methods in selected articles |
2.3. Issues related to Social Media Data Collection

Social media data mining is an emergent area where there are more complications than prepared solutions. Mining social media data is the job of mining user-produced content with social relations. Some of the data collection issues are:7

2.3.1. Large Data Inconsistency

Social media data is indubitably huge. Sometimes a system may become inconsistent while storing the multisource, multidimensional, and multisite social media data to aggregate information with sufficient statistics for effective mining.

2.3.2. Gaining sufficient sample data

Using a social media data APIs typically only offers a restricted volume of data can be attained each day. This may deprive knowledge of a population’s distribution. Moreover, it is not guaranteed that much data can produce any accurate patterns. If the application does not attract numerous subscribers, the obtainable dataset is partial and unserviceable for analysis purposes.

2.3.3. Noise removal errors

Social media data can contain a large portion of noisy data. While storing this data for analysis purposes, two important situations can be created: (1) instinctively eliminating noise can deteriorate the research problem because the elimination can also remove valuable information, and (2) the definition of noise may be relative and complicated since it relies on the task at hand.

3. Preprocessing Techniques for Social Media Data

Many techniques of pattern analysis are dependent on the quality and excellence of the data and not on the quantity of the data.8 Social media data collected for pattern mining is not directly prepared. The nature of the collected data will also affect the hardware and database used.

Prior to the discussion of social media data preprocessing techniques, it is important to recognize probable data complications:9 (1) Missing data: Once a part of information occurred but was not involved in the raw data collected for whatsoever cause. Issues occur when: a) numeric blank data or a missing value is mistakenly replaced by ‘zero’, and b) textual missing word may alter the whole meaning of a sentence. (2) Incorrect data: Once a part of the information is wrongly specified or is incorrectly construed (e.g. a system presenting a currency value is in $ when in fact it is in £ or pretending text is in UK English rather than US English). (3) Unreliable data: Parts of the information may be incompatibly specified (e.g., different formats for dates: 2018/7/10, 10/7/2018 or 7/10/2018, a mixture of text cases, mixing English and Bengali in a text message, or placing Bengali quotes in an English text). Data preprocessing prepares the raw data suitable for pattern mining.

The procedure of data preprocessing may include eliminating typographical errors or authenticating and correcting data against a recognized list of entities. Generally, unstructured noisy raw data may comprise of quotes, misspelled words, extra spaces, program codes, special characters, additional line breaks, foreign words, etc.10 Therefore, to accomplish high-quality pattern mining, it is required to conduct data preprocessing at the first step to: eliminating duplicates, spell checking and correction, changing the text case, finding and replacing text, eliminating non-print characters and spaces from text, correcting times and dates, correcting numbers, outliers and number signs, changing and reorganizing rows, columns and table data, negation handling, stemming, expanding abbreviation, tokenization, etc.
3.1. Cleaning Raw Data

A typical method of cleaning social media data is to put the data into a spreadsheet, worksheet or spreadsheet-like table, and then reformat the content. For example, Google Refine is an independent desktop application for social media data cleaning and transcoding to several formats.

3.2. Tagging and Parsing Unstructured Data

Since social media data is created by humans, and hence is unstructured, a method is needed to convert it into structured data to gain meaningful information. Thus, unstructured social media data need to be preprocessed, tagged and then parsed so as to analyze/quantify the social media data. A solo data set can deliver some motivating understandings. However, merging several data sets and processing the unstructured data may be more difficult to understand, it can permit researchers to reply to questions that were not possible before.

3.3. Storing data

To extract eloquent information from the collected social media data, it is very important to store data in a database. Every social platform has specific rules about how their own data can be kept and used. Databases related to social media data can comprise of (1) Flat file: a 2-dimensional database comprising records that do not have any structured interrelationship and can be found sequentially. (2) Relational database: prepared as a group of formally defined tables to identify relations between deposited data, permitting more complex relationships between the data items (e.g., SQL database). (3) noSQL databases: a type of database management system (DBMS) defined by its non-observance to the broadly used relational database management system (RDBMS) model.

3.4. Sampling data

Often, processing the complete dataset is expensive. With the enormous progress of social media, processing bulky amounts of data is very difficult. Therefore, it is best to encourage sampling. A small random subgroup of data can be carefully chosen and processed as a substitute of the complete data. The selection procedure should assure that the sample is demonstrative of the statistical distribution that rules the data, thus confirming that outcomes gained on the subset sample are more or less the same as gained on the complete dataset. The following are three major sampling methods are generally used: (1) Random sampling: samples are carefully chosen consistently from the dataset by using some probability distributions. (2) Sampling with or without substitution: In sampling with substitution, a sample can be chosen several times in the data. In sampling without substitution, samples are eliminated from the selection pool once chosen. (3) Stratified sampling: the dataset is first divided into several bins; then a fixed number of samples are chosen from each bin utilizing random sampling.

Table 3 shows the broadly utilized pre-processing methods in selected articles.

<table>
<thead>
<tr>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>✔</td>
<td>×</td>
<td>×</td>
<td>✔</td>
<td>×</td>
<td>×</td>
<td>8, 58, 99, 107</td>
</tr>
<tr>
<td>×</td>
<td>×</td>
<td>✔</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>11, 20, 24, 49, 52, 93, 94, 95, 96, 97, 99, 105, 109</td>
</tr>
<tr>
<td>×</td>
<td>✔</td>
<td>×</td>
<td>✔</td>
<td>✗</td>
<td>✗</td>
<td>92</td>
</tr>
<tr>
<td>×</td>
<td>✔</td>
<td>✔</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>94</td>
</tr>
<tr>
<td>✗</td>
<td>✗</td>
<td>✔</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>96</td>
</tr>
</tbody>
</table>

*P1: Lemmatization, P2: Filter, P3: Data Cleaning, P4: Graph construction, P5: Remove duplicate, P6: Conversion of unstructured data into structured data

4. Dimensionality Reduction

The feature vector that results from the preprocessing stage is usually not suitable to be processed by a subsequent stage due to its high-dimensionality. This creates difficulties for traditional pattern mining tasks because of the curse of dimensionality. Additionally, with a huge number of features, learning architectures tend to over fit creating performance debasement on unobserved data. High dimensional data can increase the computational costs and memory storage requirements for pattern analysis.
Dimensionality reduction is one of the influential tools to address the earlier discussed issues.\textsuperscript{16} It can be primarily classified into two main segments: feature extraction and feature selection. Feature extraction substitutes the high-dimensional features into a new low dimensional feature space by merging the original features in a linear or nonlinear fashion and is favored when the original input data does not comprise any comprehensible features for a given learning algorithm. Feature selection specifically chooses a subgroup of appropriate features for model creation and preserves physical senses of the original features. Thus, it provides good interpretability and readability models by preserving some of the original features.

4.1. Feature Extraction

Various kinds of features used for social media data pattern mining are classified as text-based and visual-based methods.\textsuperscript{17} Text-based features are further divided into Morphological features, Frequent features, and Implicit features. There are three sorts of morphological features, i.e. syntactic, semantic and lexicon structural. Syntactic feature use part of speech (POS) tagging, dependency depth (DD) feature, chunk labels, N-gram word, etc. Semantic features highlight semantic orientation (SO) and contextual information (CI). The SO method makes utilization of point wise mutual information (PMI) and latent semantic analysis (LSA) that gives a polarity score to every phrase or word. Conversely, the CI technique is used to include text at the sentence level. Lexicon structural feature comprises of special character regularities, word circulations and word level lexical features. Frequent features, additionally known as hot features, use the apriori association rule (AAR) which is widely used in text mining. Implicit features are not evident in the review which comprises of adjectives and adverbs. For example, the adjective “light” expresses a weight feature, but it requires some level of domain information for analyses.

There are abundant visual features proposed for various social media visual recognition techniques that can be divided into three groups: low-level, middle-level and appealing features. Low-level features signify the visual information straight from the pixel values of the useful regions, common patterns or spreading of colors include gist descriptor, color histogram (CH), bag-of-visual-words (BoVW), local binary pattern (LBP), etc.\textsuperscript{18} The image is preserved as a 2-dimensional signal. One main issue of the low-level feature is the deficiency of coincidence amongst the information that can be mined from the visual data and the proper explanation of the data. The middle-level feature implements a group of perception made on the low-level features; therefore, the image can be denoted at the semantical level include senti adjective noun pairs (sentiANP), classemes, attribute etc.\textsuperscript{19} The third type is appealing features that are devotedly premeditated for mining the intellectual human acuity on the visual appearance. The appealing features can be grouped into two categories: aesthetic (AF) and principles-of-art (PoA). AF features support understanding the visual illustration at an abstract level, such as “lovely”, and includes luminosity, dark channel, symmetry, sharpness, colorfulness, white balance, color harmony, eye sensitivity, etc. PoA features have been shown to be supportive in image emotion recognition including balance, harmony, emphasis, gradation, variety, etc.

4.2. Feature Selection

Feature selection methods in social media data have an important role for detecting pertinent features and growing recognition accuracy which are congregated into four main groups: Statistical, Natural Language Processing (NLP) or heuristic-based, Clustering based, and Hybrid. Statistical methods are further classified into three sub categories, univariate, multivariate and hybrid.\textsuperscript{20} Univariate approaches, known as feature filtering approaches, receipts feature distinctly, include chi-square, information gain (IG), log likelihood, occurrence frequency, minimum frequency thresholds, etc. Univariate methods have computational proficiency, but they overlook feature relations. Multivariate methods contemplate assembly of features and utilize a wrapper method for feature selection, include recursive feature elimination, decision tree models, genetic algorithms, etc. Hybrid methods combine univariate multivariate and additional approaches for attaining accuracy and efficacy. NLP based methods, primarily used in emotion mining, work on three elementary principles: (1) noun phrases, noun, adverbs, adjectives generally used as features, (2) subjective words can act as features, (3) A is feature of product B in phrases corresponding ‘A of B’ or ‘B has A’. This method has attained high accuracy, but has low recall with reliance on accurateness of POS tagging. Clustering methods require limited parameters to tune. The main limitation of this method is that only the most important features can be taken out and it is tough to extract insignificant features. Hybrid methods such as combination of syntactic and lexical features with a determined entropy, POS tagging with WordNet dictionary, combination of point-wise mutual information and association rules for recognizing features with a benefit of using HowNet dictionary, bootstrapping recursive learning approach with added linguistic rules for selecting low occurring features, combination of LBP and CH for visual media
recognition, combined (sentiANP and classemes) feature for detecting semantic concepts of visual emotions, etc., used in the literature of social media data feature selection.\(^{21}\)

Some advantages and limitations of different feature extraction and selection methods are as follows: (1) POS tagging can help in identifying differences and similarities between words. It can also help in defining authorship in social media text as the use of words varies from person to person. But it is challenging to establish the PoS tags of a word in a given sense, mainly because most premise of this article don't use diacritics. And the same word can be written in various ways. (2) The main advantages of n-gram method are its scalability and simplicity. With larger value of none can store more social media context that enables small experiments to increase proficiently. The main drawback of N-gram model is that it ignores any clear representation of long-range dependence. For this cause, n-gram models did not have a major effect on social media linguistic theory, where part of the explicit objective is to model these dependencies. (3) The main advantage of PMI method is that by using this method one can estimate whether the two items in the social media is having a genuine association or not. (4) LSA is easy to understand, implement and use. LSA is capable of producing decent results on social media dataset with diverse topics. But the model is not humanly readable. Evaluation or debug is possible through searching similar words for each word in the latent space though. But otherwise not easy to interpret. (5) AAR is easy to understand and simple. It is unsupervised, so don’t need any labeled social media data. But if the dataset is small, the algorithm can find many false associations among the social media data that happened simply by chance. (6) CH is easy to understand and implement. But two different images sharing the same color information will have the same histogram. (6) BoVW is easy to realize and implement. But it leads to high dimensional feature vector due to large size of vocabulary. It also doesn’t influence co-occurrence statistics between words. (7) The main advantage of LBP is it is simple and low in complexity. But it is noise sensitive.

Table 4 presents a selection of further works on feature extraction and selection techniques from the pattern mining of social media data literature.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Field of usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS tagging</td>
<td>Analysis of social media text.(^{22})</td>
</tr>
<tr>
<td>DD feature</td>
<td>Social media friendship prediction.(^{23})</td>
</tr>
<tr>
<td>Chunk labels</td>
<td>Social media text as well as social media message analysis.(^{24})</td>
</tr>
<tr>
<td>N-gram word</td>
<td>Detect tension in tweet message.(^{25})</td>
</tr>
<tr>
<td>PMI feature</td>
<td>Tourism opinion in social text.(^{26})</td>
</tr>
<tr>
<td>LSA</td>
<td>Social media message analysis.(^{27})</td>
</tr>
<tr>
<td>AAR</td>
<td>Identification of user patterns, adverse drug reactions in social media.(^{28})</td>
</tr>
<tr>
<td>Implicit features</td>
<td>Creating friend suggestion in social media.(^{29})</td>
</tr>
<tr>
<td>Gist descriptor</td>
<td>Sentiment analysis from microblogging.(^{30})</td>
</tr>
<tr>
<td>CH</td>
<td>Social media logo information retrieval.(^{31})</td>
</tr>
<tr>
<td>BoVW</td>
<td>Modeling personality based on selfies.(^{32})</td>
</tr>
<tr>
<td>LBP</td>
<td>Predicting image and video interestingness from social media content.(^{33})</td>
</tr>
<tr>
<td>SentiANP</td>
<td>Contextual enrichment of remote-sensed events with social media.(^{34})</td>
</tr>
<tr>
<td>Classemes</td>
<td>Social media sentiment analysis.(^{35})</td>
</tr>
<tr>
<td>Aesthetic</td>
<td>Social media image popularity prediction.(^{36})</td>
</tr>
<tr>
<td>Principles-of-art</td>
<td>Social media image emotion perception.(^{37})</td>
</tr>
<tr>
<td>Chi-square</td>
<td>Tourism experiences analysis from social media.(^{38})</td>
</tr>
<tr>
<td>Log likely-hood</td>
<td>Deriving the maximum web-browsing likelihood estimate of a user’s social profile.(^{39})</td>
</tr>
</tbody>
</table>

5. **Classification**

Classification is the organization or division of various social network features into groups through the discovery of a relation between features.\(^{40}\) There are two steps to the classification method: (1) Classification procedures try to obtain a model, that is based on a assembly of training data, for the attribute class as the social media datasets function, and (2) it applies the previously obtained model to the new unknown social media datasets to determine the corresponding each data class.

5.1. **K-nearest Neighbor Classifier**

The k nearest neighbor (KNN) classifier suggests that comparable social media data occurs in close vicinity. In other terms, equivalent social media details are neighboring to each other.\(^{41}\) First, the classifier installs social network training
and messaging details. The K value is then chosen by some experiment conducted. For each social media testing data, the distance to every training data point is calculated. Calculated distances are kept in a list and sorted. Thereafter, the first K points will be chosen. The test data is then allocated to the class dependent on the number of classes existing in the chosen points. For K=1, the query sample shall be allocated to the training class of its closest neighbor.

5.2. Naïve Bayes

It is a methodology of classification based on Bayes' theorem, with an independence assumption between predictors. An Naïve Bayes classifier believes, in simple terms, that the inclusion of a particular feature in a class is irrelevant to any other feature being present. Predicting class of test data set by using this classifier is simple and fast. For multi-class prediction, it also performs well. This classifier works better compared to other models like logistic regression when assuming independence holds, so less training data is needed.

5.3. Support Vector Machine (SVM)

SVM can handle high-dimensional social media data and produces a relatively detailed (geometrical) model. An SVM predictor is focused on a kernel function K which defines a specific form of similarity measure between media data. Examples of kernel functions are linear, polynomial, RBF (radial basis function), or sigmoid kernel.

5.4. Decision Tree (DT)

By creating a decision tree, the decision tree classifier generates the classification model. Every node in the tree defines a check on a social media data attribute, every branch going down from that node corresponds to one of the probable attribute values. Each leaf represents associated social media data class labels. Media data instances in the training set are categorized by exploring them from the tree’s root down to a leaf, based on the result of the tests along the way. Beginning from the tree root node, each node divides the space of the data instance into two or more sub-spaces as per a testing condition of the attributes. Then moving down, the tree branch which corresponds to the media data attribute value creates a new node. The method is then replicated for the subtree rooted in the new node till all records have been identified in the training collection. Typically, the decision tree design process operates top-down by selecting an attribute test condition at each stage that best separates the media data.

5.5. Deep Learning (DL)

DL approaches derive data features and acquire incidental features while training that can distinguish between vast quantities of social media data. Addition to this, if there are satisfactory number of samples then features of several variables which can affect classification, deep learning approaches learns to expose such factors even though learning descriptions of attributes are present. This can assist to handle vast intraclass variations and noisy data present on social media. The ability of DL to learn features from unrecognized social media information has the skill to enhance social media training feature. Addition to this, deep learning has the capability to make simpler features learned outside of the comparable information to training information, which is beneficial in handling social media data.

Neural networks (NN) are a non-linear approach and is noticed as a largely employed deep learning model for data pattern mining in social media. NN contains a huge number of hugely inter-connected processing foundations called neurons, employed to solve any obvious problem related to social media data. As NN have the capability to derive considerable statistics from a large assembly of data, neurons are built for accurate application related to social media. Some deep learning model that can be used in social media are Deep Belief Networks (DBN) [49], Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), Deep Boltzmann Machines or Restricted Boltzmann Machines (RBM), autoencoder, etc.

Finally, Table 5 presents some additional demonstrative works on pattern classification approaches in the field of social media.
Table 5. Review of Classification Techniques in the Social Media Data (SMD) Literature

<table>
<thead>
<tr>
<th>Technique</th>
<th>Field of usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>Social media face identification.51</td>
</tr>
<tr>
<td>NB</td>
<td>Forecasting stock prices using social media analysis.32</td>
</tr>
<tr>
<td>SVM</td>
<td>Opinion mining from social media.53</td>
</tr>
<tr>
<td>DT</td>
<td>Construction of a profile of subjective well-being based on social media language in Facebook status updates.54</td>
</tr>
<tr>
<td>NN</td>
<td>Feedback generation on social media.55</td>
</tr>
<tr>
<td>DBN</td>
<td>Relationship extraction from interaction context in social media data.56</td>
</tr>
<tr>
<td>CNN</td>
<td>Aspect extraction for opinion mining.57</td>
</tr>
<tr>
<td>RNN</td>
<td>Mining e-cigarette adverse events in social media.58</td>
</tr>
<tr>
<td>RBM</td>
<td>Joint sentiment/topic modeling on social media text data.59</td>
</tr>
</tbody>
</table>

6. Clustering

Clustering is important for social media data as it instructs the important grouping of unidentified media data available by having references from training media datasets.60 Cluster rules are based on the customer that can be used to meet their need. For example, the user can search for features of similar clusters, natural clusters, valuable media information clusters or exceptional information clusters. Clustering methods need to build standards that generate similarities between data points, and respectively each standard produces clusters that are distinct. The clustering method can be used for the determination of natural groupings in sentiment analysis and emotion mining, and thus portray a class summary in a collection of documents. Clustering doesn't really necessitate the pre-knowledge of a document class and thus does not involve a training procedure. So, human involvement is unobstructed and therefore saves a lot of time.

6.1. Density-based Approaches

Density-based approaches find clusters to be a clustered based on the area of some similarity and distinct from a less concentrated region in media data space.61 Such methods provide reasonable accuracy and ability to merge two clusters, namely Density-Based Spatial Cluster of Noise Applications (DBSCAN), Order Points for Identifying Cluster Structure (OPTICS), etc.

6.2. Hierarchical Approaches

Clusters produced in this procedure generate a tree-type framework of hierarchical media data.62 New clusters are created utilizing a previously developed one, including Balanced Iterative Reducing Clustering and Using Hierarchies (BIRCH), Clustering Using Representatives (CURE), etc. It is classified into two kinds: Divisive (top-down process) and Agglomerative (bottom-up process).

6.3. Partitioning Approaches

These approaches divide media data into a number of clusters and every division forms a single cluster.63 This approach strengthens the cluster theory likeness feature by using distance as the key feature, like Clustering Large Applications based on Randomized Search (CLARANS), and K-means, etc.

6.4. Grid-based Methods

In this technique, the media data space is framed into a limited number of cells that generate a grid-like structure.64 The entire clustering process completed on these grids are independent and fast of the number of media data include CLustering In Quest (CLIQUE), Statistical Information Grid (STING), wave cluster etc. Table 6 offers some additional representative works on clustering methods in the area of social media.
Table 6. Review of Clustering Techniques in the Social Media Data (SMD)

<table>
<thead>
<tr>
<th>Technique</th>
<th>Field of usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPTICS</td>
<td>Visualizing the gay community in Beijing with location-based social media.(^{55})</td>
</tr>
<tr>
<td>DBSCAN</td>
<td>Density-based place clustering in geo-social networks.(^{56})</td>
</tr>
<tr>
<td>CURE</td>
<td>Leveraging social media networks for classification.(^{57})</td>
</tr>
<tr>
<td>BIRCH</td>
<td>Sign prediction in social networks with positive and negative links.(^{58})</td>
</tr>
<tr>
<td>K-means</td>
<td>Discover social circles in ego networks.(^{59})</td>
</tr>
<tr>
<td>CLIQUE</td>
<td>Facilitating information seeking for hyperlocal communities using social media.(^{60})</td>
</tr>
<tr>
<td>CLARANS</td>
<td>Entrepreneurial team formation and search using social media data.(^{71})</td>
</tr>
</tbody>
</table>

7. Challenges related to pattern mining for Social Media

The type of data in social media creates a number of challenges to their collection, analysis and mining. First, social media data is collected in bulky amounts and is extremely dynamic and composite or complex in their nature. Hence, social media data cannot be processed effortlessly utilizing traditional pattern processing techniques or database management applications along with desktop statistics and imagining packages. Moreover, social media data holds both structured and unstructured features. While structured data includes user profile attributes, temporal, spatial, thematic data along with observational related data (e.g. number of comments, likes, mentions, retweets, etc.), unstructured data contains user-produced textual data. This excess information denotes a substantial challenge that demands huge computing volumes and erudite sampling, mining, and analysis approaches and also undependable due to their probable variation and incompleteness.

Privacy problems constantly exist when media data is collected.\(^{72}\) Researchers and other users involved in collecting media data may face questions such as whether it is right to gather, process, utilize and report on social media data though these are truly “free or public” in principle. While sampling media data, it is hard to choose appropriate samples which are representative of the actual data. Other challenges consist of searching groups in social media, mining patterns in social media data and evaluating overlapping groups.

8. Social Media Spam Detection

Social spam is low-quality social media networks data which is comparable to e-mail spam, since unwanted bulk messages are not request for, or subscribe to by users.\(^{73}\) Such spam is an annoyance to users and hampers them from consuming or searching for data that is relevant to them. Individual social networks are skilled to filter a substantial quantity of the spam they obtain, though they generally need huge quantity of resources (e.g. Personnel) and experience a delay before perceiving new kinds of spam.

The first problem to address social spam finding is the object classes should be realized as probable candidates as a spam category.\(^{74}\) Spam can be inserted to social networks at various stages. The old understanding is to categorize pages or site as spam created on their content, specifically, resources that system manipulators distinguish as non-relevant. Secondly, one can place emphasis on spam posts. Lastly, someone can look at user profiles that have been created in order to inject international material into the framework. This type of accounts may or may not blend with genuine spam content, with the purpose of mask spamming activity. Flagging users as spammers is the method considered by some social networks about spam detection, for instance BibSonomy. This method is spontaneous and easy from an administrator’s standpoint.

The social spam recognition procedures can be divided into three key parts:\(^{75}\) (1) Mapping and Assembly: Mapping methods are utilized to adapt an explicit social media network entity into a structure demarcated standard model for the entity such as message model, profile model, or webpage model. Assembly is the procedure of penetrating every model entity for related matters and then choosing that model entity. For instance, if someone is working with a text entity and the message includes URLs, these URL-related web pages are retrieved and web page objects are created, which are then gathered along with the message object. For spam identification, this added detail is also important as it can deliver a rich foundation of information for the later phases. (2) Pre-filtering: With the purpose of decreasing classification cost, fast-
path methods of pre-filtering can be adopted to rapidly filter out earlier recognized or alike spam in incoming social media network matters. Some of these methods contain blacklists, hashing, similarity matching, etc. Entries are appended to these lists because of bad behavior or past spamming, and therefore it is probable that items that comprise such matters should be forbidden. Shingling and hashing can be utilized to rapidly compute likeness contrast to earlier spammy items. The number of prior spammy entries of an article is verified against can be imperfect to evade high lookup charges. These methods may have limitations because of their delay time in sensing new spam, but they are meaningfully improving the time occupied to categorize an entity as non-spam or spam. 3) Classification: Supervised machine learning techniques like Bayes, Support Vector Machine, LogitBoost, etc., are utilized to categorize the incoming entity and related entity.

Table 7 presents additional works on spam detection methods in the area of social media.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Field of usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mapping and assembly</td>
<td>Analysis of social spam data from homepage, blog and Twitter page.</td>
</tr>
<tr>
<td>Pre-filtering</td>
<td>Spam detection from verbal social media text.</td>
</tr>
<tr>
<td>Classification</td>
<td>Twitter and myspace social data spam detection using Naive Bayes and Support</td>
</tr>
<tr>
<td></td>
<td>vector machine classifier.</td>
</tr>
</tbody>
</table>

9. Community Detection

Specified a social media network $S = (\text{Ver}, \text{Edg})$, a social media community can be demarcated as a network subgraph containing a Social Media entities group $SC \subseteq \text{Ver}$ which are related with a mutual component of attention. This component can change as an actual person, a topic, an event, a place, a cause or an action. The variability of approaches that have seemed in literature for recognizing communities is bigger, as for every community description there are many approaches demanding to identify the corresponding communities. Here, the maximum significant five classes of such approaches are discussed.

9.1. Cohesive Subgraph Discovery

This approach is a description of the structural attributes that a network subgraph should please so as to be measured as a community. Zhao and Tung used a k-mutual friend subgraph to find a community. A k-mutual-friend was a connected subgraph such that every edge was maintained by at least k pairs of edges establishing a triangle with that edge within the graph. The k-mutual-friend number of this subgraph is equal to k. When this type of subgraph structure is stated, approaches include the list of such assemblies in the network is under study. The k-cores, n-cliques, cliques, lambda sets and LS sets, are instances of these cohesive structures and consequently algorithmic organizations for counting such structures, for instance the Bron–Kerbosch algorithm and the effective k-core decomposition algorithm, fit in to this community identification approaches. Addition to this, approaches like the Clique Percolation Method (CPM) and the SCAN algorithm that led to the detection of subgraph assemblies with definite attributes, fall under this type of approaches.

9.2. Vertex Clustering

These methods initiate from the old data clustering study. Papadopoulos et al., developed a representative way of forming a vertex clustering that can be explained by traditional data clustering approaches (for example hierarchical agglomerative clustering and k-means) is by implanting graph vertices in a vector space, where pairwise distances amongst vertices can be computed. One more common technique is to utilize the graph spectrum for plotting graph vertices to points in a low-dimensional space, where the group assembly is weightier. Other vertex likeness procedures like the neighborhood overlap and structural equivalence have been utilized to calculate likenesses amongst graph vertices. Lastly, a noteworthy method, called Walktrap, utilized the random-walk based resemblance amongst vertices and amongst communities and utilized modularity in a hierarchical agglomerative clustering structure to make an ideal vertex clustering construction.
9.3. Optimization of Community Quality

There is a huge number of approaches that are created based on enhancing some graph-based measurement of the quality of the community. Cut-based measures and subgraph density, like conductance and normalized cut, are among the initial approaches that to be utilized for measuring some network division quality into clusters. Shi and Malik used normalized cut for segmenting a graph where the normalized cut criterion was measured for both the total dissimilarity between the different groups as well as the total similarity within the groups. A research was enthused by the modularity measure. Approximate modularity maximization systems flourish in the state-of-art. Besides the important greedy optimization method, and speeded up forms of it, like max-heap based agglomeration and iterative heuristic schemes, more classy optimization approaches have been invented, for example, extremal optimization, simulated annealing and spectral optimization. Approaches directing at the optimization of local procedures of community quality, like subgraph and local modularity, also be a member of this class. Lastly, this class comprises approaches that deals with the hills and valleys in the spreading of network-based edge or node functions.

9.4. Divisive

These approaches depend on the detection of basic network elements (vertices and edges) which are located amongst communities. E.g., Girvan and Newman used a seminal algorithm which gradually eliminated the network edges built on some edge distance till communities occurred as detached graph components. Numerous measures of edge distance have been developed, for example, random-walk, edge, and current-flow distance, in addition to information centrality and the edge clustering coefficient. A comparable principle is implemented by vertex removal approaches; such approaches eliminate vertices to disclose community structure. Lastly, min-cut/max-flow approaches accept a divisive perception: they attempt to recognize graph cuts that have the smallest size.

9.5. Model-based

This is a wide-ranging class of approaches that either ponder a procedure arranged on the social media network, that discloses its groups, or they study a fundamental structure of statistical nature that can produce the social media network partition into communities. Instances of dynamic procedures is label propagation where researchers initialized a node with a unique label and at every iteration of the algorithm, every node adopts a label that a maximum number of its neighbors have, with ties broken uniformly randomly. At the end of the algorithm, nodes having the same labels are grouped together as communities. Other examples of dynamic processes are synchronization of Kuramoto oscillators, diffusion flow, better recognized as Markov Cluster Algorithm, and the popular spin model by. Furthermore, community identification can be detected as a statistical inference issue, presuming some fundamental probabilistic structure, like the planted partition structure, which produces the community structure and calculates the model constraints. Another model-based method based on the principle that a decent clustering is determined by a low encoding cost, therefore they achieve community identification by searching the cluster structure which outcomes in the lowest probable cluster encoding cost.

Table 8 presents additional works on community identification approaches in the area of social media.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Field of usage</th>
</tr>
</thead>
</table>
| Cohesive subgraph discovery | Community detection from social data.  
| Vertex clustering | Community identification with edge content in social media, community detection in Twitter, Facebook LinkedIn and Google+ data.  
| Community optimization quality | Social media community detection using common interests, friendship, religion, social media community detection using graph representation, social media community detection using exhaustive search, maximum matching, and greedy heuristics.  
| Divisive | Analysis of heterogeneous relationships of various social data, social community detection using memes and behaviors.  
| Model based | Community detection using mobile social network, social media community detection using family, friends, and colleagues.  

Table 8. Review of Community Detection Techniques in the Social Media Data (SMD) Literature
10. Influence Analysis

Social Influence can be demarcated as follows: Specified two persons P, Q in a social network, P applies the influence on Q, specifically, P has the effect of alteration the estimation of Q in an indirect or direct way. The present assessment measurement for social influence comprise centrality measures, entropy measure, link topological ranking measures, etc.

10.1. Centrality Measures

Centrality is a significant perception in reviewing social media networks and calculates how central a person is located in a social media network. The normally utilized tools are network analysis and graph theory. Diverse centrality measurement have been suggested in the state-of-art to broadly be utilized in the analysis of social influence, as well as degree centrality, betweenness centrality, closeness centrality, Katz centrality, and eigenvector centrality.

Newman and Wellman used degree centrality demarcated by calculating the link numbers occurred upon a node, specifically, the edge numbers that a node held. For a directed network, metrics are used for degree centrality, that is, a count of the edge numbers focused to the node specified as in-degree, and the number of edges that the node directs to others called out-degree. Opsahl et al. and Borgatti et al. used closeness centrality demarcated as the mean distance between two vertices in a network. In influence analysis, it can be treated as a measurement of efficacy of every node in terms of distributing data in the social media network. The bigger the node’s closeness centrality, the well placed the node is in the social media network. Frantz et al. used closeness centrality which counted the number of times a node occurs as a link along the minimum distance path of two other nodes. Under the supposition that item transmission tracks the minimum distance paths, a large closeness centrality node owns an improved influence throughout the social media network. The idea of closeness centrality has a widespread real time application, for example, transport, biology, and social networks. Okamoto et al. used eigenvector centrality as a metric of influence of a specified node in a social media network. Relative scores are allocated to the entire network nodes built on a supposition that connects to high-scoring nodes donate more to the node score than connections to low-scoring nodes. Kiss and Bichler used Katz centrality as a simplification of degree centrality. While Katz centrality counts the number of the entire nodes that can be linked over a path, degree centrality measures the number of direct neighbors.

10.2. Topological Link Rank based Measures

In social networks, nodes play a vital role, a connection to a highly significant (maximum neighbor) node is more appreciated compared to a less significant node (minimum neighbor). Search engines influence topological link rank thru PageRank (PR) and Hyperlink-Induced Topic Search (HITS) procedures.

PR is a measurement, developed by Google, that examines the quantity and quality of links to a website page to decide a relative score of the significance and importance of that page on a scale of 0 to 10. Google characterizes a relation from page X to page Y as voting, from page X to page Y as voting. But Google focuses at much more than the massive number of votes, or links a page gets; for instance, it even analyzes the page casting the vote. Votes cast by pages which are itself "significant" weigh more heavily and contribute to "significant" other pages.

Liu et al. used the HITS algorithm to rate web pages which is based on links. HITS Algorithm, invented by Jon Kleinberg, is a link analysis algorithm that scores web pages. This algorithm is utilized to discover and rate web pages related to a specific search by the web link structures. HITS use authorities and hubs to describe the recursive web-page relationships. The collection of highly applicable web pages is called Roots, provided a query to a Search Engine. They are Authorities with potential. Pages that are not really important but that lead to the Root pages are called Hubs. Thus, an Authority is a page linked to by many nodes, while a Node is a page linked to many authorities.

10.3. Entropy Measures

Entropy is an efficient tool to define the complication and ambiguity of social impact, thus it has been broadly utilized in social networks. There are two concepts, interaction frequency entropy and friend entropy, to calculate social impact in mobile social networks. Graph entropy is also used to compute social impact in a social network. Transfer entropy is used to calculate the directed causality-based impact. With the purpose of recognizing peer influence, transfer entropy in online social networks is used.

Table 9 presents additional works on influence analysis methods in the area of social media.
Table 9. Review of Influence Analysis Techniques in the Social Media Data (SMD) Literature

<table>
<thead>
<tr>
<th>Technique</th>
<th>Field of usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree centrality</td>
<td>Wikipedia data analysis, analysis of text blog content.</td>
</tr>
<tr>
<td>Closeness centrality</td>
<td>Identification of stakeholders from social media.</td>
</tr>
<tr>
<td>Betweenness centrality</td>
<td>Detect the influential spreaders of information in Twitter or Facebook social media.</td>
</tr>
<tr>
<td>Eigenvector centrality</td>
<td>Analyzing Twitter data.</td>
</tr>
<tr>
<td>Katz centrality</td>
<td>Coverage of IPCC Working Group.</td>
</tr>
<tr>
<td>PageRank algorithm</td>
<td>Analysis of social media question / answering domain.</td>
</tr>
<tr>
<td>HITS algorithms</td>
<td>Analyzing domestic extremist groups on the Web.</td>
</tr>
<tr>
<td>Frequency entropy</td>
<td>Geolocation prediction in social media.</td>
</tr>
<tr>
<td>Transfer entropy</td>
<td>Examining the dynamics of individual and group behavior, characterizing patterns of information diffusion in social media, analysis of microblogging time series.</td>
</tr>
<tr>
<td>Graph entropy</td>
<td>Sentiment analysis of social media data.</td>
</tr>
</tbody>
</table>

11. Recommendations in Social Networks

To minimize information overloading, many social media websites use recommender systems to propose item recommendations articles that help users interact. Recommender systems typically employ four common recommendation methods, (1) collaborative filtering, (2) content-based filtering, (3) hybrid filtering, and (4) knowledge-based filtering. Collaborative filtering techniques gather and examine a wide range of information about the activities, preferences, or behaviors of users and anticipate what users want based on their resemblance with others. Collaborative filtering does not rely on machine-queryable content and can therefore recommend complicated items, such as films, accurately without needing knowledge of the item itself. Collaborative filtering can be memory-based or model-based. Memory based collaborative filtering is divided into user-based and item-based. Memory based filtering finds the resemblances between user A and other users through rating information, then, the first B users are chosen as A’s neighbors. In item-based collaborative filtering, a user’s rating matrix is calculated from the resemblances between item I and other items, and then the items are sorted with the former M items being chosen as the neighbors of I. The Cosine similarity metric can aid creating a model to estimate the rating for the user. This model can be developed utilizing clustering techniques, Bayesian networks, latent semantic or association rule mining. Content based filtering techniques are based on an item description and a user preference profile. Keywords are used to describe items and a user profile is developed to indicate the type of item that the user prefers. These algorithms recommend items similar to those currently selected or previously liked by the user. Particularly, different candidate items are equated to items previously rated by the user and the best matching items are recommend. Latest research has indicated that a hybrid approach that combines collaborative with content-based filtering can be very effective. Several studies have compared the performance of the hybrid method quantitatively with pure collaborative and content-based strategies. They illustrate that the hybrid methods can offer improved recommendations over pure methods. These techniques can also be utilized to resolve cold starting sparsity issues. Knowledge based filtering is a recommendation system that offers explicit information on items, user preferences and criteria for recommendations. It offers the same items that users have previously liked. Recommendation for items are related to the preferences of users.

There can be implicit and explicit feedback techniques in the recommendation system in social networks. Implicit feedback includes different forms of user experiences that are not inherently expected to deliver a deliberate device assessment but can nevertheless be used to infer the positive or negative opinion of the user. Explicit feedback, on the
other hand, can be seen as an intentional and unambiguous quality evaluation by a user. The assessment’s definition often depends on the environment and the context it is given in. For recommender systems, clear feedback is often a rank (numeric) provided by a user for one particular object. There are some challenges of using the implicit recommendation system: (1) In many cases, several types of user interactions must be viewed in parallel and the question arises of how to combine them, (2) Often there are feedback signals both explicit and implicit, but with different degrees of representation of the item space. Then it needs appropriate ways to integrate them, (3) When explicit feedback is present, it can be easier for the consumer to understand the logic of the suggestions given because they can, for example, be utilized more effectively in system-generated explications. Recommendations arising from implicit feedback signals cannot be that logical or apparent to the consumer, (4) Implicit feedback signals are widespread in most domains for the few very common products while feedback for rare pieces can be very limited.

12. Link Prediction in Social Networks

Link prediction is a vital task in the analysis of social networks that also has wide applications including bioinformatics and e-commerce. Link prediction methods use node topology and social theory information to compute node pair similarities. Node pair similarity predicts links created on a simple concept: the more the pair is similar, the more likely it is to be a link between them - users tend to establish associations with people in religion, education, interests and location. A node has characteristics in a social network (mail address, social network profile, publication record, etc.) which can be directly utilized to calculate the similarity between nodes. Since node attributes are typically textual then string-based and text-based metrics of similarity are generally utilized. Node-based metrics are beneficial for predicting links if characteristics and actions of users can be acquired. Link prediction metrics may be also based on topological information forming topology-based matrices. These system of measurement can be categorized into (1) neighbor-based metrics, (2) path-based metrics, and (3) random-walk-based metrics. It is known that in social networks that users tend to generate new relations with users that are friendlier to them. Many neighbor-based metrics have been designed to predict links such as Common neighbor, Jaccard coefficient, Sørensen Index, Salton Cosine Similarity, Hub promoted, Hub depressed, Leicht-Holme-Norman, Adamic-Adar coefficient, or Preferential attachment. Path-based metrics calculate node pair similarities using methods such as Local path, Katz metric, Relationship strength similarity, FriendLink or, Vertex collocation profile. Random walk utilizes the probability of transition from a node to its neighbors to specify a random walker's destination from the recent node, such as (1) Hitting time, Commute time, Cosine similarity time, (4) SimRank, Rooted PageRank, or PropFlow.

Recently research has used classic social theories including triadic closure, community, homophily, weak and strong ties, and structural equilibrium to address mining and analysis problems. Unlike previous metrics that only use topology and node, social theory-based link prediction metrics can enhance system performance by catching valuable added social communication information, particularly for large scale social media networks. Community information considers user behavior and interest, then predicts likely future links. Homophily has been exploited to obtain not only links amongst a user and their concerned facilities, but also links amongst users with common interests. The triadic closure process finds links by studying choices about friendship, i.e. whether people could choose new friends who are friends of friends and find that friends of friends tend to become friends.

13. Conclusions and Future Works

Pattern mining social media is an emerging research area. It provides challenging tasks and proposes many prospects for future examination to improve a rising necessity for secure and smarter applications. This article has reviewed the works in pattern mining approaches for social media data analysis, together with media data collection, pre-processing of media data, dimensionality reduction, classification, clustering, spam detection, community detection and influence analysis. The works discussed will aid in creating innovative pattern mining solutions to address social media data issues.

Pattern mining is the most desired in this digital world to extract useful pattern / information from enormous volume of unstructured data in various formats such as image, text, audio, video, graphics etc. Researchers face a huge challenge in handling and assessing these kinds of data. As a consequence, several researchers have concentrated on this field of pattern mining. Extracted knowledge is used in many areas including social media to forecast future events or to identify target variable values. Every field requires different kinds of information, and utilize various repositories of data. The data is unstructured, heterogeneous, complex and noisy in large databases. Data velocity and volume are inconsistent. It is therefore impractical to have one system to mine all these types of data. Specific pattern mining systems for the processing of different types of data should be built. Thus, there should be more numbers of pattern mining algorithms to process various data types. Each fraction of a second, enormous amount of data enters to digital world. Social media is
one of the main sources that provide this immense amount of data. Such data are strongly influenced by the characteristics of 5 V’s, so it is a very big challenge to manage such results.

Spam recognition and the reliability of social media is an area where improved filtering techniques will lead to more reliable analytical outcomes. Much of the traffic on social media sites are initiated from cell phone devices which frequently give geolocation. Together with the geospatial information, analysis of social media data could produce beneficial new perceptions, enhance the predictive abilities and create a motivating area of research. Lastly, relationship does not mean causation and discovering causative mechanisms would be an additional exciting area of future research. While researchers can deal with data mining and machine learning methods, underlying social assemblies may not be apparent. Design with data scientists and social scientists is likely to be truly mutually beneficial.
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